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CONCEPT-BASED LEARNING
IN HETEROGENEOUS TREATMENT EFFECT

L.V. Utkin® ® , A.V. Konstantinov ® , N.M. Verbova

Peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation

B |ev.utkin@gmail.com

Abstract. Estimating Heterogeneous Treatment Effects (HTE) is crucial for personalized
decision-making in medicine, economics and engineering. While machine learning models for
Conditional Average Treatment Effect (CATE) estimation have become increasingly accurate,
they often remain black boxes, providing little insight into why treatments affect individuals
differently. This paper introduces CATE-Concept Bottleneck Model (CATE-CBM), a novel
framework that integrates concept-based learning with CATE estimation to bridge this
interpretability gap. Our approach enforces a concept bottleneck that forces the model to express
treatment effects through understandable concepts, enabling transparent reasoning about which
concepts drive heterogeneous effects. Through experiments on a modified MNIST dataset, we
demonstrate that CATE-CBM maintains competitive accuracy while providing meaningful
concept-based explanations of treatment effect heterogeneity. The model successfully identifies
how both the presence and absence of specific concepts influence treatment outcomes,
offering clinicians and engineers both accurate effect estimates and interpretable rationales
for personalized interventions. This work represents the first unification of concept bottleneck
models with causal effect estimation, advancing the frontier of explainable artificial intelligence
in causal inference.

Keywords: machine learning, concept-based learning, conditional average treatment effect,
interpretation, neural network
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OBbYYEHUE HA OCHOBE KOHLEINTOB
ANA OULEHKHA YC/ZTIOBHOIO YP®DEKTA JIEYEHUA

J1.B. YmKkuH & ©®, A.B. KoHcmaHmuHo8 ® , H.M. Bep6oBa

CaHKT-lMeTepbyprckmii MoAUTEXHUYECKMI yHMBepcUTeT MeTpa Beankoro,
CaHKT-MeTepbypr, Poccuitickan dPenepaums

B |ev.utkin@gmail.com

Annoramus. OueHka ycioBHOro addekra JeyeHUus UMeeT peluampllee 3HaYeHue i mep-
COHAJIM3UPOBAHHOTO MPUHSITUS PEIIeHU B MEIUIIMHE, SKOHOMUKE M TeXHUKE. XOTsS MOLCIU
MAIITMHHOTO OOYYCHMS IJI OICHKHU YCIOBHOTO cpemHero addexrta neueHus (CATE) craHo-
BSTCSI BCe 00Jiee TOYHBIMU, OHU YacTO OCTAIOTCS «YEPHBIMU SIIMKAMU», HE JaBas MOHUMaHUS
TOro, Moyemy JeuyeHUe MOo-pa3HOMY BIMSIET Ha pa3IM4YHbIX Jioaei. JlaHHas paboTa mpeacTaB-
asieT HoBylo Moaelb CATE-CBM, koTopass MHTeTpupyeT OoOydyeHMe Ha OCHOBE KOHILENTOB C
oueHkoir CATE, uToObl mpeoaoseTh 3TOT pa3pbiB B MHTepHpeTupyeMocTu. [IpemnaraeMbiit
IMOIXOM MCIIOJIb3yeT 00yYeHMe Ha KOHIIeIITaX, 3aCTaBIsIsI MOACIb BhIpaxkaTh 3((MEKTH Jeue-
HUS 4yepe3 MOHSATHBIC TSI YeJIOBeKa KOHIICTITHI, YTO TTO3BOJISIET IIPO3PauyHO OO0BSICHATDH, KaKue
MMEHHO KOHIENTHl 00ycnaBauBamoT 3pdekThl. B axcnepumeHTax Ha MOAU(MULIIMPOBAHHOM Ha-
oope maHHbiX MNIST nemonctpupyercs, yuto CATE-CBM coxpaHseT KOHKYPEHTOCITOCOOHYIO
TOYHOCTb, OJHOBPEMEHHO TMPENOCTaBJIsIsI COmEpXXaTeJlbHbIe OOBSICHEHUS MpenckazaHust 3d-
dekTa JeyeHusI Ha OCHOBE KOHIENTOB. MoJesb YyCIEeIHO UASHTUDUIIUPYET, KaK MTPUCYTCTBUE
WJIN OTCYTCTBME KOHKPETHBIX KOHIICTITOB BIMSCT Ha pe3ybTaThl JICUCHUS, TIpeaarast KInH-
IIMCTaM ¥ TOJMTHUKAM KaK TOYHBIC OLICHKM 3¢ @eKTa, TaK U WHTEPIPeTUpPyeMble 000CHOBA-
HUS IS TIepCOHAIM3UPOBAHHBIX BMEIIaTeIbCTB. JlaHHast paboTa mpeacTaBisieT co00il mepByIO
yHUGbUKALIMIO Mojedell ¢ Oo0ydyeHMeM Ha KOHILIeNTax M OLEHKONH MPUYMHHO-CJIEeICTBEHHBIX
CBsI3el, MPOJABUTas 'PaHULIBI 00bSICHUMOTO UCKYCCTBEHHOTO MHTEJIIEKTA.

KmoueBble cioBa: MalllMHHOE OOydeHMe, OOydyeHMe Ha KOHIIEITaX, YCJIAOBHBINM cpemHuii apdekT
JICYEHUST, THTEPIIPETUPYEMOCTD, HEIIPOHHAS CETh

®unancupoBanme: VccienoBaHme BHITTOJTHEHO TTpU (PMHAHCOBOM TToanepxKe Poccuiickoro Ha-
y4HOro (PoHAAa B paMKax peaM3aluy Ipoekra «Mojeau MalrHHOro oO0ydyeHUs I OLEHKU
addekTa neyeHNs Ipyu pa3HOPOJHOIN TMATHOCTUYECKON MH(OPMAILIMK ¢ SKCIIEPTHLIMU ITPaBU-
namu» (Cornamenue Ne 25-11-00021; https://rscf.ru/project/25-11-00021/).

Jna nutupoBanuga: Utkin L.V., Konstantinov A.V., Verbova N.M. Concept-Based Learning in
Heterogeneous Treatment Effect // Computing, Telecommunications and Control. 2025. T. 18,
Ne 4. C. 7—19. DOI: 10.18721/JCSTCS.18401

Introduction

The pursuit of explainability and the integration of human-centric reasoning into Machine Learn-
ing (ML) has catalyzed the development of Concept-Based Learning (CBL). Unlike conventional
models that operate directly on raw, low-level features, CBL utilizes high-level, human-intelligible
concepts as intermediate representations for making predictions [1]. This paradigm aims to bridge the
gap between data-driven patterns and expert knowledge, leading to models that are not only more in-
terpretable but also more data-efficient and robust [2, 3]. A prominent instantiation of this approach
is the Concept Bottleneck Model (CBM), which enforces a compressed, concept-based representa-
tion of the input, forcing the final classifier to rely solely on these concepts for prediction [4]. This
architectural constraint ensures that the model’s decision-making process is intrinsically tied to a
vocabulary of meaningful concepts, significantly enhancing its explainability [3].
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The application of CBL can extend beyond standard supervised learning into more complex do-
mains, such as estimating Heterogeneous Treatment Effects (HTE). HTE is the recognition that the
effect of a treatment (e.g., a drug, a policy) varies across different individuals [5—7]. While HTE de-
scribes this general property, the Conditional Average Treatment Effect (CATE) quantifies it by meas-
uring the average treatment effect for a specific subpopulation with given characteristics. To estimate
the treatment effect, patients are typically divided into treatment and control groups, and their average
outcomes are compared. This comparison provides an estimate of the causal effect of the treatment.
Various approaches to estimating this effect are considered in several surveys [5, 8—12].

The primary aim of combining HTE and CBL is to provide explanations for why a certain treat-
ment is predicted to be more effective for one individual than for another. For instance, in a medi-
cal context, a model might predict a stronger positive treatment effect for patients characterized by
the concepts “high genetic marker expression” and “early disease stage”, providing clinicians with a
clear, conceptual rationale for personalized treatment plans. Incorporating CBL into CATE estima-
tion moves us beyond simply knowing that a treatment effect is heterogeneous; it provides the crucial
why, explaining this heterogeneity through the lens of understandable concepts. This can lead to more
informed and personalized decisions in healthcare, economics and public policy. Moreover, to the
best of our knowledge, no existing method combines CBL with HTE or CATE.

Motivated by the above reasoning, we propose a model called CATE-CBM, which integrates concept
learning and CATE estimation into a single framework. The model consists of two main components:

1. The first produces concept probabilities, which serve as a type of embedding.

2. The second part solves the CATE estimation problem using these predicted concept probabilities
for patients in the treatment and control groups.

An important characteristic of CBL is the interpretation of predictions in terms of human-intelligi-
ble concepts. Therefore, this paper demonstrates how to locally interpret the CATE predictions made
by our model.

Numerical experiments conducted on a modified MNIST dataset demonstrate how the integration
of CATE estimation and CBL can improve accuracy and provide explanations for the CATE-CBM
predictions in terms of concepts.

Related work

Concept-based learning

The growing interest in CBL has led to a proliferation of models aimed at improving the inter-
pretability and explainability of ML predictions [1, 2]. These models leverage understandable concepts
to make model reasoning more transparent and to align machine decisions with user intuition. The
CBM [4] as a special case of CBL serves as a foundational architecture for many CBL approaches.
Its efficient two-stage design in predicting concepts from inputs, then targets from concepts, has in-
spired numerous extensions. These include models that learn continuous concept embeddings [13],
probabilistic variants to handle uncertainty [14] and investigations into concept independence and
intervention [15, 16]. Further adaptations have integrated powerful pre-trained models like CLIP [17,
18] and addressed performance disparities between different CBM formulations [19].

Survey papers [20—22] comprehensively discuss aspects of CBL, CBM and their applications.

Estimating CATE

Accurately estimating CATE is fundamental to various applications. Early statistical methods were
ranged from LASSO-based estimators [23] to causal forests [24]. Subsequent research extended these
ideas, developing methods for censored data [25] and anomaly detection [26].

A key development was the formalization of meta-learners, flexible estimation strategies like
T-learners, S-learners and X-learners [27]. More recently, neural networks have emerged as a powerful
framework for CATE estimation, leading to numerous specialized architectures [28—30].
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Recent work has extended CATE estimation to transformer-based architectures, leveraging atten-
tion mechanisms to model complex dependencies [31—33]. While Nadaraya-Watson kernel regression
provides a theoretically grounded approach to CATE estimation [34, 35], its practical application is
often limited by data sparsity, particularly in the treatment group.

Background

Concept-based learning
The paradigm of CBL formalizes a ML problem where a model must reason using a set of under-
standable, high-level concepts in addition to, or instead of, raw input features [36]. Formally, this
N
framework assumes the availability of a training dataset D= {(xi,ci, Vi )}‘71 , where x. e X RY is

a d-dimensional input feature vector; V€ Y c R is a continuous-valued regression target; €; =

= (cl.(l),. . .,ci(m)) e X c RY, in particular ¢, € {0, 1} is a vector of m binary concept annotations as-
sociated with x . Here, ci(j ) =1 indicates the presence of the j-th concept in the sample.

The core objective of CBL is twofold. The primary goal is to learn a hypothesis 4: X — (C,y)
that can accurately predict both the target variable and the underlying concepts for a new input. The
secondary, and equally critical, goal is to achieve a high degree of model explainability. By leveraging
concepts as intermediate representations, CBL provides a transparent interface through which a user
can understand which concepts present in an input were most influential in arriving at a final prediction,
and to what degree they influence the predicted value.

A seminal architecture that instantiates this paradigm is the CBM [4]. The CBM explicitly decom-
poses the function % into two distinct stages: a concept encoder g : X — C that maps the raw input
X to a vector of predicted concepts €; a label predictor f :C — ) that maps the predicted concepts to
a final, continuous target j.

The final prediction for a new input X is thus computed as y = f ( g(x)). This architectural design
imposes a “concept bottleneck”: all information from the input must flow through the intermediate
concept representation before a final prediction is made. This ensures that the model’s output is in-
trinsically and interpretably linked to the human-defined concepts, allowing a user to trace the pre-
dicted value y back to the specific concepts ¢ that caused it, thereby fulfilling the central promise
of CBL to provide explainable predictions.

Treatment effect estimation

Let the available data be partitioned into two groups: a control group and a treatment group. The
control group consists of ¢ patients and is denoted as C = {(Xl,yl),...,(xc,yc )} , where each patient

i is characterized by a M-dimensional feature vector X; = (x”,...,xid) e R and a continuous out-
come y, € R (e.g., survival time, blood pressure). Similarly, the treatment group contains ¢ patients

127t
notational consistency across all n» = ¢ + ¢ patients, we define the treatment assignment indicator

T,- € {0, 1}, where T, = 0 indicates assignment to the control group and T, = 1 to the treatment group.

The central goal of causal inference is to estimate the effect of a treatment on an outcome. For
a given patient, we define two potential outcomes: Y (the outcome if the patient does not receive the
treatment, 7= 0) and H (the outcome if the patient does receive the treatment, 7= 1). A fundamental
problem in causal inference is that for any single patient, we can only observe one of these potential
outcomes, either Y or H, but never both. To overcome this, we estimate the CATE, which is the
expected treatment effect for a subpopulation defined by a specific feature vector x [37]:

and is denoted as 7 = {(Zl,hl),...,(z h )}, with feature vectors z, € R* and outcomes 4, € R. For

r(x)=E[H—Y|X=x].

10
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One of the important concepts if the treatment effect is the propensity score e(X) which is the prob-
ability that a specific patient will receive the treatment given its observed characteristics (covariates),

i.e., there holds e(X) = Pr(T = 1|X = X). It is used to adjust differences between treatment and con-
trol groups and to isolate the true effect of a treatment from the effects of pre-existing differences.

Under some assumptions [37], CATE can be identified from the observed data as the difference
between two conditional expectations:

1(x)=EB[H|T =1, X=x]-E[Y|T =0, X=x].

Let the outcome for a control patient be governed by g : R4 — R and for a treated patient by
g,: R — R. Then we can write

y=g,(x)+¢, xeC, h=g (z)+e, zeT,

where € is a random noise variable with & [8] =0.
Hence, the CATE is simply the difference between these two response surfaces:

t(x) =2 (%)=& (x).

Proposed model

The proposed model, CATE-CBM, can be regarded as a combination of a CATE estimation model
and a CBM. Its architecture is inspired by the Dragonnet model [38], which was introduced for CATE
estimation. The architecture of CATE-CBM is depicted in Fig. 1.

It can be seen from the figure that the convolutional neural network (CNN) extracts a feature
vector v which is fed to fully-connected neural networks (FCN-0 and FCN-1) for predicting the
concept probability distributions p = ( Dise-es pm) for controls and q = (ql,...,qm) for treatments,
respectively. The use of CNNs is important for reducing the dimensionality of images. The whole
network has three heads: two heads predict targets y and /4 from the corresponding concept probabili-
ties; the third head can be regarded as the propensity score regularization. It forces the model to learn
the structure of the confounding [38]. We propose to implement the propensity score regularization
by means of the attention mechanism. In this case, the propensity score e(X) or e(z) is computed
through the attention weights a(qi, q, 0) with trainable parameters 0 as follows:

Loss function:

prfobabilities cross-entropy
of concepts i
embedding " P! with concepts
v T=0 Lcgo
1
Vi . P Y Loss function:
] g P2 MSE
._2 S . LMsg-0
>
X,Z (@) | Pm ] 7 Loss function:
—> % : o % propensity score
Images . — = Lps
qi
— o
Vd-1 2 @ Loss function:
— & N Y, MSE
[ Ve Gm Lmse-1
Loss function:
cross-entropy
with concepts
Lcg1

Fig. 1. Architecture of the proposed model CATE-CBM

11
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n

e(x)= % a(a.q,.6) 7,

J=1j#i

where the attention weights are defined as:

Ke(qi’qj)
.q,.0)= '
a(q,.4,.6) S K (a,.4,)

Here Ke(qi, q/.) is a kernel. In particular, if the kernel is Gaussian, then the attention weight can be
expressed through the softmax function as:

a(qi,qj,G) :softmax(—ql. —qf./e).

It should be noted that instead of the Gaussian kernel, we can use a neural network to learn a
complex, data-driven similarity metric. However, this replacement significantly complicates the pro-
pensity score regularization.

In the context of the attention mechanism [39], the vector q, is referred to as the query, while vec-
tors q, and indicators T/ are called the keys and values, respectively.

Predictions y and 4 for every X and z, respectively, are obtained as outputs of the corresponding
FCNs.

The loss function for training the whole model consists of the following five components:

« Ly o and L, | are the Mean Squared Error (MSE) loss functions for the outputs y and 7,
respectively. The loss functions are of the form:

| S N
Lyse o :_Z(yi =V )> Lyse =

C i=l

where j/l. and };l. are predicted values of y, and hi, respectively.

« Loz, and L, , are the cross-entropy functions controlling probabilities of concepts p and q,
respectively. The loss functions correspond to solving the concept classification task. For a single
example with true concept values (cl, e Cy ) , the loss L, is defined as:

1e R
‘CCEfo = —;élog(pi )

Here p, is the predicted value of p.. The loss L;_, is defined in the same way replacing p, with g;.
. L'PS is the binary cross-entropy loss for the propensity score:

Lg == (T, log(é(2,)) + (1-T,)-log (x.)))

i=1

where é is the predicted propensity score value.
In sum, the whole loss function is defined as

L=vLysg_o+V2Lyse1 +¥sLcs_o +VsLop +VsLpss

where v, i1=1,...,5, are hyperparameters weighting the loss components.

12
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The predicted value of the treatment effect is computed as %(x) = };(x)— f/(x) The model is
trained in the end-to-end manner.

During inference, an image X is fed into a CNN, the output of which is an embedding v. This em-
bedding is then passed to two FCNs to obtain the concept probability vectors p and q, such that one
vector corresponds to the control group and the other to the treatment group. These vectors are fed
into neural networks that generate the predictions of y and 4.

It is important to note that an explicit embedding step is not strictly necessary. The concept prob-
ability vectors p and ( can be obtained directly as the output of the CNN, bypassing the intermediate
embedding representation. However, the intermediate embedding may have advantage in comparison
with the direct implementation of the concept probabilities as the output of the CNN. The embed-
ding layer can act as a form of regularization, preventing the concept predictors from overfitting to
the training data by forcing information compression. Moreover, the CNN'’s feature maps are often
low-level (edges, textures). An embedding layer can learn to combine these low-level features into a
more sophisticated, high-level representation that is better suited for predicting complex concepts.

Local interpretation of the CATE predictions

An important question in CATE estimation is its interpretation that lies in answering the question
of which concept change had the strongest impact on the estimated CATE value. The proposed model
allows us to answer this question in the following way.

First, it should be noted that we consider the local interpretation which allows us to explain an
individual prediction at a point of interest. Methods of the local interpretation are based on a line-
ar approximation of the predictive model in a neighborhood around the explainable point [40, 41].
A well-known local explanation method is the Local Interpretable Model-agnostic Explanations
(LIME) [42] interpreting the black-box model predictions by approximating the model at a point by a
linear model whose coefficients can be viewed as a quantitative representation of the feature impacts
on the prediction [43]. The approach to interprete predictions by means of the black-box model ap-
proximation at a point by the linear model can be applied to many classification and regression tasks.
Therefore, we consider its use for interpreting the CATE predictions.

The output FCN—AO and FCN-1 are linear, which makes it possible to interpret each predicted
function j/(x) and h (X) in terms of concepts. If we identify the concepts with the highest probabi-
lity, then the largest weights of the neural networks precisely show which of the identified concepts
are significant for each function. It should be noted that the absence of a concept can also be signi-
ficant. The change in their values, if present for a given concept, is exactly what answers the question
of CATE interpretation.

Suppose that functions f,(X)=a"x+a, and f,(x)=b"x+b, are lincar approximations of fun-
ctions )A/(x) and h(x), respectively, at a point X, where a = (@,,...,a )" and b = (b ,...,b )". Then

we can write ﬁ(x) =1, (X)+ e, and fl(x) = f1 (X)+ e,. Here €, and e are the approximation errors.
The CATE in this case is defined as

%(x) = i;(x)—f/(x) = f, (x)—f0 (x)+e] —e,.
Note that there holds
|e1 —e0| < |el|+|e0|.
Hence, the linear difference f, (X) _fo (X) can be regarded as a linear approximation of %(X) at

point X if the approximation errors e, and e are small. Finally, if we know weights of FCN-0 and
FCN-1, a and b, the the values of the concept importance are defined as the difference b — a.

13
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Numerical experiments

A difficulty of comparing the proposed model with other models is that CATE-CBM is the first
model combining CATE and CBM. Therefore, we will show some properties of CATE-CBM by
means of numerical experiments.

To study the proposed model, a synthetic dataset is constructed from the well-known MNIST da-
taset [44] which represents 28x28 pixel handwritten digit images. The original MNIST dataset has a
training set of 60000 instances and a test set of 10000 instances'.

Each instance in the synthetic dataset consists of four different digits randomly taken from MNIST
such that the instance has two digits in the first row and two digits in the second row as it is shown in
Fig. 2.

Each instance has the size 56x56. A similar dataset is used in [14] and in [45]. Concepts ¢V, ...,c(1?
are binary and defined by the presence of the corresponding number 1,...,9,0 in the instance. For exa-
mple, the first instance has concepts (1,1,1,0,0,0,0,0,0,1), the second instance has concepts
(0,0,0,0,1,1,1,0,0,1).

We analyze the proposed model by its training on numbers of instances (from 1000 till 5000). The
number of testing images is 20000. The cross-validation in all experiments is performed with 50 repeti-
tions.

For experiments, we apply functions similar to those used in [27]. They are expressed through the
indicator function 7 taking value 1 if its argument is true. The function for controls is represented as

g, (c)=b'c+5I(c, =1),

where bT = (1,2,3,4,5,4,3,2,1,0.01).
The function for treatments is represented as

gl(c)szc+51(c3 =1)+7[(c8 :1),

where b" = (0.01,1,2,3,4,5,4,3,2,1).

Values of y and / are generated by adding the normally distributed random numbers € with the zero
expectation and the standard deviations 6, = 1.5 for controls and 6, = 2.0 for treatments.

Suppose that we have additional information about peculiarities of digits in controls and treat-
ments, namaly controls do not have digits “1”, treatments do not have digits “7”. In accordance with
this information, we generate examples for control and treatment groups. It can be seen from Fig. 2
that the first example belongs to treatments, the second belongs to controls, the third and fouth can
belong to treatments as well as to controls, therefore, they are randomly referred to the controls or
treatments. If an example contains “1” and “7” simultaneously, then it is removed from the generated
dataset.

For the modified MNIST datasets, we employ CNN (Fig. 1) consisting of four convolutional layers
with progressively decreasing kernel sizes, starting from (8x8) to (4x4). LeakyReLU activation func-
tions are used throughout, and the final layer is linear. FCN-0 and FCN-1 consist of two layers with
sigmoid activation functions. The output FCNs contain one layer which is linear to implement inter-
pretability of the CATE. Parameter 0 of the Gaussian kernel in the propensity score regularization is
trainable.

The MSE measure is used as an accuracy measure of CATE in experiments. We compare the pro-
posed model CATE-CBM with the same implementation of the CATE estimator but without using
concepts. MSE of CATE with and without using concepts is shown in Fig. 3, where MSE as functions

! The dataset is available at http://yann.lecun.com/exdb/mnist/.
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Fig. 4. Probabilities of concepts for the testing example

of the training set size of the modified MNIST is demonstrated. It can be seen from the graphs that
information about concepts significantly improves the model performance.

Another important consideration is the interpretation of the results. Following the aforementioned
interpretation method, we compute the probabilities of concepts under the assumptions that an ex-
ample belongs to the control and treatment groups. Fig. 4 illustrates these concept probabilities for an
example containing the digits 4, 6, 2 and 0. The probabilities for these corresponding concepts are the
largest, indicating that the CATE-CBM model correctly recognizes them.

Fig. 5 shows the normalized weights from the output layers FCN-0 and FCN-1. The importance
of each concept for the CATE prediction can be derived from the difference between the weights of
FCN-1 and FCN-0. The results, depicted in Fig. 6, reveal that the most important concept is “5”,
which is not present in the example. This interesting finding demonstrates that the absence of a con-
cept can also be significant. Furthermore, the importance value for this concept is negative, implying
that concept 5 acts to reduce the treatment effect. In contrast, concepts 3 and 7 have positive impor-
tance.

15
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It should be noted that the above interpretation results pertain only to the specific example with
digits 4, 6, 2 and 0.

Conclusion

This paper introduced CATE-CBM, the first model to integrate CBL with CATE estimation. By
combining interpretable concept bottlenecks with CATE estimation, the model provides both accurate
treatment effect predictions and understandable explanations through concept importance analysis.

The numerical experiments conducted on the modified MNIST dataset demonstrate several im-
portant properties and advantages of the proposed CATE-CBM model.

1. First, the incorporation of concept information significantly enhances model accuracy, as ev-
idenced by the consistently lower MSE of CATE estimation compared to the same model without
concept utilization.

2. Second, the model successfully identifies and extracts relevant concepts from complex image
data, as shown by the high probability scores assigned to correct digit concepts in test examples.

3. Third, CATE-CBM provides transparent insights into treatment effect mechanisms through
concept importance analysis.

4. Fourth, the CNN-Concept architecture proves effective for handling complex visual data while
maintaining interpretability, successfully balancing predictive performance with explanatory capabili-
ties.
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These findings establish CATE-CBM as a promising approach for CATE estimation in settings
where both accuracy and interpretability are crucial, particularly when dealing with high-dimensional
data requiring meaningful feature extraction.

Several promising directions emerge from this work.

1. First, extending CATE-CBM to handle continuous-valued concepts and temporal treatment
effects would broaden its applicability.

2. Second, developing methods for automatic concept discovery rather than relying on pre-de-
fined concepts could enhance model flexibility.

3. Third, incorporating uncertainty quantification for both concept predictions and treatment
effects would provide crucial reliability measures for decision-making.

Applications in real-world clinical trials and policy evaluation settings would further validate the
approach’s practical utility.
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UCCNEAOBAHUE NPUMEHUMOCTU APXUTEKTYPbI
HEMPOHHbIX CETEX KOJIMOIOPOBA-APHOJIbAA (KAN)
K 3AA0AYE MPOTrHO3UPOBAHUA BPEMEHHbLIX PAAOB
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Annorammsa. HegaBHo mipemnoxkeHHas apxuTekTypa Helipocereii KoimoropoBa—ApHoibaa
(Kolmogorov—Arnold Networks, KAN) sBasieTcsl mepcrneKTUBHON anbTepHATUBOM Tpaauliv-
OHHBIM HEHPOHHBLIM CETSIM Ha OCHOBE MHOrocjoiHoro mnepcentpoHa (Multilayer Perceptron,
MLP). bnarogaps ucnonb3zoBaHuto Teopembl KonmoropoBa—ApHosbaa, KAN npeacrtasisi-
€T MHOTOMEepHBIe (PYHKIIUM B BHIe KOMOMHAIIMM OTHOMEPHEIX, OOeCIIeunBas TOTEHIINAIHHO
0osice BBICOKYIO TOYHOCTb M MHTEPIIPETUPYEMOCTb Moaean. B maHHOI cTaThbe MCCIEmyeTCs
npuMeHuMocTb KAN u ee pekyppeHtHOoTro pacmupeHus — Temporal Kolmogorov—Arnold
Networks (TKAN) — k 3agaye NMpOrHO3MPOBAHUSI BPEMEHHBIX PSIIOB Ha MpPUMEpPEe U3BECTHOIO
Habopa JaHHBIX [TOYACOBOTO MOTPEOJICHUS JIEKTPOIHEPruu. B KadyecTBe MOMOJHUTEIBHOTO
Habopa JaHHBIX BBIOpAaHBI TaHHBIE METEOPOJOTUYECKUX HabOmoneHuit. [IpoBeneH cpaBHUTEIb-
Hblii ananu3 ceteit KAN ¢ tpanuunonHsiMu MLP, a Takxke peaiu3anuu apXUTEKTYpbl PEKYp-
PEHTHOI HelpoceTd Ha OCHOBe apxXxUTeKTypbl KAN ¢ IIMPOKO M3BECTHBIMU apXUTEKTypaMu
nonroit kpatkocpouHoii maMsatu (Long Short-Term Memory, LSTM) u ynpaBisieMoro pekyp-
pentHoro 0joka (Gated Recurrent Units, GRU). BOxcnepumeHTallbHbIe pe3yabTaTbl IeMOH-
CTPUPYIOT TTPeBOCXOACTBO apxuTeKTyphl KAN Hag MLP B 3amauax BpeMEeHHOTO MPOTHO3MPO-
BaHus. [IpemnoxeHHast B cratbe peKyppeHTHast apxutektypa TKAN1 neMoHCTpUpyeT Jaydinmii
cpenu TKAN koadduniment nerepmunannu R* = 0,3483 npu RMSE 0,1010 B 3agaue nporHosu-
POBaHUS SHEPTOITOTPCOICHUS.

KiioueBbie cjioBa: BpeMEHHBIE PSIIbI, TIPOrHO3UPOBAHNE BpPEMEHHBIX PSIIOB, HelipoceTh KoiMo-
ropoBa—ApHOJIbIa, MHOTOCJIOWHBIN TIEPCENITPOH, PEKYPPEHTHast HEPOHHAsT CETh

Jna mutupoBanus: Maleev O.G., Kovaleva O.A. A study of the applicability of the Kolmogorov—
Arnold network architecture for time series forecasting // Computing, Telecommunications and
Control. 2025. T. 18, Ne 4. C. 20—29. DOI: 10.18721/JCSTCS.18402

Introduction

Forecasting time series is a critical task across diverse industries, from economics and transpor-
tation to meteorology and medicine. Achieving highly accurate forecasts is essential for maintain-
ing business competitiveness, minimizing risks, optimizing resources and justifying significant deci-
sion-making processes.

Established approaches address time series forecasting using classical statistical methods [1—3].
However, with increased computational power and the daily generation of vast volumes of temporal
data, deep neural networks have proven effective for forecasting. These networks can learn complex
data representations, eliminating or reducing the need for manual feature engineering [4, 5]. Despite
notable advancements in time series forecasting, several challenges persist. Models based on the Mul-
tilayer Perceptron (MLP) architecture require larger statistical datasets for training due to the lack of
prior knowledge [6]. Furthermore, black-box models exhibit reduced interpretability and explain ability
compared to statistical methods.

© Manees O.T., Koanesa 0.A., 2025. W3paTensb: CaHKT-TMeTepbyprckuii NONMTEXHUYECKUI yHUBEpcUTET MeTpa Bennkoro
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A recently proposed fundamentally novel neural network architecture, the Kolmogorov—Arnold
Network (KAN) [7], presents a promising alternative to the MLP and opens new avenues for advancing
deep learning models.

Related works

MLP networks are effective approximators of nonlinear functions due to the underlying universal
approximation theorem (Cybenko’s theorem) [8], which asserts, that a feedforward network with a sin-
gle hidden layer containing a finite number of neurons can approximate any continuous multivariate
function to arbitrary accuracy, provided the hidden layer contains a sufficient number of neurons and
the network parameters are appropriately chosen. The KAN, in turn, is grounded in the Kolmogorov—
Arnold representation theorem, which states that any multivariate continuous function can be expressed
as a composition of univariate functions and addition operations:

f(xl""=xn): an(Dq [id)q,p (xp) ’

p

where ¢, :[O,l]—)R, O R->R
Each univariate function is parameterized as a B-spline curve with trainable coefficients ¢, of local
B-spline basis functions B, (x) , and is represented as a weighted sum with trainable weights w, and w

0(x)=w,b(x)+w,spline(x), spline(x)= ZciBi (x),

where b(x) is analogous to a residual connection.
Thus, /-th layer of KAN is defined by a matrix of functions:

D, :{d),’q,p}, [=0,...,L-1, p=1,...,mn, g=1,...,n,,,

enabling KAN to extend the Kolmogorov—Arnold representation theorem to arbitrary width and
depth [9].

The general structure of KAN comprises a composition of L layers, with dimensions specified by the
array [no, ceey anl]. For an input vector X € R"™, the KAN output is expressed as:

KAN(X)=(®, ,0®, ,0...00) X,

where each layer @, transforms its input through learnable univariate functions parameterized via
B-spline basis expansions.

Thus, in KAN, activation functions are moved to the edges of the computational graph: each weight
is replaced by a univariate activation function parameterized as a spline, while neurons themselves per-
form only summation of incoming activations.

KAN combines the strengths of MLPs and splines, featuring internal and external levels of degrees
of freedom. At the external level, KAN learns the compositional structure of the target function through
its MLP-like architecture, while at the internal level, it approximates univariate functions with high
precision via spline-like parameterization. Architectural complexity in KAN involves not only adding
more layers but also refining the spline grids.

The KAN approach to representing multivariate functions aligns with structural properties of time
series, such as trends and seasonality. Embedding prior knowledge about data structure directly into the
neural network architecture suggests KAN’s potential effectiveness in time series forecasting [10].
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Transition to the recurrent TKAN architecture

To extend the capabilities of KAN for time series forecasting, a natural direction is to integrate the
KAN architecture with other widely adopted deep learning methods for this task. Recurrent Neural
Network (RNN) models have demonstrated themselves as effective tools for forecasting in practical
scenarios of varying complexity [11].

For this study, we use a combination of a Recurrent Kolmogorov—Arnold Network (RKAN) and
a modified Long Short-Term Memory (LSTM) block, forming the Temporal Kolmogorov—Arnold
Network (TKAN) architecture [12]. This approach enables capturing complex nonlinearities through
RKAN’s learnable activation functions while efficiently managing memory over extended periods via
the LSTM cell architecture.

KAN layers retain short-term memory of previous network states, and the gating mechanism reg-
ulates information flow by determining which information should be preserved or forgotten over time.
The schematic of the TKAN cell is illustrated in Fig. 1.

Following the analogy of hidden state updates in RNNs, the dependence of the current hidden state
on its prior value introduces temporal dynamics into each activation function (I)l,j, ;

ny ny
X1, (t)zz)zl,j,i(z):Ed)l,j,i(xl,i(t)’hl,i(t))’ J=1 o,

where 7 (t) is the memory state function for the i-th neuron of the /-th layer at time ¢.
By analogy with the LSTM cell, information flow in the TKAN cell is governed by a forget gate, input
gate and output gate:

fi=c(Wx,+Uh

t" -1

0,=c(RKAN(X,1)).

+bf), i, =c(Wx,+Uh

itt-1

+b,),

The hidden state h; is computed as the output of the cell:
h, =0, ®tanh(c,),
where ¢, represents the long-term memory of the cell, updated according to:
Ct =j; ®ct—l +lt ®5t’

where ¢, =o(W.x,+U,h_ +D,).

c -1

The final predicted value j/t is derived via a linear layer:

Y, =W, h+b,.

hy""t

This formulation aligns with standard LSTM-based memory mechanisms, where the hidden state
h; acts as a compressed representation of temporal dependencies, and the cell state ¢, retains long-term
memory through gated updates.

Numerical experiments

To evaluate the applicability of KAN to time series forecasting, we conduct a comparative analysis
of KAN against MLP and TKAN against classical recurrent architectures — LSTM [13] and GRU [14].
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Fig. 1. Architecture of the TKAN Cell

We frame multivariate time series forecasting as a supervised learning task. The input to the model

ey X H] e R where H denotes the historical win-

dow size used for forecasting and D represents the number of variables. The forecasting task involves

is a sequence of historical time steps X = [X I

generating an output sequence Y = [X Hats cees Xpps F] e R™P where F is the forecasting horizon.

We evaluate the considered models on widely used benchmark datasets (Table 1):

1. Electricity Dataset: This dataset contains hourly electricity consumption data from 321 clients
between 2012 and 2014, measured in kilowatts'.

2. Weather Dataset: This dataset includes meteorological observations recorded at 10-minute inter-
vals near Beutenberg (Germany) from 2021 to 20232 Hourly data was obtained by sampling the first
observation of each hour.

Table 1
Characteristics of the used datasets
Dimensions Series length Granularuty Split
Electricity 321 26304 1 hour [7:1:2]
Weather 20 26280 1 hour [8:0.5:1.5]

Data preprocessing involves MinMax scaling, which maps values to the [0,1 ] interval while preserv-
ing the distribution shape. Validation follows a simple strategy: datasets are split into training, validation
and testing subsets in chronological order according to the predefined ratios.

We compare MLP and KAN on the Electricity dataset, analyzing the dependence of model perfor-
mance on a key KAN parameter — the spline grid size G. Identical network configurations are consid-
ered, with varying numbers of hidden layers and neurons. The historical window size is fixed at H = 24,
and the forecasting horizon is set to /' = 6. Network configurations are detailed in Table 2. The loss func-
tion is Mean Squared Error (MSE), and training employs the Adam optimizer with an initial learning
rate of Ir = 0.001. The MSE and Mean Absolute Error (MAE) are used as evaluation metrics for models
on test data. Results are summarized in Table 2.

! Electricity Hourly Dataset, Available: https://zenodo.org/records/4656140 (Accessed 08.04.2025)
2 Max-Planck-Ingtitut fuer Biogeochemie — Wetterdaten, Available: https://www.bgc-jena.mpg.de/wetter/weather data.html (Accessed
08.04.2025)
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Table 2
Comparison of MLP and KAN evaluation results
Configuration MSE MAE Number of parameters
[24, 5, 6], G=3 0.00471 0.04299 12K
[24, 10, 6], G=3 0.00451 0.04215 24K
KAN [24, 20, 6], G=3 0.00442 0.04180 4.8 K
[24, 10, 10, 6], G=3 0.00464 0.04354 32K
[24, 10, 6], G=10 0.00419 0.04060 45K
[24, 10, 10, 6], G=10 0.00416 0.04081 6.0 K
[24, 5, 6] 0.00561 0.04801 161
[24, 10, 6] 0.00498 0.04484 316
MLP [24, 20, 6] 0.00460 0.04265 626
[24, 10, 10, 6] 0.00522 0.04655 426
[24, 20, 20, 20, 6] 0.00480 0.04440 I.5K

For TKAN, LSTM and GRU, we adopt a simple unified architecture: an input recurrent layer re-
turning full sequences and an intermediate layer returning only the final hidden state, both with iden-
tical hidden state dimensions. The output layer is fully connected with linear activation. Hidden state
sizes h = [50, 100] , KAN layer sizes hk = 20, spline grid size G = 3 and spline order k = 3 are tested.
Forecasts are generated for F' = [12, 24, 48, 96, 168] with H = 48. The loss function remains MSE, and
evaluation metrics include RMSE, MAE and the coefficient of determination R”. Results are reported
in Tables 3—6, with bold indicating the best performance per metric and forecasting horizon.

Table 3

Evaluation results of recurrent models with hidden state size # = 100 on the electricity dataset

TKAN GRU LSTM
F R? RMSE MAE R? RMSE MAE R? RMSE MAE
12 0.1316 0.0766 0.0593 0.2228 0.0797 0.0621 0.3497 0.0767 0.0596
24 0.2073 0.0767 0.0590 0.3592 0.0756 0.0585 0.3668 0.0777 0.0605
48 0.2292 0.0873 0.0677 0.3204 0.0776 0.0597 0.2436 0.0808 0.0624
96 0.2869 0.0829 0.0640 0.2790 0.0829 0.0639 0.1663 0.0822 0.0632
Table 4

Evaluation results of recurrent models with hidden state size # = 100 on the weather dataset

TKAN GRU LSTM
F R? RMSE MAE R? RMSE MAE R? RMSE MAE
12 0.6822 0.0738 0.0506 0.7029 0.0697 0.0469 0.6676 0.0747 0.0514
24 0.5893 0.0884 0.0633 0.6070 0.0858 0.0611 0.6133 0.0842 0.0590
48 0.4781 0.1027 0.0748 0.5774 0.0895 0.0632 0.5416 0.0944 0.0674
96 0.4666 0.1043 0.0751 0.5078 0.0989 0.0708 0.4904 0.1012 0.0726
168 0.4453 0.1068 0.0767 0.3738 0.1143 0.0843 0.4168 0.1100 0.0800
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Table 5
Evaluation results of recurrent models with hidden state size # = 50 on the electricity dataset
TKAN GRU LSTM
F R? RMSE MAE R? RMSE MAE R? RMSE MAE
12 0.2513 0.0809 0.0631 0.1929 0.0756 0.0583 0.2130 0.1063 0.0840
24 0.3033 0.0940 0.0744 0.1615 0.0768 0.0593 0.1344 0.0756 0.0581
48 0.3425 0.1006 0.0791 0.0974 0.0768 0.0588 0.3700 0.0763 0.0583
96 0.3733 0.0881 0.0683 0.1886 0.0817 0.0631 0.3227 0.0915 0.0716
Table 6
Evaluation results of recurrent models with hidden state size 7 = 50 on the weather dataset
TKAN GRU LSTM
F R? RMSE MAE R? RMSE MAE R? RMSE MAE
12 0.6563 0.0773 0.0547 0.6879 0.0724 0.0497 0.6929 0.0717 0.0484
24 0.5880 0.0889 0.0640 0.6081 0.0858 0.0611 0.6319 0.0820 0.0566
48 0.4703 0.1040 0.0760 0.5187 0.0981 0.0712 0.4840 0.1021 0.0745
96 0.4703 0.1041 0.0748 0.4368 0.1077 0.0791 0.4888 0.1016 0.0726
168 0.4393 0.1075 0.0771 0.4121 0.1107 0.0807 0.4459 0.1069 0.0767

The experiments use an optimized KAN implementation?®, which addresses performance limitations
of the original KAN framework while achieving speed comparable to MLP.

Based on Table 2, it can be concluded that KAN outperforms MLP on the selected dataset. Bold val-
ues indicate the best results, while underlined values correspond to approximately the same number of
parameters. The simplest KAN configuration with a single hidden layer of 5 neurons achieves accuracy
comparable to an MLP with a significantly larger number of parameters and a more complex configu-
ration — three hidden layers with 20 neurons each. Adding 10 neurons to a single hidden layer in KAN
(third row) improved accuracy more effectively than adding an additional hidden layer with 10 neurons
(fourth row). Notably, the two lowest error rates were achieved with a refined spline grid. This suggests
that KAN’s internal degrees of freedom, implemented via splines, grant the architecture greater expres-
sive power in approximating data dependencies.

In experiments using recurrent models (Tables 3 and 5), for energy consumption data, R? increases
with the forecasting horizon for TKAN, while it decreases for weather data (Tables 4 and 6) and other
models. At a hidden state size of # = 50, TKAN consistently achieves the highest R?> across most ex-
periments, indicating its potential for optimal energy consumption forecasting when further optimizing
configurations.

To improve generalization, regularization techniques will be applied next. As shown in loss curves
(e.g., F=96, h =100 in Fig. 2), TKAN demonstrates potential for further training, whereas LSTM and
GRU exhibit overfitting, evidenced by diverging training and validation loss curves.

On weather data, TKAN demonstrates superior performance for the longest forecasting horizon
when the hidden state size is set to # = 100. Unlike other models, the decline in the coefficient of deter-
mination (R?) slows down starting from /' = 48, indicating improved stability in long-term predictions.
This suggests that TKAN retains greater explanatory power as the forecasting horizon increases, making

* GitHub — Blealtan/efficient-kan: An efficient pure-PyTorch implementation of Kolmogorov-Arnold Network (KAN), Available: https://github.
com/Blealtan/efficient-kan (Accessed 08.04.2025)
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Fig. 2. Loss Functions for Recurrent Models (2 = 100)

it a viable alternative to traditional architectures like LSTM and GRU for long-term time series fore-
casting tasks.

Enhancement through dropout integration in TKAN architecture

To mitigate overfitting and improve model robustness in time series forecasting, we propose a refined
architectural framework by incorporating dropout regularization into the TKAN architecture. Dropout,
a well-established technique for preventing co-adaptation of neurons during training [15], introduces
stochastic deactivation of neurons, thereby enhancing generalization by reducing dependency on spe-
cific pathways.

Three variants of the modified architecture were evaluated:

1. TKANI1: A dual-dropout configuration with hidden state size 4 = 50, featuring dropout layers
(rate = 0.1) after each recurrent layer.

2. TKAN2: A single-dropout variant with 2 = 40 and a dropout rate of 0.2 applied after the first
recurrent layer.

3. TKAN3: A dual-dropout design with 2 = 40, KAN layer output size hk = 15, and dropout rate =
= 0.1 after each recurrent layer.

Experimental results validate the efficacy of this approach (Table 7), TKANI1 achieves the best
performance on the longest forecasting horizon, outperforming other models. Additionally, TKAN?3
demonstrates the highest R? for shorter-term forecasts, highlighting its adaptability to varying temporal
dependencies.

This systematic integration of dropout layers underscores TKAN’s capacity to harmonize structural
complexity with regularization, positioning it as a competitive alternative to traditional recurrent archi-
tectures in multi-horizon forecasting tasks.

Conclusion

The empirical analysis presented on this paper demonstrates that KAN serve as a promising alter-
native to MLP in time series forecasting. When extended to recurrent architectures via TKAN, the
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Table 7
Evaluation results of TKAN with regularization on the electricity dataset

TKAN GRU LSTM
F R? RMSE MAE R? RMSE MAE R? RMSE MAE
12 0.3801 0.0949 0.0729 0.3088 0.1025 0.0802 0.2775 0.0818 0.0634
24 0.3344 0.0978 0.0755 0.3540 0.0976 0.0762 0.3480 0.1013 0.0795
48 0.3709 0.0988 0.0770 0.3220 0.1019 0.0807 0.3693 0.0989 0.0767
96 0.3483 0.1010 0.0791 0.2877 0.1047 0.0834 0.3441 0.1012 0.0791

integration of LSTM-inspired gating mechanisms with spline-based parameterization exhibits superior
accuracy for extended forecasting horizons while maintaining reduced architectural complexity. Spe-
cifically, proposed in the paper modification TKAN1, augmented with dual Dropout layers (dropout
rate = 0.1) and a hidden state size & = 50, achieves the highest R> = 0.3483 and lowest RMSE 0.1010
on the Electricity dataset for extended forecasting horizons F' = 96.
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Attention (ECA) mechanism for adaptive recalibration of feature weights, ensuring high-fidelity
sample synthesis. Additionally, the model employs a dual-function discriminator that distinguishes
genuine from synthetic samples while directly performing multi-class fault classification. Extensive
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Annorammsa. HexBaTka M HecOanaHCUPOBAHHOCTh aHHOTUPOBAHHBIX JAaHHBIX O HEHCIIPaB-
HOCTSIX CO3Jal0T Cepbe3Hble MPOOJEMBbI I HAAEKHOCTU MHTEUICKTYaJIbHON MPOMBIIIICHHOM
IUArHOCTUKU. 71 peuieHus 9Toi MpoOseMbl Mbl MpeajiaraéM WHTErpUPOBAHHYIO CUCTEMY
MUArHOCTUKU HEUCIIPaBHOCTEH, OCHOBAHHYIO Ha CJIMSHUU MHOTOJOMEHHBIX XapaKTepUCTUK
U TeHepaTUBHBIX cocTa3aTesbHbIX ceTsaX (GAN). B omimuue oT TpaAMIIMOHHBIX TTOIXOA0B, KO-
TOpBbIE pacCMaTPUBAIOT TeHEpaIMi0 M KiIacCH(MUKAINIO KaK He3aBUCHMBIC 3Tarbl, Hallla MO-
Ieab O0ObeOUHSCT 3TH ABa Ipoliecca. DTOT METON IMO3BOJSET MPOBOAUTH JUATHOCTUKY ITyTeM
npeoOpa3oBaHusI HEOOPaOOTaHHBIX CUTHAJOB BUOpAIlMM B MHOTOAOMEHHBIE MPEACTaBACHUS
(BpeMeHHas 006JilacTh, YaCTOTHAsl 00JIaCTh U BpeMeHHas-yacToTHasi objacth). OCHOBHas WH-
HOBAIIMS 3aKJIIOYaeTCsl B PECTPYKTYPUPOBAHHOM apXUTeKType reHepaTopa: koaep Transformer
YJIaBJIMBAET TI00AIbHBIE KOPPEJSIIIUY CUTHAJIOB B couetaHuu ¢ mexanusmom Efficient Channel
Attention (ECA) mis aganTUBHOM ITepeKaanOpPOBKU BECOB MPU3HAKOB, 00eCTICUMBasi BBICOKYIO
TOYHOCTb CMHTe3a 00pa3uoB. KpoMe Toro, Moaenb MCHOIb3yeT AMCKPUMUHATODP C JBOMHOMI
(yHK1IMEH, KOTOPBII OTIMYaeT MOMJIMHHbBIE 00pa3lbl OT CUHTETUYECKUX, OJHOBPEMEHHO BbI-
TOJIHSISI MHOTOKJIaCCOBYIO KiaccuduKaiuio HercnpaBHocTeil. OOIMpPHBIE SKCTIEPUMEHTHI Ha
sTaloHHbIX Habopax JaHHBIX CWRU u JNU neMOHCTpUPYIOT, UTO 3TOT MOIXOJ MPEBOCXOAUT
CYIIECTBYIOIINE COBPEMEHHBIEC aJITOPUTMBI, TOCTUTAS TIPEBOCXOMHBIX PEe3YyAbTaTOB IO CTPYK-
TypHOMY cXoAcTBY (SSIM), mukoBomy otHomeHuo curHan/myM (PSNR) u Tounoctu nna-
THOCTUKHU. DTO KOMIUIEKCHOE pellieHue 3¢ GhEeKTUBHO CMATYaeT MPo0JIeMBbl HEXBAaTKU JaHHBIX
B IIPOMBIIIICHHBIX YCIOBUSIX.

KmoueBbie clioBa: TMarHOCTHKA HEUCIIPAaBHOCTEH, TeHEPaTUBHO-COCTSI3aTeIbHBIC CETH, OTPaHM-
YeHHBIC JaHHBIE, KOHTPOJIUPYyeMOe O0yUeHIE, aHaJI3 BPEMEHHBIX PSIIOB

®unancupoBanue: VccienoBaHue BHITIOTHEHO MTpK (hMHAHCOBOM nomaepxke Kuraiickoro ro-
cynapctBeHHOro komutera no crunenausam (CSC.202309810002).

Hna marapoanus: Guo C., Potekhin V.V. Generative adversarial network for classification of
mechanical fault diagnosis model // Computing, Telecommunications and Control. 2025. T. 18,
Ne 4. C. 30—43. DOI: 10.18721/JCSTCS.18403

Introduction

As was stated in our previous article [22], with the rapid advancement of Industry 4.0, the demand
for the health monitoring and operational stability of intelligent industrial equipment has significant-
ly increased. As core components of rotating machinery, the condition of rolling bearings directly
impacts the safety and stability of industrial systems. Due to their operation under variable speed and
load conditions, bearings are susceptible to a variety of faults [22 ].

Traditional fault diagnosis methods typically rely on the analysis of 1D vibration signals from sen-
sors, requiring professionals to manually extract and assess signal features before designing classifi-
ers. Although these approaches have achieved high accuracy, they are often time-consuming and
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labor-intensive, rendering them ill-suited for the automated, intelligent diagnostic requirements of
modern manufacturing systems [22].

In recent years, data-driven methodologies, particularly convolutional neural networks (CNNs),
have emerged as powerful tools for capturing nonlinear fault characteristics without human interven-
tion. However, the efficacy of these deep learning models is often contingent upon the availability of
massive, annotated datasets. In practical industrial settings, acquiring high-quality fault data is chal-
lenging, leading to issues of data paucity and class imbalance. Consequently, standard models frequently
fail to generalize or maintain high diagnostic accuracy when training samples are scarce [6, 7].

To mitigate the challenges of data scarcity, generative adversarial networks (GANs) [8] have been
adopted as a robust strategy for data augmentation. By synthesizing realistic fault samples, GANs can
rebalance datasets and enhance model robustness [9]. It is important to note that while our previous
research explored the use of improved vision transformers (ViT) as standalone classifiers for fault
diagnosis [22], the current study focuses on a different architectural approach. Specifically, rather
than relying on an external ViT classifier, this work aims to optimize the generative process itself to
produce higher fidelity samples for an integrated diagnostic framework.

The primary objective of this research is to develop a deep learning framework tailored for bearing
fault diagnosis under severely limited data conditions. We propose an integrated model that fuses mul-
ti-domain features (time, frequency and time-frequency). Distinct from prior approaches, the novelty of
this model lies in its generator architecture, which incorporates a Transformer encoder to capture global
signal interactions and an Efficient Channel Attention (ECA) mechanism to refine feature representation.

The core challenge addressed in this study is the generation of high-fidelity synthetic data to com-
pensate for the lack of training samples. By strategically mixing original and generated data, we aim
to construct an extended, balanced dataset that serves as the foundation for highly accurate fault classi-
fication performed directly by the model’s integrated discriminator.

The specific contributions of this paper are summarized as follows:

1. Investigation of data scarcity: We conduct a systematic evaluation of bearing fault diagnosis
performance under conditions of limited and unbalanced training samples using public datasets.

2. Novel data enhancement model: We develop a multi-domain feature fusion GAN. This model unique-
ly integrates features from three domains and utilizes adversarial learning with attention mechanisms to
ensure the generation of synthetic data that closely mimics the physical properties of real fault signals.

3. Performance benchmarking: We perform a comprehensive comparative analysis against state-
of-the-art algorithms. The experimental results validate that the proposed method achieves superior
reliability and applicability for industrial fault diagnosis tasks.

Related works

Traditional and deep learning-based fault diagnosis methods

Bearing fault diagnosis techniques have evolved from traditional statistical methods to advanced
methods based on deep learning. Traditional methods, such as Gaussian Mixture Models (GMMs)
and Hidden Markov Models (HMMs), rely heavily on hand-extracted features, such as Mel Fre-
quency Cepstral Coefficients (MFCCs), for modeling speech features. However, these methods have
limited performance in dealing with high-dimensional data and complex working conditions.

With the rise of deep learning, models such as CNN, recurrent neural networks (RNNs) and long-
short-term memory networks (LSTMs) are widely used in fault diagnosis. These models can auto-
matically learn the hierarchical features of the original vibration signals, improving the accuracy and
robustness of fault identification.

In [20], a transformer-based conditional generative adversarial network migration learning model
was proposed, which enhances the quality and diversity of the generated data by introducing sample
labeling information, thus improving the performance of cross-domain fault diagnosis.

32



4 Intelligent Systems and Technologies, Artificial Intelligence

In [21], a bearing fault diagnosis study based on a multimodal approach combined with a multi-
scale time-frequency and statistical feature fusion model was proposed, which is able to better handle
non-stationary and nonlinear vibration data.

Limitations

Although the above methods have made significant progress in bearing fault diagnosis, there are
still some challenges. Traditional methods have limited performance in dealing with high-dimension-
al data and complex working conditions, while deep learning methods face problems such as high
consumption of computational resources and strong dependence on a large amount of labeled data.

Rationale for GAN

GANSs provide a compelling solution to key challenges in bearing fault diagnosis, especially data
scarcity and class imbalance. By introducing an adversarial framework between the generator and
the discriminator, GANs can learn complex data distributions and synthesize real fault samples to
expand limited data sets. This is particularly important in industrial environments where access to
labeled fault data is costly or impractical. The generator captures subtle fault features-often from the
time, frequency, or time-frequency domain-while the discriminator ensures sample quality through
adversarial training. This dynamic change not only improves the robustness of diagnostic models, but
also enhances their generalizability to real-world scenarios. Thus, GANs are a promising direction for
building more accurate and resilient fault diagnosis systems under constrained data conditions.

Materials and methods

This study analyzes various bearing operating states using the Case Western Reserve University
(CWRU) dataset [10]. This dataset provides information on the vibration characteristics of bearings
in different states including normal operation, inner ring, outer ring and ball damage.

Fig. 1 shows a schematic of a bearing including the main structural elements: inner ring, outer ring
and balls. Damage can be associated with different surface areas or different defect sizes, resulting in
differences in bearing operating conditions. These differences create a complex classification problem
that requires the use of deep learning techniques to accurately diagnose faults.

Data preprocessing involves converting vibration signals into multimodal representations, which
allows the consideration of time, frequency, and time-frequency characteristics for further analysis
and model training.

In the CWRU dataset, bearing damage is categorized by type and location of occurrence. The main
categories include: ball damage, inner ring damage, outer ring damage, and normal condition. Ad-
ditionally, damage is differentiated by diameter, which is represented by values of 0.007, 0.014, 0.021
etc. Thus, by combining the different types of damage and their diameters, the operational condition
of bearings can be divided into ten categories.

Fig. 1. Bearing diagram
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Fig. 2. Vibration signals of bearings in different damage states

In general, bearing vibration signals recorded under different operating conditions have markedly
different characteristics, as evidenced by the data presented in Fig. 2. For example, in the range from
sample 0 to sample 1000, signal 2 exhibits almost no pronounced vibration, while the vibration of
signal 8 has a distinctly periodic character.

Furthermore, in the range from sample 200 to sample 1200, there is a significant difference in the
vibration amplitudes of signal 1 and signal 9. These differences illustrate the complexity of analyzing
bearing condition data and confirm the need for methods capable of efficiently processing and ana-
lyzing data with such variations.

As shown in Fig. 3, in order to obtain a complete set of vibration signal characteristics, this study
used a time domain data transformation approach to transform the data into different representations.

The sample data were transformed in three different domains:

1. Time domain — the original signals in their original form.

2. Frequency domain — transforming the data using Fast Fourier transform (FFT) to reveal the
frequency components of the signal.

3. Time-frequency domain — a representation obtained using a time-frequency domain trans-
form, such as the Short-time Fourier transform (STFT), which allows you to analyze the dynamics of
frequency components over time.

This approach provides a comprehensive analysis of signal characteristics, which is a key step for
successful model training and bearing fault diagnosis.

Design of bearing fault diagnostic modeling

To address the persistent challenges of bearing fault diagnosis under data-constrained and im-
balanced conditions, this study introduces a unified, end-to-end deep learning framework. Unlike
our previous work [22], which relied on an external classifier coupled with a generative model, the
approach proposed in this study orchestrates sample generation and fault diagnosis within a single,
cohesive architecture. As illustrated in Fig. 4, the framework is designed to synthesize high-fidelity

multi-domain samples while simultaneously executing precise 10-category fault diagnosis through an
integrated mechanism.
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Fig. 4. Proposed fault diagnosis model

Optimization of hyperparameters is pivotal for ensuring model convergence and diagnostic reli-
ability. Through empirical validation, the framework employs an Adam optimizer initialized with a
learning rate of 0.001. Training is conducted with a batch size of 128 over 6000 epochs to guarantee
stable feature extraction and distribution matching.

The primary function of the generator is to map latent noise distributions into interpretable, multi-
domain signal representations. The generative process is initiated by fusing two distinct input vectors:

— Latent Vector (Z): A noise vector sampled from a standard Gaussian distribution to induce sample
diversity.

— Label Embedding (C): A category-specific vector projected into a high-dimensional space via an
embedding layer to condition the generation.

Mathematically, the embedding transformation is governed by the weight matrix:

nel. xd,
W bed c ]R classes *“embed , (1)

&
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where n represents the number of fault categories and dembe 4 denotes the embedding dimension.
The vectors Z and C are fused via element-wise multiplication and subsequently reshaped into a
four-dimensional tensor, serving as the foundational input for the deep deconvolutional layers.

To capture long-range dependencies within the feature maps X € RBXCXHXW, a Transformer-based
enhancement module is embedded within the generator. Initially, spatial information is compressed

into a channel descriptor Y via Global Average Pooling (GAP):

>

c Xci j o (2)
HXW i
where ¢ denotes the channel index, while H and W represent spatial dimensions. The resulting chan-
nel descriptor YC is flattened into a sequence to facilitate processing by the Multi-Head Attention
(MHA) mechanism [7]. The MHA module dynamically models inter-channel correlations by com-

puting Query (Q), Key (K), and Value (V) matrices through learned linear projections:

T
head; = f(;umax 08, Vi (3)
A

MHA (Q,K,V') = Concat(head,,...,head, ) IV, (4)

where dk is the dimension of the attention heads, / is the number of heads, and W R”? is the
linear projection matrix. This mechanism allows the generator to contextualize local features within
the global signal structure. Prior to attention computation, a Normalization Layer (NL) is applied to
stabilize gradients:

Y’ = NL(Y +MultiHead (Q,K,V')), (5)

where Y and Y’ represent the embedding sequence and MHA output, respectively, and NL(-) denotes
the normalization operation.

To further refine feature saliency, an ECA mechanism is integrated. The ECA module adaptively re-
calibrates channel weights, emphasizing informative features while suppressing noise. The re-weighted
feature output OEC 4 Is computed as:

Ocr =0(Y')-X, (6)

where 6(*) denotes the sigmoidal activation function and OEC 4 is the output feature after weighting
the channel attention.

A defining characteristic of this framework is the dual-function discriminator. Distinct from methods
that utilize separate downstream classifiers (e.g., [22]), the discriminator in this model is engineered to
directly perform multi-class fault diagnosis alongside its adversarial duties.

The discriminator loss function consists of two components: classification loss and category clas-
sification loss. For real samples Sreal’ the loss for real samples S D real is defined as:

L

[logD real :""E [logp(y:yreal Sreal):" (7

D,real ~ Sreal ~Fdata

where y_ represents the true label.
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For Sg generated samples, the generated loss L Dt

is defined as:
ake

Lpe =B..p [logD(s,)]-B,, [log P(y=1,[S,)] ®)

where Veen denotes the generated label.
To improve the robustness of training, a Gradient Penalty (GP) term is introduced:

2
1), ©)
2
where Ps is the uniform sampling distribution between real and generated samples, and kGP is the regu-
larization parameter. Therefore, the total discriminator loss is expressed as:

Loy =hep By, {(Hv :D(3)

LD =L I +LD,fake +LGP' (10)

~— *~D,rea

The task of the generator is to fool the discriminator while ensuring that the generated samples are
assigned the correct class labels. The generator loss function is defined as:

Ly =-F,_,[logD(S,)|+E,,, [logP( Y=Y lS, )} (11)

The fault classification model achieves accurate recognition of different fault modes by supervised
learning and is optimized using a loss function based on cross entropy. To further improve the perfor-
mance of the model, the real and generated data are combined for training. The loss function of the
fault classification model is defined as:

L

total

:mGinmgx(LD+LG). (12)

Results and discussion

In order to evaluate the model's ability to generate data, this paper uses a joint sample quality as-
sessment method to evaluate the performance of the generated samples. The method includes PSNR
and SSIM [12, 13, 22].

PSNR measures the total pixel error between the generated image and the original image. PSNR
is calculated as follows:

MSE—sz(x -v); (13)
MN == i~ Yi) >
PSNR:20.1ogm(j;jI%j, (14)

where MSE is the mean square error; M and N are the width and height of the image, respectively; XU
and Yl ; are the pixel values of the original and generated images, respectively; IM Ax 18 the maximum
possible pixel value.

SSIM evaluates the perceptual similarity between the generated image and the original image. Its

formula is as follows:
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(2|,Lx},l,y +C1)(20xy +C2)
(ui +ui +C'1)(cs)2c +Gi +C2)’

SSIM(x,y)= (15)

where p_and p, are the mean values of the two images; ui and ui are their variance; o, is the covari-
ance of the two images, respectively; C , and C2 are constants to ensure computational stability.

Fig. 5 shows the variation of the training loss of the proposed model and the validation accuracy of
the discriminator. From it, it is evident that the adversarial training of the generator and discriminator
gradually stabilizes after 1000 epochs. The discriminator accuracy is also close to 100%.

The Figs. 6 and 7 show the quality scores of different models for each category of generated sam-
ples, including GAN [8], ACGAN [14], DCGAN [15] and the method used in this paper. Comparing
the histograms for each category shows that the method proposed in this paper outperforms its coun-
terparts in terms of average SSIM and PSNR and ranks first in all ten categories.

In addition, the difference between the SSIM and PSNR scores for each category is only +0.02,
indicating the high stability and accuracy of the model in training the features in all categories. These
results confirm that the proposed method can effectively meet the challenge of generating high-qual-
ity data and contribute to the improvement of bearing fault diagnosis.

To further validate the effectiveness of the proposed classification method, we compared the devel-
oped model with various state-of-the-art classification models including Random Forest (RF) [16],
Support Vector Machine (SVM) [17], Hierarchical CNN (H-CNN) [18], 2D-CNN [19] and the
method proposed in this paper. The results of the comparative analysis are presented in Fig. 8.
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Fig. 5. Variation of losses during model training and discriminator validation accuracy
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Fig. 6. Comparison of SSIM with different generation models
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Fig. 7. Comparison of PSNR with different generation models
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Fig. 8. Comparison of accuracy and F1 between different models

These results demonstrate the superiority of the proposed model in bearing fault diagnosis tasks,
especially under conditions of limited and unbalanced data. On key classification metrics, the pro-
posed method consistently outperforms alternative approaches, confirming its robustness and prac-
tical applicability.

Among machine learning models, the random forest and support vector machine algorithms show
similar results, with classification accuracies of 93.13% and 95.63%, and F1-scores of 93.01% and
95.60%, respectively. Although SVM outperforms RF processing of high-dimensional data, its perfor-
mance in the task of fault signal classification remains limited. This is due to the inherent weaknesses
of traditional methods in extracting features and adapting them to high-dimensional data, which does
not fully reveal the underlying features of the signals.

Among deep learning models, the method proposed in this paper demonstrates the highest perfor-
mance on all metrics. The classification accuracy reaches 99.91% and the F1-score reaches 99.25%.
These metrics emphasize the significant advantages of the developed model for fault classification
tasks. The generation of high-quality augmented data using the proposed approach significantly im-
proves the generalization ability and classification performance of the model, unlocking its full po-
tential in complex diagnosis tasks.

To deeply evaluate the classification performance of the proposed model on the CWRU bearing
dataset, this paper conducts relevant experiments and constructs a confusion matrix based on the
test set samples to clearly demonstrate the model's ability to recognize different types of faults. Fig. 9
shows the confusion matrix, where the horizontal axis shows the fault types predicted by the model and
the vertical axis shows the actual fault types. As can be seen from Fig. 9, the proposed model achieves
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Fig. 10. The radar plot of data comparison with models

high classification accuracy of ten fault types in the CWRU dataset, which fully confirms its effective-
ness and robustness in fault diagnosis tasks.

In addition, this paper further verifies the bearing data from Jinan University. In this paper, we
classify the signal data in different operating conditions, and there are eight kinds of bearing data. The
comparison of experimental data with different comparison models is shown in Fig. 10.

As can be seen from the data distribution graph in Fig. 10, the method proposed in this paper out-
performs the compared methods in terms of accuracy, predictive value, recall and Fl1-score, which
proves the strong generalization ability of the proposed method.

In addition, in order to verify the generalization ability of the proposed model in this paper, ex-
periments are conducted on the JNU dataset, and the experimental results of the comparison models
are shown in Fig. 11. As can be seen from the figure, the proposed model exhibits the best diagnostic
results.

In summary, the experiments on CWRU and JNU datasets show that the model proposed in this
paper is effective in diagnosing the operating conditions under different mechanical conditions.

40



4 Intelligent Systems and Technologies, Artificial Intelligence >

elelel

= Accuracy Precision Recall F1
uRF 94.45 94.46 94.46 94.47
u SVM 94.78 94.79 94.78 94.79
uH-CNN 94.31 94.31 94.31 9431
2D-CNN 9242 92.42 9242 9242
= Proposed 99.56 99.56 99.56 99.56
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Fig. 11. Comparing the results of the model on the JNU dataset

Conclusion

This study presents a novel deep learning-based approach for bearing fault diagnosis, tailored to
address the data scarcity and diagnostic complexity characteristic of the industry 4.0 context. By
integrating an enhanced GAN with a multi-domain feature fusion framework, the proposed meth-
od effectively augments limited datasets and improves diagnostic performance. The key findings are
summarized as follows:

» Data augmentation: The improved GAN demonstrates superior capability in generating high-
fidelity samples, as evidenced by higher PSNR and SSIM values compared to conventional data gene-
ration methods.

* Multi-domain feature learning: By leveraging temporal, frequency, and time-frequency domain
features, and enhancing them through attention mechanisms, the model achieves robust and compre-
hensive feature representation.

» Superior classification accuracy: The proposed model achieves a diagnostic accuracy of 99.91%,
significantly outperforming established baselines such as SVM and 2D-CNN.

Overall, this work contributes to the advancement of intelligent diagnostic systems by providing
a scalable and generalizable solution. Future research may explore extending the framework to multi-
task learning scenarios and applying it to other complex industrial systems for enhanced prognostic
capabilities.
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CUCTEMA OBPA3OBAHUSA UHXXEHEPOB U HAYYHbIX
KAAPOB B COEPE KBAHTOBbIX UH®OPMAL,MOHHbIX
TEXHOJIOT'MU, KBAHTOBO-CUJIbHOIO UCKYCCTBEHHOIO
UMHTENINNIEKTA U KBAHTOBOMU YCTOUYUBOCTHU

B.1O. Ckuba = ® , C.A. lNempeHko ®, E.M. AbakymoB

HayyHo-TexHON0rMYecKuii yHuBepcuteT «Cupunyc», deaepanbHas Tepputopma «Cupuyc,
KpacHogapcKkuit Kpai, Poccuiickaa ®epepauns

B yskibab9@mail.ru

AnHoTamms. B HacTosIIIee BpeMsl KBAHTOBBIC TEXHOJIOTUHU SIBJISIFOTCST IBUTATEIEM TEXHUYE-
ckoro mporpecca (nmpombinieHHoctn 4.0/5.0/6.0 unu ob6iecta 6.0). PazBuTue KBaHTOBBIX
MH(OPMALIMOHHBIX TEXHOJIOTUI TOPOXIAEeT HOBYI0O KBAHTOBYIO yrpo3y WHGOPMAIMOHHOMN
6e3omacHocTu. TpedboBaHus deaepanbHoOro npoekra «Kamapol 1isg nndpoBoit 5KOHOMUKU WU
9KOHOMUKM JAHHBIX» K KIIOYEBOU MHGOPMAIIMOHHOUN TeXxHOIOTUU — «KBaHTOBBIM TEXHOJIO-
TUSIM» (TPUOPUTET 1) MOTYT OBITh BBIMTOJTHEHBI TOJIBKO MyTEM pa3pabOTKU COOTBETCTBYIOIICH
CHCTEeMBbI TIOATOTOBKY WHXEHEPHBIX M HAyYHBIX KalPOB B 00J1aCTU KBAHTOBBIX MH(MOPMAIIMOH-
HBIX TEXHOJIOTHI, KBAHTOBO-CUJILHOTO MCKYCCTBEHHOTO MHTEJIJIEKTa Y KBAHTOBOU yCTONYMBO-
ctu. Co3nanue BepTUKAJIbHO MHTETPUPOBAHHON CHCTeMbI 00pa3oBaHUs, MPEAyCcMaTPUBAIOIICH
He TOJIbKO TMOoJy4eHrue 0a30BOro BBICILIET0 00pa3oBaHUsl, HO U MOJATOTOBKY HAyYHbBIX KaJpOB U
MOBBILLIEHNE KOMITETEHIIMI yXe pabdoTarouiux CreuuairucToB, OyneT crocoOCTBOBATh pa3BU-
THIO MHHOBAIIMOHHBIX TEXHOJIOTUIA B 11eJIOM. B cTaThe mpeacTaBiaeHbl pe3yIbTaThl COBMECTHOM
JEeSITEJIbHOCTU HAayYHO-TEXHOJOTUYECKOTO yHUBepcutTeTa «Cupuyc» coBMeCTHO ¢ KBaHTOBBIM
KOHCOPIIMYMOM OM3HECa U YHUBEPCUTETOB 10 MOJATOTOBKE KaJPOB B 001aCTU KBAHTOBBIX UH-
(bopMalIMOHHBIX TEXHOJIOTU [IJIs1 pa3BUTHS TAKOW CUCTEMbI 00pa30BaHUSI.

KiioueBble €j10Ba: KBAHTOBBLIE BLIUMCIEHUS, KBAHTOBBIE MH(GOPMALMOHHBIE TEXHOJIOTUN, WH-
dbopmanroHHast 6e30MacHOCTh, 0Opa3oBaTeabHasl MporpaMMa, HOBBIE YTpO3bl KBAHTOBOM 6e3-
OTIACHOCTH, KBAaHTOBAsI ¥ TTOCTKBAHTOBasI KPUIITOTpadust, KBAHTOBO-CHIBHBIA MCKYCCTBEHHBIIA
MHTEIIEKT

®unancupoBanne: Pe3ynbTaThl TOMYyYeHBI TIPU (PUHAHCOBOM MOIEpKKe MpoeKTa « [eXHOIOrnu
TIPOTUBOICUCTBUS paHee HEM3BECTHBIM KBAHTOBBIM KMOEPYTpo3aM», Pealn3yeMoro B paMKax To-
CYIapCTBEHHOI MporpaMMsl ¢eaepanbHoil Teppuropun «Crupuyc» «HaydHo-TexHUYECKOe pa3BU-
e dpenepanbHoii Tepputopun “Cupuyc”» (Cornamenne Ne 23-03 ot 27 ceHtsi0pst 2024 1).

Jna murupoBanus: Skiba VY., Petrenko S.A., Abakumov E.M. Education system of engineers and
scientific personnel in the sphere of quantum information technologies, quantum robust artificial
intelligence and quantum resilience // Computing, Telecommunications and Control. 2025. T. 18,
Ne 4. C. 44-52. DOI: 10.18721/JCSTCS.18404

Introduction

Currently, quantum technologies are the driving force behind technological progress (Industry
4.0/5.0/6.0 or Society 6.0). They have already irreversibly changed the world and have spread not only
in the scientific community, but also in various fields of human activity, including manufacturing, the
military-industrial complex, ecology, medicine and information security [1—11].

The development of quantum information technologies gives rise to new quantum threats to infor-
mation security [10].

In the Russian Federation, the development of quantum technologies is receiving the closest at-
tention [10, 11]. For instance, in early 2024, the government roadmap for the development of the
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high-tech field of Quantum Computing, prepared by the Rosatom State Corporation for 2020, was
updated as part of the new federal project “Quantum Technologies as a component of the National
Project Data Economics”. This federal project replaced the “quantum roadmap”, which was set to
run until the end of 2024 and was coordinated by Rosatom. The strategic goal of the new policy doc-
ument is to create a quantum industry by 2030, involving not only scientists and specialists, but also
entrepreneurs and a wide range of future consumers of quantum technologies as active participants.

The study [11] examines initiatives to develop a new educational program — “Quantum infor-
matics: Information security”. It proposes directing the training of specialists in this field toward two
categories of students:

1) developers of core technologies: students will acquire fundamental systems knowledge and a
deep understanding of the core technologies in the field, will be capable to develop system compo-
nents for the technology stack and will be competent enough to contribute to international projects;

2) developers of applied solutions: this category will unite “applied engineers” who will be able to
create trusted and secure solutions for various domains (fintech, telecommunications, defense, med-
ical technologies, management, retail, logistics etc.), will have knowledge about existing technology
stacks and will be capable to design and develop applied solutions based on them.

The implementation of this initiative in 2024—2025 at the Sirius University of Science and Tech-
nology (Sirius University) together with the Quantum Consortium of Enterprises and Universities
for training personnel in Quantum Information Technology (Quantum Consortium), has highlighted
the need to establish vertically integrated education system for engineers and researchers in quantum
information technology, quantum robust artificial intelligence (Al) and quantum resilience of infor-
mation systems.

Related work and background

According to [11], quantum informatics and information security is a relatively new and rapidly
developing field of scientific research that arose at the intersection of quantum mechanics, infor-
mation theory, programming and information security. Its main branches are quantum computing,
quantum communication and quantum information theory.

A bibliometric analysis of academic literature on quantum technologies for 1990—2020 revealed
[2, 12] the dynamic growth of the field, high degree of concentration of research and international
scientific relations, as well as the involvement of not only universities and academic institutions, but
also large corporations (especially from Japan) and military research structures (primarily from the
USA). At the same time, Russia exhibits the following characteristics:

» high concentration of research in metropolitan areas and significant international collabora-
tion;

» leading contribution of the Russian Academy of Sciences (RAS), which ranks sixth among sci-
entific organizations in the world in terms of the number of publications in the field of quantum tech-
nologies for 1990—2020 [1];

» growing role of universities in the development of the scientific base of quantum and quantum
information technologies;

+ still limited involvement of the Russian commercial sector in research.

In accordance with the conclusion made in [12], since 2020, the number of scientific publications
on the research results in quantum and quantum information technologies has increased exponen-
tially, partly driven by efforts to address information security challenges arising from new quantum
threats.

At the same time, the broader landscape is characterized by the absence of mass-production tech-
nology for quantum chips and the fact that a dominant physical platform for quantum computers
has yet to be established. In parallel, development efforts are underway to create quantum computers
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based on more than 10 platforms, the main ones being superconductors, ions, neutral atoms and
photons [12].

In Russia, scientific research and engineering studies are also being conducted to create the first
domestic quantum computers [3, 4, 10, 12]. Cooperation and consortia are being formed on the basis
of domestic centers of competence in quantum technologies, quantum information technologies and
quantum communications [12]. Quantum processors with 2—10 qubits and quantum simulators with
10—20 qubits have been developed, and the first domestic quantum processors with 50—100 qubits are
expected to appear by the end of 2025.

In order to fulfill the directive of the President of the Russian Federation to create a fundamentally
new University of Quantum Technologies dedicated to studying advanced developments in quantum
computing and quantum information technologies, as well as to engage school students in the edu-
cational process, a new research group “Technologies for Countering Previously Unknown Quantum
Cyber Threats” (research group) was established in 2024 at Sirius University under the supervision of
prof. S.A. Petrenko (Grand PhD in Engineering).

The main objective of the research group is to create a promising world-class technology to en-
sure quantum resilience of leading national digital platforms and blockchain ecosystems of the dig-
ital economy of Russia, which, unlike existing technologies, will prevent significant or catastrophic
consequences in the face of previously unknown cyberattacks carried out by malicious actors using
quantum computer [12].

Task statement

From its inception, the research group began to implement the initiatives outlined in [11]. Con-
sequently, in the drafted Concept of ensuring the resilience of operation of national digital platforms
and blockchain ecosystems under the new quantum threat to security [12], one of the key tasks is
the development of a set of interrelated training programs in quantum information technologies and
quantum resilience of national digital platforms and blockchain ecosystems, including supplementary
professional education and/or upskilling.

Representatives of the research group participated in the final panel discussion at the 3 All-Rus-
sian Forum “Trusted Quantum Technologies and Communications (Quantum-2025)”, dedicated to
the specialists training and human resources potential of the industry, on January 30, 2025. The dis-
cussion also included representatives of leading universities and training centers — ANO “NTC CC”,
MISIS, NIO “Quantum Center” MTUSI, TUSUR and the Quantum Consortium, who highlighted
the critical shortage of specialists trained in quantum information technologies and quantum robust Al.

In early 2025, Sirius University joined the Quantum Consortium alongside prof. S.V. Ulyanov
(Grand PhD in Physics and Mathematics) and A.G. Reshetnikov (PhD in Engineering), the co-au-
thors of a number of works on quantum robust Al and cognitive robotics [8, 9]. This collaboration led
to the formulation of the task of developing educational programs spanning from school students to top
manager and/or qualified end-users for work in quantum computer science and quantum robust Al.

The jointly defined objective is to establish a vertically integrated education system for engineers
and research personnel in quantum information technologies, quantum robust Al and quantum rsil-
ience. This system will range from organizing introductory career guidance events in educational insti-
tutions to providing advanced training for existing I'T professionals and/or systems engineers in robotics.

In other words, the task entails integrating the educational system (universities) with industry
(business) to create a university-based scientific and industrial complex. This complex will serve as
the foundation for implementing the innovative “education—science—production” project. At the
same time, the vertical integration spans from foundational education systems to specialized retrain-
ing centers ans research institutions in active cooperation with production companies implementing
quantum information technologies in the product life cycle.
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Currently, the task of developing quantum processors or quantum information technologies de-
pends not only on a shortage of engineering personnel with the requisite competencies, but also on
the absence of specialists trained to serve as qualified end-users in industry, who could form a request
for the development and/or implementation of such technologies in production and their further
practical application.

Establishing a vertically integrated education system, which provides not only foundational higher
education, but also research training and upskilling for current professionals, enables meeting the
requirements of the federal project “Personnel for the Digital Economy or Data Economy” for the
key information technology “Quantum Technologies” (priority 1), and will contribute to the devel-
opment of innovative technologies in general. It is noteworthy that upon acquiring the necessary skills
and competencies for solving complex trans-computational problems, the next significant step would
be the emergence of quantum Al, that is, Al created on the basis of a quantum computer.

Components of a vertically integrated system and the main stages of its implementation

The first component of the vertically integrated system (Fig. 1) is the implementation of introducto-
ry career guidance activities for educational institutions of the “Sirius” federal territory, implementing
educational programs of basic general and secondary general education.

The core of this component is the educational and outreach program “New threats to information
security using Al technology and quantum computers”, which includes the following set of lectures:

* Blockchain ecosystems and their role in the digital economy of Russia;

» Challenges to the resilience of national blockchain ecosystems in the context of emerging quan-
tum security threat;

* Methods and algorithms for the synthesis of quantum-resilient blockchain ecosystems and plat-
forms of the digital economy of Russia;

* Methodology for addressing the synthesis of technologies and programs to ensure quantum re-
silience of national blockchain ecosystems and platforms of the digital economy of Russia;

* Models for ensuring quantum resilience of national blockchain ecosystems and platforms of the
digital economy of Russia.

Holding these events on a regular basis will help engage school students during their studies and
attract their interest in pursuing relevant specializations at Sirius University (Fig. 2).

The next component of the vertically integrated system in terms of importance is the training of
research and teaching staff, which will enable the recruitment of specialists with higher education in

Vertically integrated education system

o = 1
General Conducting events of career guidance minimum for | Education |
education educational organizations of the federal territory "Sirius”, — o
implementing educational programs oftbasic general and
secondary general education
3
Higher Implementation of higher education programs. 4
education .," at Sirius University of Science and Technology
| Science
Pns?::;ua“ Implementation of programs for training scientific and ~
A ientific-pedagogical 11 tgraduate studi JL
T R scientific-pedagogical personnel in postgraduate studies
Additional
professional Advanced training in additional professional programs s
% Bisness
education

Fig. 1. Vertically integrated education system
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Fig. 2. Relationship between the components of a vertically integrated system
and the timing of their implementation

other related IT fields to work in quantum information technologies. Taking into account the impor-
tance of ensuring the quantum resilience for digital platforms and blockchain ecosystems, the first
program for training research and teaching staff was developed in specialization 2.3.6 “Methods and
systems of information protection, information security”.

Also of significant importance is accelerated retraining through additional professional programs
for professionals and end-users of information technologies. Six additional professional training pro-
grams have been developed for the following specialist profiles:

» information security specialist in telecommunication systems and networks (requirements ap-
proved by Order No. 536n of the Ministry of Labor and Social Protection of the Russian Federation,
dated September 14, 2022);

* computer systems and network security specialist (requirements approved by Order No. 533n of
the Ministry of Labor and Social Protection of the Russian Federation, dated September 14, 2022);

» information security specialist in automated systems (requirements approved by Order No. 525n
of the Ministry of Labor and Social Protection of the Russian Federation, dated September 14, 2022).

» design engineer/systems engineer (qualification outlined in Decree No. 37 of the Ministry of
Labor and Social Protection of the Russian Federation, dated August 21, 1998);

« information systems specialist (requirements approved by Order No. 586n of the Ministry of
Labor and Social Protection of the Russian Federation, dated July 13, 2023);

» research and development specialist in quantum communications (requirements approved by
Order No. 327n of the Ministry of Labor and Social Protection of the Russian Federation, dated April
25,2023).

The list of additional professional programs is given in Fig 3.

The final and key component of the vertically integrated system is necessarily a program for training
qualified specialists in quantum information technologies to fully and adequately meet the demand for
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Fig. 3. List of programs of additional professional education and acquired competencies

experts among end-users and manufacturers. Such training is planned to be carried out in accordance
with the higher education program “Quantum Information Technologies”.

Graduates of this program will be qualified specialists in the fields and with the qualifications previous-
ly outlined for additional professional training programs.

First results

At a meeting of the Quantum Consortium held at the Russian Union of Industrialists and Entre-
preneurs on April 24, 2025, its President, Alexander Shokhin, noted in his welcoming speech that the
field of quantum technologies has been developing in Russia for several decades:

“We have formed an expert consensus on key issues and clearly understand that in the coming
years, the field of quantum technologies, alongside Al, will be one of the main drivers of development
of industry and the Russian economy. There is a lot of work ahead. Together with universities, we need
to train teachers and engineers and create favorable conditions for the development of the industry”.

During the meeting, Sirius University presented educational programs for targeted training of per-
sonnel in quantum engineering and quantum industrial Al (Fig. 3).

The discussion focused on cultivating demand among industrial companies for highly qualified
personnel capable of developing and implementing innovative solutions, including industrial ones,
based on end-to-end quantum information technologies.

The participants of the discussion explored the possibilities of training a new generation of engi-
neering personnel to meet the needs of industrial customers on the basis of technical universities in
problem-oriented areas, taking into account international practice. Particular attention was paid to
the potential for establishing new specialized profiles in quantum information technologies under the
umbrella of “Quantum Engineering”.

The presentation of these programs aroused great interest among members of the Quantum Con-
sortium.

In July 2025, the first cohort of postgraduate students was enrolled in specialty 2.3.6 with dis-
sertation research aimed at applying quantum information technologies, quantum algorithms and
post-quantum algorithms to address the problem of ensuring the resilience of national digital plat-
forms and blockchain ecosystems.
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The enrollment and training of students for the higher education programs are scheduled to com-
mence in the summer of 2026.

Conclusion

The development and most importantly, the implementation of the proposed vertically integrated
education system for engineers and research personnel will meet the requirements of the federal pro-
ject “Personnel for the Digital Economy or Data Economy”) concerning key information technology
— “Quantum Technologies” (priority 1), and will also contribute to the development of innovative
information security technologies and the use of quantum robust Al in industry and robotics.

The postgraduate, master's and additional professional education programs included in the system
are aimed primarily at training specialists in developing universal libraries of quantum algorithms
regardless of quantum platforms and chips used. Quantum algorithms can be created without deep
understanding of quantum physics. It is significant that developers who have the skills to program
quantum computers will gain a competitive advantage as “quantum hardware” technology matures.
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computational complexity with an energy loss of no more than 1 dB compared to FS-FBMC/
OQAM-OTFS. These obtained results are observed under standard multipath channel profiles
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AnHoTtamusa. B gaHHOI1 cTaThe mpeayiaraeTcs HOBBIM U MEPCIIEKTUBHBINA MTOIXOA HAa OCHO-
Be Moauda3Hol CTPYKTYpPHbI ISl BBIYUCIUTENbHO 3(PHEKTUBHON MOLYISIUNU U IEMOAYISILIUA
curHaioB FBMC/OQAM-OTEFS, nassiBaembiii PPN-FBMC/OQAM-OTFS. IlpennaraeMbiit
MoAXoa 00ecrneyrBaeT CHUXEHUE BBIYUCIUTENIbHON CIOXHOCTU MO CPAaBHEHUIO C MOAXOA0M
Ha ocHoBe pacmupeHust 9acToTel FS-FBMC/OQAM-OTEFS, KoTOpHIiA, B CBOIO OUepelb, YKe
IIPEBOCXOIUT METOM MPSIMOM MOAYISIINU U meMomynsnuu curHaaioB FBMC/OQAM-OTES.
Pesynbrarel MonenupoBaHusl IPOBEIEHHBIX UCCIEIOBAHUI HATJISIIHO MOKAa3bIBAIOT, UTO MpPU
HCIOJIb30BaHUU TipoToTuna-duasTpa Phydyas ¢ koaddunmentom nepekpoitusi K = 4 paznuu-
uele BapuaHThl PPN-FBMC/OQAM-OTFS neiicTBUTEIbHO MOTYT O0ECIEeUUTh CYIICCTBEH-
HBII BBIUTPHIII B BBIYMCIUTEILHON CIOXHOCTH B 2,5—4 pa3a IIpu SHEPreTUYeCKUX TOTepsIX He
6osiee 1 n1b o cpaBuenutio ¢ FS-FBMC/OQAM-OTFS. D1u pe3ynbrarsl ObUIN TTOJTYYEHBI TTPU
CTaHIapTHBIX MHOTOJIyuYeBbIX KaHanax, Takux Kak EPA, EVA u ETU kak B ymMepeHHO-, TaK B
BBICOKO-AMHAMUYHBIX clieHapusx. [TolydeHHbIe pe3ynbTraThl MO3BOJISIIOT MPEAIOI0XUTh, YTO
texHosoruss PPN-FBMC/OQAM-OTEFS sBasercs paboTocriocoOHOM U MepCrieKTUBHON allb-
TepHaTuBON TpagumoHHoMy OFDM B ycinoBusix 6ecripoBOAHON CBSI3U C BHICOKOW MOOWJIb-
HOCTBIO.

Kmouesbie ciosa: OFDM, OTFS, FS-FBMC/OQAM-OTFS, PPN-FBMC/OQAM-OTES, BbI-
COKO-IIMHAMUYHBIH KaHa

Jlnga matupoBanusa: Khuc B.T., Gelgor A.L. Low computational complexity technique based on
a polyphase structure for modulation and demodulation of FBMC/OQAM-OTEFES signals //
Computing, Telecommunications and Control. 2025. T. 18, Ne 4. C. 53—66. DOI: 10.18721/JC-
STCS.18405

Introduction

Currently, more diverse transmission channel conditions have emerged in communication systems
including highly dynamic channels due to increased user speeds [1]. This causes the transmission chan-
nel to be frequently affected by time and frequency selectivity, resulting from multipath and Doppler
effects [2].

In modern communication systems, including 5G New Radio, Orthogonal Frequency Division Mul-
tiplexing (OFDM) modulation remains the preferred choice due to its ability to mitigate Inter-Symbol
Interference (ISI) and its simplicity in design [3]. However, OFDM modulation suffers severe perfor-
mance degradation in highly dynamic channels caused by Inter-Carrier Interference (ICI). Additionally,
OFDM provides high Out of Band Emission (OOBE) levels due to the use of rectangular pulse for the
signal generation and low spectral efficiency due to the use of cyclic prefix [3, 4]. Therefore, in recent
works [35, 6], a new modulation technique called FBMC/OQAM-OTFS (Filter-Bank Multi-Carrier
with Offset Quadrature Amplitude Modulation and Orthogonal Time-Frequency Space pre-processing)
has been proposed to overcome these limitations. This technique has the following advantages:

© Xyk B.T., Fenbrop A.J1., 2025. N3aaTenb: CaHKT-MeTepbyprckuii NONMTEXHUYECKUI yHUBEpeUTET MeTpa Benvkoro
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1) it provides low OOBE levels due to the use of prototype filter for each subcarrier;

2) cyclic prefixes are not required, leading to an increased spectral efficiency;

3) its Bit Error Rate (BER) performance doesn’t fall, i.e., doesn’t saturate, even in highly dynamic
wireless channels.

Despite its significant performance advantages, the direct implementation of FBMC/OQAM-OTES
(Direct-FBMC/OQAM-OTEFES) faces major limitations in terms of computational complexity. Specif-
ically, it requires extremely high computational demands, as well as substantial processing and latency
burdens for the system [6, 7]. The work [7] has shown that the computational cost of the Direct-FBMC/
OQAM-OTFS modulation/demodulation scheme can be up to 10* times higher than that of conven-
tional OFDM schemes. Therefore, the implementation of Direct-FBMC/OQAM-OTES in next-gen-
eration communication systems is practically infeasible.

A commonly adopted approach for implementing the FBMC/OQAM-OTEFS technique is based on
frequency spreading (FS) FBMC/OQAM-OTES. This approach aims to filter the real and imaginary
parts of information symbols in the frequency domain by upsampling and filtering before the Inverse
Fast Fourier Transform (IFFT) operation with the extended size. The FS-FBMC/OQAM-OTFEFS allows
a reduction of the computational complexity compared to the direct method by up to hundreds of times
[7, 8]. However, the computational complexity of the FS-FBMC/OQAM-OTEFS technique is still very
high compared to the OFDM modulation (about 11—16 times higher) due to the use of the Fast Fourier
Transform (FFT)/IFFT blocks of extended-size [4]. As a result, the adaptation of FBMC/OQAM-
OTES in next-generation mobile communication systems continues to face considerable challenges.

In this work, we propose two variants of the FBMC/OQAM-OTFS implementation based on a
polyphase network structure (PPN-FBMC/OQAM-OTEFS). Unlike the FS-FBMC/OQAM-OTES ap-
proach, in the PPN-FBMC/OQAM-OTES approach, the filtering process is implemented by the filter
bank based on the polyphase structure, similar to how it is done for FBMC/OQAM [7]. The proposed
PPN-FBMC/OQAM-OTES schemes achieve a reduction in computational complexity by a factor of
2.5 to 4, with less than 1 dB energy loss across various multipath channel profiles, compared to FS-
FBMC/OQAM-OTFS.

Direct form of FBMC/OQAM-OTFS implementation

Through this paper, we assume that one FBMC/OQAM-OTFS framework has a bandwidth BW
and a period 7, in which B, contains M subcarriers and 7, is divided into N sub-symbols (i.e.,
B, = MAf, T rame — IVT). Then, the Doppler and delay steps can be expressed as 1/NT and 1 /MA, re-
spectively. The transformation chain in system using FBMC/OQAM-OTES is shown in Fig. 1. Fig. 2
shows the Delay-Doppler (DD) grid that is used to map/demap the information symbols in the OTFS
Pre/Post-Processing procedure.

In the FBMC/OQAM-OTFS technique, QAM information symbols are first mapped into the DD
domain — xPP°[n, [], where n =0, ..., N— 1,1 =0, ..., L — 1. Then, x°[n, [] are converted in the
time-frequency (TF) domain X" [m, k] by using inverse symplectic FFT (ISFFT) [1]:

N-1 L-1
X [l,k]:;z x°P [n,l]exp(—j%{m—ﬁﬁ. (D)
N K
In an FBMC/OQAM system, OQAM pre-processing is performed in the TF domain by shifting the
real and imaginary parts of QAM symbols by half of the symbol period, 7/2. As a result, after OQAM
pre-processing, the symbol count is doubled compared to a conventional OFDM modulation, and the
symbol period becomes equal to 7/2 [5, 6]:
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Finally, the transmitted FBMC/OQAM-OTES signal is generated by using the Heisenberg transfor-
mation [5, 6]:

S(t) = fzf X [m,k']gTX (l —%) exp(janAf(t —%D, (3)

m=0 k'=0

where g'*(?) is the transmit prototype filter.
At the receiver, the time-domain signal without a noise component can be represented as follows

[5, 6]:

r(t):J.J.h(r,v)exp(j2nv(t—r))s(t—r)dtdv, 4)

where A(t, v) is the channel response in the DD domain which in turn can be represented as follows
[5, 6]:

h(r,v)=ZP:hPS(I—rP)S(V—Vp), (5)

where hp, T, and v, are the average path gain, path delay and path Doppler shift of the p-th path; and
P is the number of signal propagation paths.
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To detect information symbols in the TF domain, the matched filter and Wigner transformation are
used [5, 6]:

G(T,v)zIeXp(—j2n(t—r))gRX (t—1)r(r)ds; (6)
YLK =G(t,v) Ty (7)
By applying OQAM post-processing, the QAM information symbols are taken as follows [5, 6]
(Y"[m.k], m=0, ..., N=1, k'=0, ..., 2L—1} -
)

> {Y"[mk], m=0, ..., N=1, k=0, .., L-1}.

Then the received information symbols in the DD domain are obtained by using symplectic FFT
(SFFT) as follows [5, 6]:

PP [n’l]:;ZZYTF[m,k]exp(—j%t(%—%jj. 9)

The Direct-FBMC/OQAM-OTFS modulation/demodulation incurs extremely high complexity
due to the need for 2D transform calculations in [1, 9]. Therefore, this issue needs to be overcome before
FBMC/OQAM-OTES can be practically deployed in next-generation mobile networks.

In FBMC/OQAM-OTFS technique, the OTFS 2D-transformations add only a moderate com-
putational load, whereas the FBMC/OQAM, which is a combination of 2D-transformations with the
extended size and prototype filtering, dominates the overall complexity. Therefore, the focus here is on
simplifying the FBMC/OQAM scheme.

FBMC/OQAM-OTFS implementation with frequency spreading

An alternative approach for implementing the FBMC/OQAM-OTFS modulation/demodulation is
the frequency spreading technique (FS-FBMC/OQAM-OTFS) [7]. In this approach, the real and im-
aginary parts of the information symbols are processed in the frequency domain through an upsampling
and filtering operation performed prior to the IFFT with an extended size. The structure of the FS-
FBMC/OQAM-OTFS scheme is illustrated in Fig. 3.

™
Frequency Spreading
QAM OTFS Pre- ()(‘) \M-Prc- R Prototype filter |y IFFT with Overlap and
7 1 Proc 1 Processin g 1

Upsamp er | |
Modulation Processing 2 psampler (K) (2K~ 1 cocft) extended size sum

RX

extended size (2K 1 coett) K Processing Demodulation

Frequency De-Spreading
FETwith | | ] Prototype flier Downsampler | | | Oﬁiti,'.ﬂf OTFS Fost- QAM

Fig. 3. FS-FBMC/OQAM-OTFS scheme
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Fig. 4. Illustration of summing of overlaping FBMC/OQAM-OTEFES symbols

At the transmitter, at the first stage, the OQAM pre-processing is used after ISFFT operation, where
the in-phase and quadrature components of the QAM symbols are time-shifted by half the symbol du-
ration. As a result, the orthogonality between subcarriers is preserved. After OQAM pre-processing,
each OQAM symbol is upsampled by the overlapping factor of K and filtered by a prototype filter in
the frequency domain. This combination of upsampling and filtering process constitutes the frequency
spreading operation. Accordingly, the IFFT size is extended by a factor of K. As can be seen from Fig. 4,
at the final stage, the transmitted signal is formed by summing of overlapping FS-FBMC/OQAM-
OTES symbols following each other with a step of N/2 samples. At the receiver, the received signal is
processed in the reverse order of the transmitter operations, with the real and imaginary parts being
handled separately.

Proposed low computational complexity FBMC/OQAM-OTFS implementation

The FS-FBMC/OQAM-OTFS technique is still ineffective in terms of the computational complexi-
ty due to the use of frequency spreading and FFT/IFFT operations with the size KN. Therefore, in this
work, we propose two alternative implementation approaches for the FBMC/OQAM-OTFS technique
based on a polyphase structure (PPN-FBMC/OQAM-OTFS).

The filters used for FBMC/OQAM-OTFS modulation are a finite impulse response (FIR) filters with
the length P = KN. The relationship between the input and output of the filter is expressed as follows:

y[n]=§h,~x[n]~ (10)

Applying the Z-transformation to (10), we obtain

P-1 ) N-1K-1
H(Z)=Yh[i]Zz7 =Y. h[kN +n]Z "™ =
i=0 n=0 k=0
N-1[/ K-1 N-1 (11)
- ( h[kN +n)Z" kNjZ” =Y E(2")z ",
n=0 \ k=0 n=0
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Fig. 5. Polyphase structure in PPN-FBMC/OQAM-OTES transmitter

K-1
where £, (Z N) = z h (kN + n) Z ™ is the elementary component of the filter H(Z). As seen from (11),
k=0

the filter H(Z) can be decomposed into /N elementary components, as depicted in Fig. 5.
Consider a version of the H (Z) filter, which is obtained by shifting of H(Z) by i/N in the frequency
domain. Using the polyphase representation, HI.(Z) filter is defined as:

P-1 N-1K-1

H, (Z) h[ o/ 2miIN 7 i kN in jZm‘(kNJrn)/NZ—(kNJrn) _

i=0 n=0 k=0

NI (12)
ej21mi/NEn (ZN)Z—n

=0

=

Denote W = exp(—j2n/N). From (12), it follows that the filter bank is obtained by shifting H(Z) in
the frequency domain by a multiple of 1/N and is defined as follows:

CH(2)] [t 1 . 1 E(2Y)
Hz) || v e W 27 (2) (13)
H, (Z) 1 (N W—(N—1)2 | _Z—(N—l)EN_] (ZN )_

Obviously, matrix W is the matrix of an IFFT operation. Accordingly, the corresponding filter bank
structure at the transmitter side is illustrated in Fig. 6. At the receiver side, the filter bank corresponds
to an FFT operation as described in (14), and its structure is also depicted in Fig. 6.

CH(z) ][ 1 . 1 E(2Y)
H(z) | |V W . W 7R (2Y) (14)
@] w2
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Fig. 7. PPN-FBMC/OQAM-OTEFS scheme

Unlike the approach based on the frequency spreading, the PPN-FBMC/OQAM-OTEFS technique
uses only two FFT/IFFT operations with the size of N, thus significantly reducing computational
complexity of the implementing the FBMC/OQAM-OTES. The scheme of the PPN-FBMC/OQAM-
OTES technique is shown in Fig. 7.

This work also proposes an approach to further reduce the computational complexity of the
PPN-FBMC/OQAM-OTES transmitter, referred to as the low-complexity PPN-FBMC/OQAM-
OTEFS scheme. In this approach, complex information symbols are used instead of two OQAM symbols
as the input of IFFT block, which reduces the cost of two N-IFFT operations to one N-1FFT operation
with additional signal processing. To achieve this, the principle of computing the discrete inverse Fourier
transforms of two real functions simultaneously using a single IFFT block, as described in [9], is utilized.
The multiplication with the phase rotation from OQAM pre-processing in the frequency domain can be
replaced by a circular shift of N/4 in time domain [10]. The scheme of low-complexity PPN-FBMC/
OQAM-OTES transmitter is shown in Fig. 8.

Computational complexity comparison

An important factor in the computational complexity analysis is the agreement about computational
complexity of the multiplication of two complex numbers. Usually, it is used two common ways: either
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Fig. 8. Low-complexity PPN-FBMC/OQAM-OTFS transmitter

using three additions and three multiplications or using two additions and four multiplications of real
numbers [7]. Since the cost of multiplication is significantly higher than that of addition [7], this work
adopts the first method. Based on this assumption, the computational complexity of different considered
modulation/demodulation techniques is summarized in Tables 1 and 2.

Table 1
Computational complexity comparison on the transmitter side
Number of real multiplications Number of real additions

OFDM Tx L(N(log,N - 3) + 4) L(3N(log,N-1)+4)
OTFS Tx 3L(N(log,N —3) +4) 3L(3N(log, N-1)+4)
Direct-FBMC/OQAM Tx 6LN’K> + 4LN(K — 1) 6LN’K> + N2K — 1)(2L - 1)

2L(NK(log,NK — 3) + 2L(3NK(log,NK — 1) + 4) +
FS-FBMC/0QAM Tx +4+2N(K - 1) +ON(K - 1)L - 1)

- 2L(3N(log,N — 1)+ 4+ 2N(K — 1) +

PPN-FBMC/OQAM Tx 2L(2NK + N(log,N — 3) + 4) TONL+K-2)

L(3N(log,N— 1)+ 4 +4NK - 1) +
+4N) +2N(L + K -2)

Low-complexity

PPN-FBMC/OQAM Tx L(N(log,N - 3) + 4 + 4NK)

Direct-FBMC/OQAM-OTFS Tx 6LN*(1 + K?) + 4LN(K — 1) 6LN(1 + K2 + NQK — )L - 1)
2L(N(log,N—3)+4)+ 2LGN(log, N — 1)+ 4) +
FS-FBMC/OQAM-OTFS Tx +2L(NK(log,NK - 3) + + 2L3NK(log,NK — 1) +4) +
+4+2N(K — 1)) +IN(K— 1)L - 1)
2L(N(log,N—3)+4) + 2LG3N(log N — 1) + 4) + 2L(3N(log,N— 1)+
PPN-FBMC/OQAM-OTFS Tx +2LQNK + (N(log,N — 3) + 4)) + 4+ 2NK - 1))+ 2N(L + K - 2)
Low-complexity 2L(N(log,N —3)+4) + 2LGN(log,N— 1) +4) + LB3L(logN — 1)
PPN-FBMC/OQAM-OTFS Tx L(N(log,N - 3) + 4 + 4NK) +4+4N(K - 1) +4N) +2N(L + K - 2)

Tables 1 and 2 show the dependences of the number of required operations on the values of NFFT
(in Tables 1 and 2 it is marked as NV to abbreviate notation), L and K. It is clear that the FS and PPN
approaches allow us to reduce the required costs, but it is difficult to draw an exact conclusion. There-
fore, Table 3 provides a comparison of the computational complexity of various modulation techniques
in terms of the number of real multiplications and additions for N = 256, L = 20, and K = 4.
The results indicate that the computational complexity of OTFS modulation/demodulation is three
times higher than that of OFDM for both real multiplications and additions. Regarding FBMC/OQAM
techniques, the direct methods (Direct-FBMC/OQAM and Direct-FBMC/OQAM-OTES) exhib-
it extremely high computational costs, requiring 4902.3 and 5208.6 times more real multiplications
and 1169.4 and 1242.5 times more real additions, respectively, compared to OFDM. By contrast, the
FS-FBMC/OQAM and FS-FBMC/OQAM-OTFS schemes substantially reduce computational com-

plexity relative to the direct methods but still demand 13.6—15.6 times more real multiplications and
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10.9—12.9 times more real additions than for OFDM, remaining considerably higher number of
computations than both OFDM and OTFS. Notably, approaches based on the polyphase network
(PPN-FBMC/OQAM and PPN-FBMC/OQAM-OTFS), along with their simplified versions, achieve
significant reductions in computational complexity, requiring only 1.4—7.2 times more operations
than for OFDM. In particular, the low-complexity PPN-FBMC/OQAM-OTFS scheme requires only
6.2 times more real multiplications and 3.4 times more real additions than OFDM.

Table 2

Computational complexity comparison on the receiver side

Number of real multiplications

Number of real additions

OFDM Rx

L(N(log,N - 3) + 4)

LB3N(log,N— 1) +4)

OTFS Rx

3L(N(log,N —3) + 4)

3L(3N(log,N — 1)+ 4)

Direct-FBMC/OQAM Rx

6LN?K? + 4LN(K — 1)

6LN’K?

FS-FBMC/OQAM Rx

2L(NK(log,NK — 3) + 4 + 2N(K — 1))

2L(3NK(log,NK — 1) + 4) +
+2N(K ~ 1)L - 1)

PPN-FBMC/OQAM Rx

2L(2NK + N(log,N - 3) + 4)

2L(3N(log,N— 1)+ 4+ 2N(K — 1) +
+ 2N+ K —2))

Low-complexity
PPN-FBMC/OQAM Rx

L(N(log,N — 3) + 4 + 4NK)

LBN(og,N - 1)+ 4+ 2N(K — 1) +
2N+ K —2))

Direct-FBMC/OQAM-OTFS Rx

6LNY(1 + K?) + 4LN(K — 1)

6LN(1 + K?)

FS-FBMC/OQAM-OTFS Rx

2L(N(log,N —3) +4) +
+2L(NK(log,NK — 3) + 4 +
+2N(K - 1))

+2L(3NK(log NK — 1)+ 4) + 2N(K — 1)(2L — 1)

2L(3N(log,N — 1)+ 4) +

PPN-FBMC/OQAM-OTFS Rx

2L(N(log,N—3) + 4) + 2L(2NK +
+ (Nlog,N—3) +4))

2L(3N(log,N— 1) + 4) + 2L(3N(log,N - 1) +

+ 44 2NK — 1)+ 2N(L + K — 2)

Low-complexity
PPN-FBMC/OQAM-OTFS Rx

2L(N(log,N —3) +4) +
+ L(N(log,N — 3) + 4 + 4NK)

2L(3N(log,N — 1) +4) + L(3N(log, N - 1) +

+44+2NK — 1)+ 2N(L + K — 2)

Table 3

Computational complexity comparison for the case of N =256, L =20, and K = 4

Number of real multiplications Number of real additions divided

divided by such a value for OFDM by such a value for OFDM
OFDM 1 1
OTFS 3 3
Direct-FBMC/0QAM 4902.3 1169.4
FS-FBMC/OQAM 13.6 10.9
PPN-FBMC/0QAM 5.2 2.6
Low-complexity PPN-FBMC/0OQAM 4.2 1.4
Direct FBMC/0OQAM-OTFS 5208.6 1242.5
FS-FBMC/OQAM-OTFS 15.6 12.9
PPN-FBMC/OQAM-OTFS 7.2 4.6
Low-complexity 6.2 34
PPN-FBMC/OQAM-OTFS
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Simulation results and discussion

The simulation parameters are summarized in Table 4.

Table 4
Simulation parameters
Parameters Value
CP-OFDM, OTFS, FBMC/OQAM, Direct-FBMC/
Modulation technique OQAM-OTEFS, FS-FBMC/OQAM-OTEFS, PPN-FBMC/
OQAM-OTES, low-complexity FBMC/OQAM-OTFS

Neer 256
Number of active subcarriers, M 200
Number of symbols, N 20
Length of cyclic prefix in samples (for CP-OFDM) 20
Modulation QPSK
Equalization method LMMSE
FEC LDPC with code rate 1/2
Prototype filter Phydyas
FBMC/OQAM overlapping factor, K 4
Channel model EPA/EVA/ETU
Maximal Doppler shift (Hz) 5—3000

Shapes of signal spectrum

Spectrum shapes of different modulations are shown in Fig. 9. According to it, all combinations
of modulations are divided into two groups: containing and not containing FBMC. That is the first
group includes OFDM, OTES signals, and the second group includes Direct FBMC/OQAM, Di-
rect-FBMC/OQAM-OTEFS, FS-FBMC/OQAM-OTFES, PPN-FBMC/OQAM-OTFS and low-com-
plexity PPN-FBMC/OQAM-OTES signals. Spectrums of each group are almost the same. Modula-
tions containing FBMC provide up to about 100 dB lover level of OOBE with respect to others. Further
reduction of the OOBE level can be achieved by applying a higher value of K.

BER Performance

Fig. 10 shows the BER performance of OFDM, OTFS and FBMC/OQAM-OTES signals under
the EVA channel model at Doppler shifts of 70 and 700 Hz, assuming perfect channel estimation. As
illustrated, the Direct-FBMC/OQAM-OTFS, FS-FBMC/OQAM-OTEFES and OTFS signals exhibit
identical BER performance, while the PPN-FBMC/OQAM-OTFS and low-complexity PPN-FBMC/
OQAM-OTES signals likewise achieve the same BER performance. Direct-FBMC/OQAM-OTES,
FS-FBMC/OQAM-OTEFS and OTEFS signals provide energy gain with respect to CP-OFDM signal,
about 1.52 and 1.35 dB at the BER = 10~ for the Doppler shifts of 70 and 700 Hz, respectively. Mean-
while, using PPN-FBMC/OQAM-OTEFS and low-complexity PPN-FBMC/OQAM-OTEFS signals
provides an energy loss of only about 0.81 and 0.67 dB compared to the OTFS, Direct-FBMC/OQAM-
OTFS and FS-FBMC/OQAM-OTFS signals for the Doppler shifts of 70 and 700 Hz, respectively. It
can be explained that the frequency spreading implementation allows for a more accurate control of
the filter bank’s frequency response by manipulating each subcarrier individually in the frequency
domain. This leads to improvement suppression of ICI compared to the conventional PPN implemen-
tation! [11].

! Prototype filter and structure optimization, Available: http://www.ict-phydyas.org/delivrables/PHYDYAS-D5.1.pdf (Accessed 04.12.2025)
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Fig. 9. Spectrum shapes of OFDM, OTFS, FBMC and their combinations. N = 256
and the number of active subcarriers M = 200. For FBMC Phydyas filter is used and K= 4
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Fig. 10. BER performance over EVA 70/700 Hz of different modulation techniques

Table 5 shows the values of 4% of mentioned modulation techniques at the BER = 10~ for different
multipath channel profiles EPA, EVA and ETU from moderate to highly dynamic scenarios. From
Table 5 it follows that the relative positions of the BER curves in Fig. 10 remain the same, only the
absolute values of 4> change. For PPN-FBMC/OQAM-OTFS and low-complexity PPN-FBMC/
OQAM-OTES signals, the energy losses are approximately about 0.57, 0.62, 0.68, 0.8, 0.41 and 0.95 dB
compared to Direct-FBMC/OQAM-OTFS and FS-FBMC/OQAM-OTES signals in EPAS, EPA500,
EVA70, EVA700, ETU300 and ETU3000, respectively. For CP-OFDM signal, the energy losses are
approximately about 1.12, 1.22, 3.36, 1.51 and 3.16 compared to Direct-FBMC/OQAM-OTFS and
FS-FBMC/OQAM-OTFS signals in EPAS5, EPA500, EVA70, EVA700 and ETU300, respectively.
CP-OFDM signal is not reached BER = 10~ even on the noise-free channel, 4> = inf.
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Table 5
The energy cost of modulation techniques at the BER = 10—

DI | omaioiies | et | FINFIMG | crom
OQAM-OTFS*

EPA5 22.63 0 0.57 0.57 1.12
EPA500 14.25 0 0.62 0.62 1.22
EVA70 12.29 0 0.68 0.68 1.35
EVA700 8.23 0 0.8 0.8 1.52
ETU300 7.19 0 0.41 0.41 3.16
ETU3000 9.98 0 0.95 0.95 —

* The energy loss relative to Direct-FBMC/OQAM-OTEFS at BER = 10,
** BER = 10~* is not reached even on the noise-free channel, 4% = inf.

Conclusion

This paper introduces a low-complexity FBMC/OQAM-OTEFS scheme based on a polyphase struc-
ture (PPN-FBMC/OQAM-OTEFS) for future wireless communication systems. Simulation results
demonstrate that the proposed PPN-FBMC/OQAM-OTES approaches achieve a reduction in compu-
tational complexity about 2.5—4 times, with an energy loss of no more than 1 dB under various channel
models with different maximum Doppler shifts, when compared to the FS-FBMC/OQAM-OTFS tech-
nique. These findings suggest that the PPN-FBMC/OQAM-OTES technique is a feasible and promi-
sing alternative to conventional OFDM in high-mobility wireless scenarios.
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Annoramusa. Hacrosimuii mpoeKT OCHOBaH Ha armnapaTHOM O0eCHeYeHUU C OTKPBIThIM KC-
XOIHBIM KofoM. Ero dyHKuuu ObuIH MepepaboTaHbl U YJIyYIleHbl, BKIOYasl YCOBEPIIEHCTBO-
BaHUE CXEM arrnapaTHOTO MPOTrpaMMUPOBAHUS U MUTaHUsI. Bbula poBeeHa MOMOTHUTEIbHAS
pa3paboTKa Ha CUCTEMHOM YPOBHE ISl peain3allii BCTPOEHHOTO CUCTEMHOTO MHTep(deiica u
porpaMMBbl JIsi METeOCTaHIIUM ¢ yacamMu. B xome pa3paboTku Moaudukanus GyHKINOHATb-
HOCTU YCTpOWCTBa MOTpeboBajla TECHOU KOOpAMHALUM MEXIy MPOTpaMMHBIM U ammapaTHbIM
obecrneyeHUEM, a TakxKe ONTUMM3AalMU KOHCTPYKUMU Koprmyca. [Ipu yBeauueHun moTpediie-
HUS pecypcoB Uisi obecrieyeHus] HaJeXHOW padoThl MOTpeboBajach HACTpOIKa ammapaTHO-
ro obecrieyeHUs U ONTUMU3ALUS MporpaMMHoro odecrneyeHus. Paspaborka yctpoiictB UH-
tepHera Beuieil (IoT) TpebOyer komriuiekcHoro momxoma. Mcxonms M3 1LENeBBIX TEXHUYECKUX
XapaKTepUCTUK, HEOOXOMUMO paccMaTpuBaTh B KOMILIEKCE armapaTrHoe, MporpaMMHoe obe-
crieyeHue W au3ailH kopryca. Pe3ynbraThl MoKa3blBalOT, YTO ONTUMU3UPOBAHHBI MCTOYHUK
MUTaHUs, MPOrpaMMHOE OOeCIleYeHMe ¢ HU3KUM DHEpromnorpedseHrueM U TepModbbheKTUB-
HOCTb KOpITyca 3HAYUTEJbHO YBEJIWUYMUBAIOT CPOK CIYXKOBI U YJIyUyIIalOT CTAOUJIBHOCTh pabOTHI
loT-ycTpoiicTB.

KmoueBblie cioBa: pa3paboTKa BCTpauMBaeMbIX CUCTEeM, yCTpoiicTBa, nHTepHeT Beuei (1oT), nu-
cruieil Ha OCHOBE JIydeIlpeJOMJISIEMOI TPU3MBbI, ONTUMU3alLUs HEPronorpedaeHus, rpadpuue-
ckuit uatepderic nmonaws3opates (GUI)

Bbaaronapuoctu: f xoten 6b1 mobaarogaputhb [1aH Ukuxyasi, aBTopa MpoeKTa ¢ OTKPBITHIM UC-
XOIHBIM KOJOM, IOJib30BaTeseil (hopyMa NpoeKTa, MOl YHUBEPCUTET U €ro IpernojgaBaTelib-
CKMI COCTaB 3a MOMOIIb B peain3aluu JaHHOTO UCCIeT0BaHUSI.

Jlna marupoBanms: Xu Luolan. Design of IoT device using beam-splitting prism display // Com-
puting, Telecommunications and Control. 2025. T. 18, Ne 4. C. 67—75. DOI: 10.18721/JC-
STCS.18406

Introduction

With the rapid development of information technology, the proliferation of Internet of things (IoT)
devices has permeated various aspects of personal life, such as smart home and smart in-car systems.
Therefore, the rapid development of versatile IoT interactive terminal devices capable of connecting to
various gateways holds significant research value and importance [1].

This paper explores the secondary development of an open-source beam-splitting prism display de-
vice, enabling beginners to learn and master hardware design and optimization, as well as secondary
software development and comprehensive understanding of embedded systems [2].

Progress in electronics often comes from standing on the shoulders of giants. Open-source projects
represent the cumulative effort of numerous developers gradually refining a design. This study focuses
on creating an IoT device based on ESP32 hardware circuits and beam-splitting prism display, involving
circuit optimization, program modification, and functional enhancements such as temperature control
and weather information display. By creating an actual application, the device can later be extended into
a multifunctional integrated system — hence the project name AIO (All-In-One).

© Ctoii J1., 2025. U3patenb: CaHKT-MNeTepbyprckuil MoNUTEXHUYECKUIA YHUBEPCUTET MeTpa Benunkoro
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Research design

The ESP32-PICO-D4 was selected as the core controller for this research. It features a dual-core
32-bit processing core, RTC and low-power management module [3], and provides complete Wi-Fi and
Bluetooth functions, which greatly enhances the device’s practicality.

For the display, given the current trend toward transparent frameless screens, a balance between
technology and cost-effectiveness was sought. The method of prism refraction display can be used to
present various functions in a “transparent” manner at low cost. This project’s name AIO emphasizes
that the hardware platform serves as a foundation upon which a wide range of functions — such as the
weather and time display in this implementation — can be added through secondary software deve-
lopment.

Hardware design

Based on the open-source hardware, this project focuses on implementing weather and time display
with network NTP synchronization. The original hardware design supported only basic image display
functions, resulting in relatively low power consumption. However, the long-term simultaneous opera-
tion of network time synchronization, screen display, accelerometer, RGB lights and other components
will greatly increase the overall circuit power consumption, requiring modifications to the hardware
power supply [4].

The updated hardware design is as follows.

A two-layer printed circuit board (PCB) design was adopted. The upper PCB is designed for screen
display and optimized power supply. According to the size of the prism, a 1.3-inch IPS color display
with a 240x240 resolution (square format) was selected, ensuring the display area aligns precisely with
the prism’s refracting region. The lower PCB integrates main controller, accelerometer, RGB lights
and TransFlash card slot. The two circuit boards are connected by flexible flat cable (FFC) connec-
tors, which provide power and signal communication. Fig. 1 shows the front view of the lower main
control board of the device.

For the upper voltage-stabilizing display module of the device, the original circuit’s voltage-sta-
bilizing chip failed to provide stable power supply, and it was replaced with the ME6211 linear voltage
regulator to supply power to the entire device. Fig. 2 shows the front-side layout of the voltage-regulator
and display board.

Since there are no physical buttons, all control and interaction rely on the MPU6050 acceler-
ometer, which is placed in the middle of the lower main control board circuit to ensure accurate
parameters during program initialization. The ESP32 and the CP2102 chip (used for programming)

Fig. 1. Lower main control board
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Fig. 2. Front-side layout of the voltage-regulator and display board

are placed on the upper and lower sides of the accelerometer, respectively, while the Type-C port and
RGB LEDs are placed on the left and right sides. The back of the main control board is designed with
a TF card slot for storing images and videos in later stage, as well as files for development and calling.
This helps to save the memory space of the MCU itself.

The original project used the LP2992 linear voltage regulator, which supports a maximum output
current of 250 mA. However, the screen alone requires approximately 100 mA when illuminated. More-
over, subsequent maintenance programs occupy a large amount of processing capacity, leading to ex-
cessive power consumption that can cause severe heating of the low-dropout (LDO) regulator and even
program crashes. To solve this problem, this project replaced the ME6211C33 linear voltage regulator
chip in the screen’s power supply board, increasing the load current capacity to 500 mA and thereby
resolving the issue of overheating of the original IC. The optimized parameters of the updated circuit
are shown in Table 1.

Table 1
Comparison of updated device parameters

Ripple rejection ratio

45 dB @ 100kHz

Original Modified
Performance parameters LP2992 3V3 SGM662K-3.3
Maximum output current 250 mA 500 mA
Typical dropout voltage 115 mV @ 100mA 130 mV @ 300 mA
200 mV @ 150mA 200 mV @ 500 mA
Quiescent current Typical 170 pA Typical 30 pA
75dB @ 1kHz 75dB @ 1 kHz

40dB @ 10 kHz

Protection functions

Overcurrent, overtemperature, reverse
current protection, enable control

Overcurrent, overtemperature,
reverse current protection

Input voltage range 2.5V~ 16V 2.2V~ 5.5V
Operating junction temperature range —40°C ~ +125°C —40°C ~ +85°C
Circuit ripple 22 mV 18 mV
Cost Relatively high Very low

It can be seen that the updated power supply IC provides optimization in terms of low power con-
sumption, high-current drive capability and cost-effectiveness. Additionally, actual tests show that the

power ripple across the overall power supply has been reduced.
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Fig. 3. System design mind map

Software framework

Based on the hardware design, the software must account for the actual computing power of the
MCU. Therefore, the light and versatile graphics library (LVGL) was selected to handle the control
display interface, which also helped shorten the software development cycle. The logical design of the
system framework can be understood from the overall system design mind map shown in Fig. 3.

It can be seen that all functions are implemented through the main control class (system graphical
interface). Since the hardware uses an accelerometer for control, the sensor’s output is processed as
the key value to realize human-machine interaction logic, which is the core control method of the
device — operation via the gyroscope sensor. At the software level, the key value can be used as a con-
troller to select the running app code module, thereby realizing different functions [5]. Once inside
the app, the key value is also used for control or selection. In this way, the integrated sensor fully re-
places various external devices such as computer mouse or keyboard, making the device very compact
and fully functional — consistent with the design philosophy of small, portable IoT devices.

Each app (structured as a module) can access public resources as long as it meets the interface
specifications of the overall framework. For example, access to the TF card, RGB lights, global con-
figuration files, network settings and small system parameters can all be modified and controlled. This
low-coupling program design enables rapid customization of software according to existing hardware
resources during app development.

It should be noted that, due to the physical characteristics of the light-splitting prism, during the
system development process, the image displayed on the screen must be mirrored to display the correct
content that appears on the front side of the prism.

Implementation of weather system app function

On the 1.3-inch color display, in addition to text data, weather icons can be added to enhance the
visual effect [6]. This requires the use of the display font library and the integration of the LVGL [7].
Since this project only uses weather and region-related content, other elements of the library can be
removed to save processor storage space.

For example, Chinese Amap Open Platform provides real-time updates of temperature, humidity,
wind strength and air quality for specified cities, as well as weather forecast information for the next
week. The app ID, app secret , city name, and network synchronization interval information are re-
corded in the ESP32 to avoid repeated settings after power loss or restart [8].

However, since weather conditions seldom change over short periods of time, displaying this infor-
mation is unnecessary. Moreover, this may lead to screen burn-in. Therefore, this project incorporates
dynamic clock display. On one hand, it can update data in real time to prevent screen burn-in; on the
other hand, it enhances the visual appeal of the weather app.
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The weather app consists of the following modules, coordinated via functions or messaging mechanisms:
1. Initialization Phase
a. Read or write weather-related configurations (e.g., city name, update interval).
b. Prepare basic styles such as fonts and color schemes for the interface.
c. Initialize runtime data for storing weather and time information.
2. Main Loop/Event Processing
a. Continuously monitor user input (e.g., return, left/right switching) and system messages
(e.g., Wi-Fi connection, parameter settings) in a loop or timed callbacks.
b. Determine the next action based on the current page type (weather or curve page): update
weather data or time, or simply display existing data.
3. Data Acquisition and Parsing
a. When the network is available, access the corresponding weather and time API; parse JSON
responses or timestamps.
b. When the network is unavailable, use local millisecond counters for time calculation until
connection is restored.
c. Store the obtained or calculated results in the runtime data structure.
4. Interface Display and Refresh
a. Update graphical interface when new data is available.
b. On the weather page: display current temperature, humidity, wind strength, city name, etc.,
along with animations.
c. On the curve page: draw weekly maximum/minimum temperature curve.
d. When the network is available, update the clock display (hours, minutes, seconds, date).
5. Exit/Cleanup
a. When the user or system requests to exit, destroy interface objects and styles, close back-
ground tasks, release memory and ensure that no system resources are retained.

The flowchart of the weather program design is shown in Fig. 4. It should be noted that the graphi-
cal interface of the weather app is developed based on LVGL, including interface and style, multi-page
management, weather display, forecast curve, clock and date display, animation effects, etc. This project
draws inspiration from the clock interface template made by Misaka. Image design is customizable ac-
cording to personal preferences and will not be described in detail in this paper.

Shell design

Since the designed loT device needs to run continuously and the ESP32 periodically performs
network time calibration through Wi-Fi, heat generated by the power supply and screen display will
inevitably accumulate [3]. If heat dissipation cannot be guaranteed, the operation stability of the
IoT device will be reduced [9]. Therefore, the shell connecting the main control PCB, screen PCB
and upper light-splitting prism will assume the main heat dissipation function. In the early stage, 3D
printing can be used to determine the rationality of the hardware structure distribution. In the later
stage, the designed structure can be made of aluminum alloy, and the shell model parameters can be
delivered to a factory capable of CNC machining [10]. Thanks to technological advancements and
the convenience of online shopping, the cost of small-batch design and processing has been greatly
reduced. It should be noted that due to the adoption of a metal heat dissipation shell design, the PCB
should use the via tenting process, and during assembly, the metal parts on the circuit board must be
properly insulated for the circuit.

Results

After powering on the assembled device, it first boots into the system’s main interface. From there,
the weather app can be selected and entered through tilt-based navigation. After entering the interface,
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Launch/enter the Weather app

Initialization:
Read/generate weather configuration
Initialize the styles required by the interface
Establish or prepare data structures

Main loop/event processing:
Menitor user operations and system messages
Decide to display
1, weather interface
2, curve interface based on the current interface

l

Data acquisition and analysis:
Analyze the temperature, humidity and other contents
and save them in the data structure

l

Interface display and refresh

l

User or system request to log out

Exit/Cleanup

Fig. 4. Weather app design flowchart

the program initially displays the default time and weather screen, and the time is updated according
to the RTC built into the ESP32, which ensures normal app operation. Shortly after, the device expe-
riences a brief lag, while the program is calibrating the weather and time data over the network. Sub-
sequently, the interface will display the synchronized information, indicating that the overall design
functions are operational. After 24 hours of continuous operation, as shown in Fig. 5, the displayed
time remains accurate to the second due to regular calibration, with no observed desynchronization.
This also demonstrates stable performance of the device’s network and weather display functions.

By touching the metal shell part, it is evident that most of the heat generated by the device is
transferred to the shell, and the temperature is stably controlled at a level slightly above ambient level,
indicating that the effective auxiliary heat dissipation is provided by the shell.

Finally, all content is presented in the transparent glass through the refraction and reflection of the
prism.

Conclusion

Through the design and implementation of this prism-based display IoT project, the intended func-
tions have been realized via integrated hardware and software design, shell design, and novel prism
display design. A deeper understanding of the comprehensive optimization of device stability has been
obtained. This project-based learning approach has proven to be a highly effective methodology.

During hardware design, it was found that after software updates, the screen failed to display prop-
erly due to insufficient current; the power supply was subsequently modified. During software design,
app development was carried out using a low-coupling approach to reduce redundant code. During
shell design, overheating was found to cause system crashes, and the shell material was improved to
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Fig. 5. Equipment operation

enhance overall thermal conductivity. These modifications were identified and implemented during
the secondary development of the original device.

Compared with the initial hardware design, the combination of optimized voltage-stabilizing cir-
cuit, metal shell and main control board heat dissipation realizes more stable voltage control, thereby
improving the stability of the module during long-term use and reducing circuit ripple noise. At the
software level, by setting public reusable interfaces, subsequent development on this hardware platform
can incorporate customized apps within the overall framework. The IoT module can adapt to different
usage scenarios by software upgrades, significantly reducing the app development cycle of the underly-
ing operating system.

In the future, the number of IoT devices is expected to show explosive growth and will appear in
all aspects of people’s lives in various forms [8]. In terms of interaction logic, design will continue to
engage human visual, motion, auditory, and tactile perception [5]. Presenting the interface in a more
elegant manner remains a persistent goal for engineers. Based on the design of the minimum core
module of the 10T, this project presents an interactive form different from traditional screen display.
It is hoped that through this way, open-source [oT devices can show a more diversified development.
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Abstract. This work presents the design and analysis of a reconfigurable hardware accelerator
for solving a system of linear equations using Jacobi method, implemented on a reconfigurable
device, as well as a comparative study of software and hardware implementations. Recent
advancements in computing capabilities have been hindered by the so-called “walls”: memory,
power consumption and clock frequency limitations imposed by current technology. Solutions to
overcome these “walls” include reconfigurable computing and high-level synthesis. The system
under development and analysis was described in the C++ language and implemented using a
high-level synthesis method, which reduces design time and enables more efficient exploration of
different hardware architectures. The comparative analysis showed a performance increment over
the original implementation, with energy consumption comparable to that of a modern mid-class
MiCroprocessor.
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AnHorammsa. B maHHoOli pabore mpeacTaBiaeHbl pa3paboTKa M aHaIU3 PEeKOH(MUTYPUPYEMOTO
arnmnapaTHOTrO YCKOPUTEJIsl UISl PeIlieHUs] CUCTeMbl JMHEHHBIX ypaBHEHU MeToaoM SIkobu, pea-
JIN30BAaHHOTO Ha peKOH(pUTyprpyeMoM ycTpoiicTBe. [IpoBeaeHo CpaBHUTEIbHOE UCCIIEIOBaHUE
TPOM3BOIUTEILHOCTH aIllapaTHOUW M MPOrpaMMHOI peanu3alnii. B mociemHee BpeMsT pocT BBI-
YUCIUTEBHBIX BO3MOXHOCTE! BBICOKOITPOM3BOAUTEIBHBIX BBIYUCIUTEIBHBIX CUCTEM CICPIKU-
BaeTCsl TAKUMM IIperpagaMu, Kak IaMsTh, SHEPrornoTpeOeHne, TaKTOBas 4acToTa, HaKJIadbl-
BaeMbIMM COBPEMEHHBIMU TEXHOJOTHUSIMU. PellleHUsIMU [UIsl MPEONoJIeHUsT YKa3aHHBIX IIperpa
SIBJISTIOTCSI PEKOH(MUTypUpYyeMble BIUMCIICHUsI U BBICOKOYPOBHEBBIM cuHTe3. Pa3pabarbiBaeMast
¥ aHaJIu3upyemasl cucTema Oblja omnvcaHa Ha s3bike C++ U peasim3oBaHa ¢ UCIOJb30BaHUEM
METOIa BHICOKOYPOBHEBOTO CHHTE3a, UYTO ITO3BOJIMIIO COKPATUThL BPEeMsI IIPOCKTUPOBAHMS U 3] -
(ekTUBHEE MCCIemOBaTh Pa3IMIHBIC anIapaTHbe apXUTeKTyphl. CpaBHUTEIBHBIM aHAIN3 T10-
KazaJjl yBeJIWUYeHUE TIPON3BOIUTEIIFHOCTH II0 CPAaBHEHUIO ¢ TIEPBOHAYATIBHON pealn3alneii mpu
MOTPeOIIEHUH DHEPTUM, COITIOCTABUMOM C COBPEMEHHBIM MUKPOIIPOLIECCOPOM CPEIHEro Kiacca.

KiioueBblie ciioBa: CynepKOMMbIOTEPHBI BBIUMCAUTENb, PEKOH(UIYpUpPYEMBbIil armapaTHBI
YCKOpUTENb, MeTOI AKOOU, CBEpXOOJIbIIME MHTErpaJbHbIe CXEMbI TTIPOrPaMMUPYEMOI JIOTUKMU,
BBICOKOYPOBHEBBIN CUHTE3, s13bIK SystemVerilogHDL, pekxoHdurypupyembie BoIYMCICHUS

Jna murupoBannsa: Gonzalez M.E., Antonov A.P. Design and analysis of a reconfigurable hard-
ware accelerator for solving a system of linear equations using Jacobi method // Computing,
Telecommunications and Control. 2025. T. 18, Ne 4. C. 76—86. DOI: 10.18721/JCSTCS.18407

Introduction

The computing capabilities of microprocessors increased steadily for decades. However, this trend
has recently been significantly disrupted due to the so-called “walls”: memory, power consumption,
clock frequency/technology. As an alternative to general-purpose microprocessors for performance-crit-
ical tasks, application-specific integrated circuits (ASICs) can be used. However, they involve high com-
plexity, cost and design time on the one hand, and narrow specialization for the solution of a single task
or the implementation of one algorithm, on the other hand. The solution of general problems using
graphics processing units (GPGPUs), which fall into the single instruction, multiple data (SIMD) cat-
egory according to Flynn’s taxonomy, is not efficient in terms of performance and power consumption,
since GPGPU is optimized for vector and vectorizable problems [1—3].

This trend is evident, for example, in the analysis of the Top 500 list. On the one hand, performance
growth can be observed, achieved by increasing the number of cores and power consumption. On the
other hand, as showed in [4], using the conjugate gradient method instead of the “classical” Linpack
leads to performance degradation of two orders of magnitude.

Thus, there is a relationship between performance and computing architecture: existing architec-
tures, optimized for solving one task, are not efficient for solving similar tasks with different methods,
let alone tasks of different classes.
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A solution to this problem is the use of hardware reconfigurable accelerators, whose physical struc-
ture is adapted to the algorithm of the task to be solved [5, 6].

The base of reconfigurable accelerators is hardware reconfigurable devices, such as field-program-
mable gate arrays (FPGAs). Widely known FPGAs enable the implementation of hardware solutions
for computationally complex tasks with high performance, close to that of ASICs, but with significantly
lower time and resource consumption. However, the traditional approach to FPGA design, including
the use of hardware description languages, require specialized knowledge and skills, which has essen-
tially limited the practical adoption of FPGAs as reconfigurable accelerators.

A solution to this problem is the use of high-level synthesis methods [7], which enable an abstrac-
tion of the complexity of hardware development. Apart from the automatization of the design process,
high-level development environments enable the generation and analysis of a wide range of hardware
architectures, including parallel and pipelined variants.

The system of linear equations (SLE) models a broad spectrum of scientific problems, such as
weather forecasting or finite element methods. SLE is typically represented in the form of matrix-vec-
tor multiplication, which is efficiently processed by computers. There are different approaches to
solving SLE, mainly direct and iterative methods. This article focuses on the Jacobi iterative method.

Unlike other methods, such as Gauss—Seidel, the Jacobi method computes all equations before
updating the values of the unknown, meaning that hard dependencies between variables arise only be-
tween computations at different iterations. This characteristic gives the Jacobi method a high degree of
parallelization, which increases with the size of the problem [8]. For this reason, a massively parallel ar-
chitecture may represent an effective platform for solving SLE using the Jacobi iterative method. Thus,
reconfigurable devices appear particularly well-suited for this task.

Several authors have presented their contributions to this problem in recent years [9—11]. A general
formulation of the problem is presented at [12]. As in most hardware implementations, there are several
possible approaches, from completely parallel systems to fully sequential ones, as well as intermediate
levels of parallelism. In [12], both parallel and sequential approaches are proposed, while also outlining
the principles of pipelined processing systems. Considerations regarding system complexity are also
discussed.

In [13], the Jacobi method is applied to fractal calculations. According to the finite element meth-
od, each element in a mesh is most closely related to the neighboring nodes. These dependencies are
modeled by SLE, where each equation computes a new value for each node according to the values
of its four nearest neighbors. A convenient degree of parallelism is achieved by dividing the mesh into
sub-frames, which are computed in parallel.

In [14], a similar problem is addressed, related to solving a large SLE using the Jacobi iterative
method. In this case, the mathematical problem under investigation is solving Laplace’s equations
with Dirichlet boundary conditions, where standard (non-boundary) nodes are computed based on
their four neighbors. This structure is modeled by a computing system based on computing blocks
(nodes) interconnected by communication channels. The connections may be physical, correspond-
ing to channels of spatially parallel structures, or virtual, represented by the exchange of information
between iterations.

The computing architecture is also studied from different points of view: as fully parallel (spatial),
fully sequential (temporal) or as a combination of both approaches adapted to the computing resourc-
es available on the reconfigurable device. The elementary computing block may receive input data in
parallel, which in general corresponds to the values of neighboring nodes, or simpler but slower com-
puting blocks may receive this data sequentially, processing it using corresponding accumulators and
registers for storing the intermediate calculations between clock cycles. This reduction in the required
logical resources simultaneously allows to limit the number of communication channels to a small
fraction of the initially needed amount.
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The decision on which approach will be implemented depends on the ratio of required computing
resources, related to the size of the problem, to the resources available on the physical device. There-
fore, elementary blocks, whether based on accumulators or not, may be reproduced several times ac-
cording to the ratio of required to available resources, taking into account the achieved performance.
A computing structure pipelined in several stages allows achieving higher performance without a signif-
icant increase of required logical resources by their reuse once intermediate results are no longer need-
ed. The limited number of available communication channels also plays a key role, since the ratio of
external communication channels on reconfigurable devices to the increasing area of logical com-
puting elements has been observed to decrease constantly. The authors also studied the performance
advantage of using clusters of reconfigurable devices for solving large-scale problems.

It is commonly accepted that the traditional approach based on hardware description language
(HDL) design is excessively complex and time-consuming, especially for large systems of equations
that required to be adapted to the resources available on the target device. In [11], a design for a Max-
eler acceleration card is presented, using MaxCompiler, which allows system to be described in Java
language. The key proposal for pipelining the system is to compute as many equations as necessary
within the first iteration so that the second and successive iterations may start afterwards in a pipelined
fashion, overcoming the inter-iteration dependencies described above.

In [15], the Jacobi iterative method in a high-level language for hybrid reconfigurable platforms is
described. In [16], the Jacobi solver on a SCR heterogeneous supercomputer using the HLL-to-HDL
compiler is implemented. Mapping the floating-point units was identified as the main difficulty faced
by the authors. In [17], the use of Jacobi solvers is proposed, each solving one of the equations and
acting in parallel within the global system. Other related architectural aspects, aimed at increasing the
performance, are presented in [18], taking into account the use of accumulators for computing the
exit condition, as soon as a sufficiently precise result is achieved.

Materials and methods

The object of the research is a method for increasing the performance of solving SLE.
SLE is typically presented in the following way:

a, X, +ay,X, ++a,,x, =b;
Uy Xy + @y Xy +ooo+ @y X, = by
(1)
a, x,+a x,+--+a x =b.
An algebraic representation of SLE follows:

Ax = p. (2)

As mentioned above, SLE may be solved using either direct or iterative methods. Iterative methods
are particularly advantageous for computational solutions. A classical iterative method is the Jacobi
algorithm, based on the provision of an initial guessed approximate solution x°, typically expected to
be close to the exact solution, and on the computation of the value of each unknown assuming that
the remaining unknowns in the current equation have the value from the initial vector x°. For each
equation, the unknowns placed at the diagonal of the matrix 4 (2) are computed using the following
procedure:
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xi/m _ (bi _z;’;j ai,jxf). (3)

4a; ;

The obtained result is the approximation x' to the exact solution. A more accurate solution may be
obtained by another computation of the values of each unknown, this time based on the previously com-
puted vector x' for the remaining unknowns instead of vector x’. The process may be repeated iteratively
until a solution with an acceptably small error is found. The criteria of an admissible error are usually
expressed in relation to the norm of the right-hand vector b. The method converges if, for each row (or
column) of matrix A, the absolute value of the diagonal element is greater than that for each individual
element in the same row (or column).

Other iterative methods include the Gauss—Seidel method, which takes each newly computed value
of the unknowns and immediately uses it for computing the following equation within the same itera-
tion. This typically leads to a faster SLE solving than the Jacobi method. However, from the computa-
tional point of view, this approach introduces data dependencies between consecutive equations within
each iteration, instead of between consecutive iterations, as in the Jacobi method. Such tight dependen-
cies significantly reduce the degree of parallelism in the algorithm. For this reason, the Jacobi method
is often preferred for parallel implementations.

The subject of the research is the Jacobi algorithm for solving SLE. This algorithm was chosen due to
its wide use in many applications and its high potential for parallelism.

In this work, the specific case of SLE is examined with the matrix A containing five non-zero di-
agonals.

¢ d 6
b, ¢, d, )
by ¢ d; &
e b, ¢ d, - e | @
a; - b oo dy - e
g by ¢5 dg
4 b, ¢ 4,
ag by

The diagonals are arranged symmetrically with outer diagonals located at a distance L from three
central diagonals. Thus, SLE may be expressed in the following way:

cx,+dx, +ex, , =p, i=]

i7vi+l i7Vi+L

bx_,+cx +dx, +ex, , =p, i=2,..,L;

i7Vi+l iVi+L

ax,_,+bx  +cx +dx, +ex,, =p, i=L+1,...,N—-L; %)

i7Vi+l i
ax, , +bx,_+cx, +dx,  =p, i=N-L+1,...,N-1;

ax,, +bx ,+cx =p, i=N.

The approximate solution is found by assigning the initial guessed value of the unknowns and the
repeated iteration until the margin of error is acceptable.
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Each of five diagonals may be effectively represented computationally as vectors, considered as con-
stant data within the algorithm. The assumed values of the unknowns are variable data, updated grad-
ually through the instructions inside the main inner loop, but are not updated until the end of each
iteration.

This provides the possibility of massive parallelism for large systems of equations, due to the absence
of read-after-write (RAW) dependencies within the inner loop. Nevertheless, consecutive iterations do
present unsolvable RAW dependencies.

The algorithm stops when the solution error is sufficiently small. The following expression presents
the condition of acceptable error:

— < (6)

The algorithm consists of two basic cyclical steps: the update of the unknowns X and the computa-
tion of the error E. Fig. 1 presents the behavior of the algorithm.

This work carries out the analysis of existing implementations, aimed at achieving the best perfor-
mance, leading to the conclusion that a hardware implementation of the Jacobi iterative method using
reconfigurable accelerators is highly relevant.

This work employs the following research methods:

» simulation modeling of software and hardware implementations for solving SLE using the Jacobi
method;

* comparative analysis of hardware performance and hardware costs.

The goal of the analysis and synthesis of hardware implementation of the Jacobi iterative method is
to achieve higher performance mainly through the parallelization of the algorithm.

Fig. 2 shows the parallelism applied to the basic conceptual computing units. For high-level language
descriptions, each of the base blocks may be parallelized using the declaration of the type #pragma un-
roll applied to its loops.

The design may be additionally parallelized using the pipelined processing, i.e., dividing each com-
putationally intensive instruction within the loops into several stages. In this way, intermediate results
from each stage are stored in certain registers at each clock cycle, so that the next instruction may imme-
diately start the completion of the stage accomplished by the previous instruction. This concept, similar
to the pipelined processing in standard microprocessors, is shown in Fig. 3.

Considering the approximative character of the algorithm, it is possible to define asymmetric work-
loads, where E is not executed for each newly computed value of X, but only after a given X number of
X computations. Consequently, the implementation is more effective when hardware resources are
allocated more heavily to computing X than to computing E.

Solution

xK is acceptable
solution

Fig. 1. Behavior of the described algorithm
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Fig. 3. Pipeline representation

An analysis of several approaches for the implementation of the elementary loops of the algorithm
was carried out, in particular, to computing X. Assuming a direct translation of the algorithm to hard-
ware resources, each equation may be represented by a line of code inside the inner loop of the al-
gorithm, each line synthesized into hardware resources performing the required multiplications, sub-
tractions, additions and divisions. Considering that for large problems the size /N of the Jacobi matrix
is usually much larger than the distance L of the outer diagonal, the central equations (5) dominate in
number and thus require more computation. For this reason, as shown in this work, this section benefits
most from the maximum achievable parallelism in order to achieve the best possible performance.

This work shows that data organization, the vectors storing the variables and constants of the algo-
rithm in particular, should support higher memory bandwidth in the computing process for the most
frequently accessed data. In particular, in order to increase memory bandwidth and the memory rep-
lication and adaptation of its structure were used, improving the performance of the implementation.

In order to achieve better performance, several additional optimizations were applied, including the
replication of memories storing the most frequently accessed unknowns to alleviate bottlenecks, the
parallelization of the accumulator and the preliminary computation of the floating-point divisions and
storage of their results into a separate memory.

The goal of the optimization of the hardware solution within this work is the best possible perfor-
mance considering the limitations imposed by the available resources on the target FPGA device.

The Xilinx Vitis HLS high-level synthesis tool was used for the hardware implementation. The soft-
ware implementation was executed on a standard computer microprocessor.

Fig. 4 shows a representation of an accumulator. Although its implementation may differ, its func-
tionality is identical to an adder, where the output is fed back to one of its inputs. Thus, its characteris-
tics may be considered identical to those of a standard adder. In particular, for the implementation using
the available digital signal processors (DSP), the typical case was considered with the initiation interval
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Fig. 4. Logical representation of an adder (left) and an accumulator (right)
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Fig. 5. Completely parallel accumulator

consisting of three cycles. Therefore, for SLE with N variables, the global delay for computing the error
norm, required for enabling early completion of the algorithm, is three NV cycles.

This computation time may become significantly longer than the actual computation of variables.
For this reason, a parallel version of the accumulator is proposed. Fig. 5 shows the necessary structure
of an accumulator for fully parallelizing the accumulation of eight values. It can be observed that the
structure requires in total N — 1 adders and provides a result within 3*|log V| cycles. Therefore, while
the performance improvement is considerable, the area requirements also increase substantially.

For this reason, employing a hybrid accumulator is advantageous, as shown in Fig. 6. A pipelined
implementation of this approach allows to obtain a result with a speed of 3*(|log2 K| + (N/K — 1)) cycles,
where K is the number of adders (i.e., the area) required by the implementation.

In this work, the accumulator was fully parametrized, and K becomes an arbitrary factor, determined
by design choice. In this context, it is advisable to maximize K within the area constraints, determined
by the maximum achievable parallelism of the remaining components of the accelerator.

For problems of large size and degrees of parallelism of several tens of computing units, the required
memory bandwidth may exceed the capabilities of the platform, which, in our case, is limited to 460 GB/s.
For this reason, efficient memory access becomes necessary.

Given the SLE under consideration, each instruction may involve up to five simultaneous accesses
to the vector of variables (in the case of the computation of the error, while for the update of the var-
iables up to four read accesses may be required at once).

Regarding the five-diagonal system under study, at each instruction two neighboring variables will be
accessed, as well as two distant variables, corresponding to the outer diagonals located at a distance L
from the central diagonal.

To the extent allowed by available resources, a window of relevant variables may be stored in internal
registers, including neighboring and distant variables for all instructions that may execute in parallel.
The variable from the left distant diagonal may be deleted from the registers when it is no longer needed
in subsequent computations, releasing resources for new variables from the right distant diagonal.
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Fig. 6. Hybrid implementation of an accumulator

In this way, the variables may be stored in a cache in a sliding window fashion, so that memory access
bandwidth to main memory is reduced: from five (or four) accesses to the memory of variables to one,
achieving an approximate 30% reduction in required main memory bandwidth.

In some cases, the problem is so large and the distance L so great, that it’s impossible to store all rel-
evant variables in registers. In this case, even the storage of immediate neighbors leads to the reduction
of memory bandwidth requirements by roughly 10%. A compromise solution is also possible, achieving
an approximate 20% reduction.

Results and discussion

Research on the efficiency of the software and hardware implementations was carried out. The per-
formance of the solution was taken as the criterion of efficiency when comparing results.

Considering that the achievable performance depends on the size of the problem, a number of matri-
ces of different sizes was generated for this research.

Another important factor influencing the performance of the system, considering the iterative na-
ture of the Jacobi method, is the precision required for the approximate solution. The more precise a
result should be in order to be considered as acceptable, the more iterations should be executed, with
a proportional increase in the processing time. In this work, values of epsilon (¢) within the range from
10! to 1073 were investigated.

The results obtained for the software and hardware implementations show that the hardware imple-
mentation generally achieves a performance increase of approximately one order of magnitude com-
pared to the software approach.

The system was described within the Vitis HLS of Xilinx environment!, and the target device was
the Alveo? [20] device: xcvuSp-fiva2104-1-e. Experimental results show that the time required to solve
large SLE is reduced by up to two orders of magnitude under given conditions, compared to the standard
software approach, based on a microprocessor.

Conclusion

The hardware implementation of SLE solver using the Jacobi iterative method, developed in this
work, targets reconfigurable hardware accelerators and provides better performance than the soft-
ware-based approach.

Using the resulting solution as a library component allows for increasing the efficiency of computing
systems, achieving the best performance, when solving problems requiring the solution of SLE.

! Vitis HLS User Guide, Available: https://docs.amd.com/viewer/book-attachment/4lwvWeCi9jb~DWzdfWuVQQ/xRd0KUy2XBYs6mDFn-
JOOYA-4lwvWeCi9jb~DWzdfWuVQQ (Accessed 13.01.2026)

2 Alveo U50 Data Center Accelerator Card Data Sheet: Alveo U50 Card Data Sheet (DS965), Available: https://docs.amd.com/r/en-US/
ds965-u50 (Accessed 13.01.2026)
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In the course of this work, a number of approaches to increasing the degree of parallelism were pro-
posed, including parallelization and pipelining, implemented using high-level synthesis tools.

A further direction of the work is related to the analysis of the efficiency of hardware implementation
for SLE solvers using other methods, considering their inherent parallelism.
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AHHoOTamMsA. DKCMOHEHIUAIbHBIA POCT 00beMa JaHHBIX B OjoKueliHax Ha Proof-of-Work
(PoW) yrpoxaer ux geueHTpaiu3auuu. B craTbe CUCTEMHO aHAJIU3UPYIOTCS METOAbI O0PHObI
C POCTOM JaHHBIX (IIapAWHT, 00pe3Ka 0J10KOB, ot d-4eilH XpaHEHUE U AP.) U BBISBISIOTCS UX
KJIIOUEBbIE HEMOCTATKU: HapylIEHUE ayIupyeMOCTU, YCIOXHEHUE CUHXPOHU3ALMU WIU LIeH-
Tpanuzanuu. st peuieHus mpoOIeMbl TpeaiaraeTcsi HOBbI METOJl TePUOANYECKOil arpera-
uu ¢ IBOWHBIM xetn-sikopeHueM (PADHA). Ero kimtoueBass ”HHOBAIIMSI — CUHEPTHUS 00PE3KU
NIAHHBIX U KOHTPOJUPYEMOIO MCIOIb30BaHUS Xelll-(PyHKIIUIi-xaMeaeoHoB. Meron obecrieuu-
BaeT JIMHEIHOE COKpallleHWe XpaHUMOW MCTOPUM 3a CUeT CO3[aHMs arperaTopoB (puHaIbHOTO
COCTOSIHUSI U TMOCJEAYIOLIEero 0e30MacHOro «OYuIleHus» 0J0KOB mpoiueninnx smox. PADHA
COXpaHseT KpUNTOrpaduyecKylo 1eJOCTHOCTh LIeMOYKU U moanepxky PoW, He TpeOys mose-
PEHHBIX TPETbUX CTOPOH. MeTOo TpUMEeHUM IS (paKT-OpueHTUPOBaHHBIX O10KueitHOB (FOB),
XpaHSIINX UTOTOBBIC COCTOSTHUS HAaHHBIX ((haKThI), YTO JIEJIaeT €T0 IMEPCIIEKTUBHBIM IS pee-
ctpoB, loT u aApyrux mpuiaoXeHui, roe KpUTUYHA akTyalbHas MHMopMalus, a He UCTOPHUS ee
U3MEHEHUMN.

KiioueBble cioBa: pacrpeaeieHHbIE PEECTPhI, IeLeHTPaJIU30BaHHbIE CUCTEMBbI, OJIOKUEIiH, Mac-
1ITa0KMPYEeMOCTb, AeLEHTpalIu3alms, oopeska 6J10KOB

Jlnga mutupoanus: Razuvaev D.D., Ustinov S.M. Mitigating data growth in PoW blockchains:
Storage reduction methods for scalability without compromising decentralization // Computing,
Telecommunications and Control. 2025. T. 18, Ne 4. C. 87—101. DOI: 10.18721/JCSTCS.18408

Introduction

Currently, blockchain technology is widely applied across various domains including finance [1, 4],
intellectual property management [2], insurance, tourism [3], healthcare and biomedical systems [10,
21], government services and education [5, 9], as well as 5G networks [7, 8], to address challenges re-
lated to data integrity, transparency and disintermediation. Blockchain is a distributed digital registry
based on the principles of decentralization, cryptography and consensus [11, 25]. Unlike traditional
centrally managed databases, blockchain systems function as peer-to-peer networks of nodes (partic-
ipants), each of which usually stores a complete copy of information. The data in such a system is
organized as a sequence of blocks [22], where each block contains:

» aset of records (for example, transactions or any other data);

 hash identifier — a unique cryptographic signature calculated based on the block content;

* hash of the previous block, which ensures a cryptographic link between the chain elements.

This architecture guarantees the immutability of data (excluding the use of hash chameleons): any
attempt to change information in existing block will disrupt communication with subsequent blocks,
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which will be immediately detected by the network. To add new blocks, a consensus algorithm [24, 26]
is used — a set of rules that allows nodes to coordinate the state of the system without trusting a central
authority. The first implementation of this technology, which appeared in 2008, demonstrated the po-
tential of blockchain technology and established itself as a tool for creating censorship- and fraud-resis-
tant systems, as well as revealed fundamental limitations associated with the scalability of such systems.

A key feature of the Proof-of-Work (PoW) blockchain [27] is the mechanism for achieving consen-
sus through computational tasks [28]. Nodes (miners) compete to solve a cryptographic puzzle that
requires significant resources. The winner gets the right to add a block to the chain and a reward, and
the other nodes check the correctness of the decision. This process, although it provides a high level
of security, leads to an increase in data, since each new block increases the total volume of the chain,
while deleting a block violates the integrity of the blockchain.

Over time, this creates “a paradox of centralization of decentralized systems”: demands on com-
puting power and storage become so high that participation in the network becomes available only to
a limited number of specialized participants (who can commercialize their work by providing Soft-
ware-as-a-Service solutions). For example, in January 2025, the size of the blockchain in the first
implementation of the technology exceeded 600 GB, and in March 2025 it already stands at 612 GB',
and the annual energy consumption of the network is comparable to that of entire countries [6]. These
factors not only threaten the stability of the system, but also limit its application in areas where data
processing speed and energy efficiency are critical, such as IoT, mobile devices and systems with data
processing speed requirements. Fig. 1 shows a graph of the size of the data volume over a 10-year time
scale, which clearly demonstrates the problem of data accumulation.

Thus, despite its revolutionary potential, PoW-based blockchain systems face a trilemma: scalabil-
ity, decentralization and security cannot be simultaneously optimized within a classical architecture.
Resolving this problem requires rethinking approaches to data storage and management, which is the
focus of this study.

The exponential increase in data volume in PoW-based blockchain systems is a direct consequence
of their architectural features. Each new block added to the chain not only expands the data history,
but also requires all network participants to constantly verify and store a complete copy of the registry.
This leads to a number of systemic contradictions:

* Accumulation of “historical load”

In classic PoW implementations [23] (for example, in bitcoin), the size of the chain increases by
1—4 MB daily (this value is individual for each implementation), which over 5 years of operation has
created a load of several hundred gigabytes. For nodes with limited resources (for example, mobile
devices), this makes participation in the network technically and economically impractical.

* Energy-computing imbalance

The PoW mechanism requires repeated recalculation of hashes to achieve consensus, which leads
to duplication of computing operations on all nodes [18]. The growing volume of data exacerbates this
problem: the validation of a long chain of blocks consumes more and more energy.

* Degradation of network synchronization

Increasing the download and verification time of the blockchain reduces the synchronization
speed of new nodes. In high-bandwidth networks (for example, Ethereum before switching to Proof-
of-Stake), full synchronization can take days, increasing the risks of chain splits and reducing resistance
to attacks.

» Limitation of functionality of light clients

“Simplified” nodes (light clients) that do not store a complete copy of the blockchain are forced to
rely on trusted third-party services to access the data. This violates the principle of decentralization
and creates vulnerabilities such as censorship or information substitution.

! Protocol Labs. Filecoin: A decentralized storage network, 2017. Available: https://filecoin.io/filecoin.pdf (Accessed 10.05.2025)

89



KOMI'IbIOTeprIe CETU, BblMUCNUTESIbHbIE, TENEKOMMYHUKALIMOHHbIE,
4ynpaBnmou.w|e N N3MEPUTESNIbHbIE CUCTEMDI

bitcoin blockchain size chart

CRUNTEE T
407,500,800,07
325,000,890, 14 g

LA 7,500,800, 709

0279

L7.08. 2004 31052005 10022004 22122004 05107007 19.07.2018 02.05.201% 110227009 241012029 053092020 19.06.7027 O02.04.2023 14.01.7024 01.03.207%
Timne

Fig. 1. Graph of the size of the Bitcoin blockchain over time

Attempts to solve these problems through traditional methods — sharding, block pruning or hybrid
consensus — face fundamental limitations. For example, sharding, which divides the network into
sub-chains, reduces the load on individual nodes, but increases the complexity of cross-shard opera-
tions and the risk of conducting attacks in isolated segments (shards) when conducting attacks of the
“51 percent” class, where an attacker with more than 50% of the capacity (>50% of the total hashrate,
which reflects how many cryptographic operations to find a block solution in the blockchain can be
performed by devices in a unit of time), can single-handedly control a sub-chain or the entire block
chain. Pruning, although it reduces the local amount of data, deprives the network of the total PoW
power.

These contradictions actualize the search for alternative approaches that will preserve the advan-
tages of PoW (for example, resistance to Sybil attacks), and eliminate the problem of endless growth
of the stored amount of data. The key direction is the development of protocols that optimize informa-
tion storage without compromising security, for example, through segmentation of data by relevance
level or the introduction of mechanisms for “forgetting” outdated blocks.

Relevance of the topic

The relevance of this study is due to the systemic crisis of scalability faced by PoW blockchain
solutions in the context of exponential growth of stored data. Despite the widespread introduction
of technology into finance [1], intellectual property [2], logistics, healthcare [21] (including use in
biomedical systems [10]), tourism and the public sector [3, 5, 9], blockchain technology has both
advantages and fundamental limitations [13] — immutability data and full replication are becoming
a barrier to sustainable development. Traditional optimization methods such as sharding or hybrid
consensus demonstrate partial efficiency, but do not solve the key problem: inconsistencies between
the growing volume of data and the requirements of decentralization? [12].

The scientific significance of this work lies in addressing several key gaps.

First, there is a lack of comprehensive analysis regarding how existing data reduction methods —
such as multi-chain networks, off-chain storage and modifiable blockchains® [14—16] — affect the fun-
damental blockchain trilemma of security, decentralization and scalability.

Second, the theoretical framework lacks well-defined criteria for assessing “historical redundan-
cy” of data; for instance, clear principles are needed to determine which blocks can be safely deleted
or compressed without undermining the system’s auditability.

Furthermore, a pragmatic paradox emerges: technologies originally designed to eliminate central-
ized intermediaries, such as cryptocurrencies [4], increasingly depend on centralized cloud storage
solutions to archive old blocks [14], which fundamentally contradicts their decentralized ideology.

The practical relevance of this research is driven by pressing industry demands. Financial insti-
tutions seek to reduce the operational costs of maintaining full PoW network nodes while adhering
to stringent regulatory standards like the European General Data Protection Regulation (GDPR).

2 Huobi Research Institute Report. Game of Thrones in Blockchain: Multi-Chain Networks Battle for Supremacy, 2022.
* Huobi Research Institute Report. Game of Thrones in Blockchain: Multi-Chain Networks Battle for Supremacy, 2022.
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Simultaneously, IoT [15] and 5G networks [7] require lightweight blockchain solutions capable of re-
al-time data processing. Additionally, state registries — for land, education [9] and other public records
— confront the challenge of long-term data preservation due to bandwidth constraints and ever-growing
data volumes.

Therefore, this study conducts a systematic comparative analysis of data management methods in
PoW systems, including:

» multichain architectures (AppChain)*;

+ off-chain storage with lazy loading [14];

» protocol modifications via hash chameleon functions [16].

The conducted analysis reveals the fundamental trade-offs inherent to each of the considered ap-
proaches. For instance, aggressive block pruning leads to the irreversible loss of the complete history
and, consequently, to the ability to perform an independent chain audit. Hybrid consensus models,
while aiming to reduce energy consumption, carry inherent risks of power centralization among a
limited circle of stakeholders. Finally, modifiable blockchains based on chameleon hashes, while ad-
dressing data growth, introduce vulnerabilities related to the potential for targeted collision attacks
and the centralization of editing control, which undermines the core principle of immutability. These
identified limitations necessitate fundamentally new solutions based on the following design princi-
ples: dynamic data lifecycle management, enabling the deletion or archiving of obsolete information;
segmentation of data based on its criticality to system operation; and minimizing reliance on external
decentralized repositories (such as IPFS or Storj) to preserve the blockchain's self-sufficiency and
security.

To overcome the noted shortcomings of existing methods, this article, based on their systematic
analysis, proposes a new method of Periodic Aggregation with Dual Hash Anchoring (PADHA). Its
goal is to resolve the contradiction between the need to preserve the key advantages of PoW, such as
resistance to attacks and censorship, and the Web 3.0 requirements for high data processing speed and
energy efficiency. The results of the study form the basis for the further development of data storage
optimization methods® [19].

Methods

To combat the exponential increase in data volume in PoW systems, various approaches have been
proposed that can be classified according to the level of impact on the blockchain architecture.

The effectiveness of data growth control methods in PoW systems directly depend on their ability
to maintain a balance between volume optimization, decentralization, and security. However, most
solutions upset this balance by introducing unacceptable trade-offs, especially in the context of PoW,
where the integrity of the chain and the availability of the full history are the basis of consensus.

Traditional methods

Sharding

Bottom line: dividing the network into independent sub-chains (shards), each of which processes
part of the transactions®.

Example: Zilliga, Ethereum before switching to Proof-of-Stake (PoS).

Advantages: reducing the load on individual nodes, increasing throughput.

Disadvantages: increased complexity of cross-shard operations; increased vulnerability of sub-
chains to a sub-chain attack in cases where more than 50% of the hashrate of the sub-chain accumu-
lates in the attacker; violation of the integrity of data auditing.

* Huobi Research Institute Report. Game of Thrones in Blockchain: Multi-Chain Networks Battle for Supremacy, 2022.
5 Buterin V. Merkling in Ethereum, 2015. Available: https://blog.ethereum.org/2015/11/15/merkling-in-ethereum (Accessed 10.05.2025)
¢ Huobi Research Institute Report. Game of Thrones in Blockchain: Multi-Chain Networks Battle for Supremacy, 2022.
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Key limitation: splitting into sub-chains complicates synchronization and increases the risk of
attacks in small shards. This method complicates synchronization and increases the risk of attacks
aimed at destabilizing the network.

Pruning

Bottom line: deleting outdated blocks while preserving only headers or critical data (for example,
snapshots of the Unspent Transaction Output status) [12].

Example: Bitcoin Core (“pruned node” mode).

Advantages: reduction of the local data volume to 5—10% of the original.

Disadvantages: loss of the possibility of independent verification of the complete history; loss of
historical validity; dependence on complete archive nodes, which leads to centralization.

Key limitation: deleting the initial blocks (including the genesis block) violates the integrity of the
hash chain, which contradicts the PoW principle. This method may disrupt the stability of the network.

Hybrid consensus models (PoW/PoS)

Bottom line: a combination of PoW for creating blocks and PoS for validation’.

Example: Decred [16].

Advantages: reduction of energy consumption and performance requirements due to partial aban-
donment of mining.

Disadvantages: conflicts between consensus mechanisms; vulnerability to “nothing-at-stake” at-
tacks; risk of centralization of power among stakeholders.

Key limitation: the combination of PoW and PoS creates contradictions between miners and stake-
holders, and also leads to the centralization of power among large stakeholders and a potential decrease
in the security of the blockchain.

Innovative methods

Multi-chain networks

Bottom line: creating a hierarchy of blockchains, where the main chain (Layer 1) coordinates the
work of sidechains (Layer 2)8.

Example: Polkadot (based on Nominated PoS) [17], Cosmos (based on Tendermint BFT), Root-
stock RSK (PoW).

Advantages: isolation of application data; scalability due to parallelism.

Disadvantages: the difficulty of synchronization between circuits.

Key limitation: the hierarchy of blockchains complicates auditing and synchronization [20]. Syn-
chronization problems directly reduce the stability of blockchain systems.

Off-chain storage with lazy loading

Bottom line: transferring old blocks to external decentralized storage (for example, InterPlanetary
File System®) with on-demand download [14].

Example: Arweave (permanent storage), Filecoin (archiving on request)

Advantages: reducing the load on the nodes; maintaining access to the full history.

Disadvantages: delays in requesting archived data; vulnerability to storage failures; dependence on
the stability of third-party networks.

Key limitation: transferring data to IPFS/Filecoin introduces delays and risks of information loss,
and does not solve the problem of blockchain bloat, shifting responsibility for the preservation of ar-
chived data to a distributed solution. The self-sufficiency of the blockchain is being violated.

Redactable blockchains

Bottom line: using hash chameleon functions to edit or delete blocks without violating the integrity
of the chain [16].

7 Huobi Research Institute Report. Game of Thrones in Blockchain: Multi-Chain Networks Battle for Supremacy, 2022.

§ Huobi Research Institute Report. Game of Thrones in Blockchain: Multi-Chain Networks Battle for Supremacy, 2022.
° Protocol Labs. Filecoin: A decentralized storage network, 2017. Available: https:/filecoin.io/filecoin.pdf (Accessed 10.05.2025)
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Example: Hyperledger Fabric (primarily in enterprise contexts)'?.

Advantages: dynamic data management.

Disadvantages: centralization of control (modifiers); vulnerability to collision attacks.

Key limitation: editing blocks using hash chameleon functions undermines the basic principle
of block immutability. For systems that prioritize the principle of immutability of information, this
method is not optimal. The risk of collision attacks harms the data integrity paradigm in the system.

Merkle Patricia Trie

Bottom line: optimizing the storage of network status through tree-like hash structures that allow
you to remove duplicates [8].

Example: Ethereum State Trie

Advantages: reduction of data volume by 30—50%; acceleration of transaction search.

Disadvantages: the complexity of the implementation for PoW networks; the risk of data loss in
case of failures.

Key limitation: this method is applicable to the classical implementation of the PoW blockchain
only to a limited extent, for working with the state tree stored inside the blockchain. At the same time,
the method solves the problem of inflating the PoW of the blockchain system by using pruning method,
with all the conclusions drawn from this.

Summarizing the review and analysis of existing solutions, addressing the inherent limitations of
existing methods is challenging. However, a viable path forward involves introducing specific archi-
tectural constraints. These constraints narrow the method’s applicability to a particular class of tasks
— specifically, systems that only need to store final state data rather than complete transactional his-
tories. While this represents a focused application domain, it remains broad enough to cover numer-
ous practical use cases, such as registries, sensor data logging and state tracking. The significant gain
achieved — dramatic data volume reduction without breaking cryptographic chain integrity — justifies
this targeted approach.

Proposed Method

An analysis of existing traditional and innovative methods for combating data growth in PoW
blockchain systems has revealed fundamental problems affecting the scalability, security and/or de-
centralization of solutions based on them. Models of sharding, block pruning and hybrid consensus
models, while reducing the load on nodes, violate the principles of data integrity, auditability and
participant equality. Architectures with application-specific sidechains and off-chain storage, in turn,
introduce dependency of the main chain on third-party networks and complicate synchronization or
lead to forced centralization of solutions. Furthermore, modifiable blockchains based on chameleon
hashes, despite offering dynamic data management, also contain inherent risks.

For an unambiguous definition of the proposed method and its applicability boundaries, it is ne-
cessary to introduce the following terminology:

» Atomic Fact — an immutable, self-contained unit of information representing an arbitrary set of
data (an assertion), which does not require references to other facts for its interpretation or integrity.

» Fact Block — an operationally atomic structural unit of a distributed ledger, whose sole content
is an ordered set of atomic facts, supplemented by a unified service header (timestamp, hash). The
acceptance or rejection of a fact block by the system follows an “all-or-nothing” principle.

* Fact-Oriented Blockchain (FOB) — a distributed ledger implemented as a chronologically and cryp-
tographically linked chain of fact blocks, which guarantees the immutability and order of atomic facts.

This method is specifically applicable to FOB, which imposes a key architectural constraint: such
a system can only store final data (facts), but cannot store procedural or transactional records desc-
ribing the process of changes.

10 Hyperledger Fabric. A Blockchain Platform for the Enterprise, 2021. Available: https://hyperledger-fabric.readthedocs.io/en/release-2.5/ (Ac-
cessed 10.05.2025)
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Fig. 2. Blockchain with transactions
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Fig. 3. Fact-Oriented Blockchain

The main difference between a classical blockchain model and an FOB lies in the nature, connec-
tivity and interpretation of the data stored in the blocks (Figs. 2, 3).

In a classical blockchain (Fig. 2), blocks typically contain transactions or change commands (e.g.,
i =i+ 5). The information in subsequent blocks is semantically and logically dependent on the in-
formation in previous blocks. To obtain the current state of the system (for example, the final value of
J), it is necessary to replay the entire transaction history from the very beginning (the genesis block).
The deletion or corruption of an intermediate block makes it impossible to calculate or verify any sub-
sequent data.

In FOB (Fig. 3), this limitation is eliminated due to a different organization of data. Each atomic
fact within a block represents a final value or statement (for example, i = 3), which is semantically
complete and does not require referencing other facts for its interpretation. Let us define that a system
based on FOB interprets data by treating the last value recorded in the chain for a given entity (for
example, variable i) as its current state. Thus, a new fact i = 5 in a later block does not reference the
previous value but semantically overwrites it for the system. A fact-block serves for the operationally
atomic batch transfer of such independent facts.

Thus, a situation is achieved where:

» information (an atomic fact) in any block is self-sufficient for interpretation;

» understanding the current state of the system does not require reproducing the full history of
changes; it is sufficient to read the latest facts for the entities of interest;

 integrity of a block is ensured cryptographically, and the semantic value of each fact is contained
within itself and its position in the chain, which determines the relevance of the value.

To solve the problem of uncontrolled “bloating”, the use of a combination of two method concepts
is proposed: the pruning method and the editable blockchains method.

The classic implementation of the data pruning method involves removing transactions that are
technically unnecessary for the target user. This results in the loss of the entire chain’s validity and
reduces the weight of the blockchain (Fig. 4).
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Fig. 4. Pruning method for an FOB: in blocks 2 and 3,
the facts have been removed and the hash chain is broken

The second method proposes using a chameleon hash function instead of a regular hash function.
A chameleon hash function allows generating collisions using a special key. Fig. 5 demonstrates the
method of using an editable blockchain based on chameleon hash functions.

The PADHA method is designed for FOB and combines the advantages of data pruning and the
use of chameleon hash functions, enabling a radical reduction in the volume of stored data without
losing the cryptographic integrity of the chain. The core idea of the method is the periodic creation of
special aggregator blocks, which contain the final (current) values of all entities for a certain period,
and the subsequent “clearing” (replacing the bodies with empty ones) of ordinary blocks in that period
while preserving the hash chain thanks to chameleon hash functions.

Architectural features and prerequisites

As noted, an FOB operates with atomic facts, each of which is a self-sufficient statement (e.g.,
“i =15"). The system interprets the most recent (in chain order) value for a given entity (i) as the current
one. This property enables state aggregation: instead of storing all intermediate changes, it is sufficient
to store only the latest values at the moment of aggregation.

In the PADHA method, each block contains two cryptographic hashes: a regular one (e.g., SHA-
256) and a chameleon hash. The link between blocks is considered valid until an aggregator block is
created if at least one of the two hashes matches (i.e., either the regular hash or the chameleon hash),
or the link between blocks is valid if both hashes match when the aggregator block has not yet been
formed (the epoch is not yet completed). Such link validation rules allow, after cleaning the block
bodies, the chain to remain valid via chameleon hashes, while the regular hashes may become invalid
due to changes in the block contents. They also protect against malicious attempts to modify blocks
during an unclosed epoch.

Method description

1. Normal operation mode (within an epoch)

The blockchain is divided into epochs of a fixed length (for example, 1000 blocks). During an
epoch, all blocks are created in the normal mode: each block contains atomic facts (changes in en-
tity values) and has a header with two hashes: hash_std (standard hash) and hash cham (chameleon
hash). Both hashes are calculated based on the block’s content and the corresponding hash of the
previous block. Thus, at the beginning of an epoch, the chain is valid according to both hashes (Fig. 6).
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Fig. 5. Chameleon hash method: blocks 2 and 3 have been cleared,
the hash chain remains intact because collisions have been inserted
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Fig. 6. PADHA — operation within an epoch with a length of 5

2. Creating an aggregator block
At the end of each epoch (every 1000th block), a special aggregator block is created. This block does
not contain ordinary facts; instead, it contains:

» The final values of all entities that were changed during the epoch (essentially, the last assignments
for each variable).

» The aggregator may also contain values of entities that were not changed during the epoch but
are relevant at the time of aggregation (i.e., a complete snapshot of the system state). However, con-
sidering that an FOB can contain a vast number of entities, it is more practical to include only those
entities that were changed in the given epoch. In this case, to obtain the current value of any entity, it
will be necessary to find the last aggregator in which it was changed or read the value from the current
epoch (if it has not yet been aggregated).

The aggregator also has two hashes that reference the corresponding hashes of the previous (999t)
block of the epoch (Fig. 7).

3. Cleaning of epoch blocks

After the aggregator is created and accepted by the network, the process of cleaning the blocks of
this epoch (from the 1* to the 999™") begins. Cleaning consists of replacing the body of each block with
a collision (essentially clearing all atomic facts in the block) in such a way that the block’s chamele-
on hash remains unchanged. This is achieved due to the property of the chameleon hash function:
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knowing a special key (which is publicly available in the system), one can find a new body such that
the chameleon hash matches the original one. In this case, the regular hash of the block will change.
After cleanup, the connection between blocks within an epoch remains valid only via hash chame-
leons. The standard hashes no longer form a continuous chain. However, since we allow validation of
blocks up to the aggregator using either of the two hashes, the chain remains valid.
4. Transition to the next epoch
After the epoch blocks are cleared, the new blocks (starting from block 1001) reference the aggrega-
tor (block 1000) and subsequent blocks accordingly via both hashes. Thus, the aggregator becomes the
new reference point for the next epoch. It is important to note that the aggregator itself is not cleared (it
remains full), as it contains the summary information necessary for state recovery.
5. Multiple aggregation and history compression
The process repeats every epoch. After creating the aggregator for epoch 2 (block 2000) and cleaning
blocks 1001—1999, we are left with a chain consisting of:
+ genesis block (full);
 cleaned blocks of epoch 1 (1-999);
+ aggregator of epoch 1 (block 1000, full);
« cleaned blocks of epoch 2 (1001—1999);
+ aggregator of epoch 2 (block 2000, full), and so on.
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6. Recursive aggregation

To further reduce the data volume, recursive aggregation can be applied: after creating the aggrega-
tor for epoch 2, which also includes information from aggregator 1, the aggregator of epoch 1 can also
be cleaned (replaced with an empty one while preserving its chameleon hash), because the final state
of all entities by the end of epoch 2 will be contained in the aggregator of epoch 2.

Advantages of the PADHA method:

+ Significant reduction of data volume: The bodies of blocks, except for the last aggregator, can be
cleared. This provides a linear (or even logarithmic with recursive aggregation) reduction in the volume
of stored history.

* Preservation of cryptographic integrity: Thanks to the use of chameleon hash functions, the block
chain remains cryptographically linked, and chain validation is possible (via chameleon hashes).

» Support for PoW: Since block headers (including the chameleon hash) remain unchanged, the
proof of work performed for each block remains valid. Mining new blocks is not disrupted.

» Decentralization: The method does not require trusted third parties or centralized archives. All
nodes can independently perform the clearing, as the chameleon hash key is public. The chameleon
key is public for all participants because, prior to epoch closure, blocks at the protocol level must
maintain validity through both chameleon hash and standard hash links, and validation is performed
against both hashes. Consequently, any unauthorized modification of a chameleon hash and its cor-
responding block body will disrupt the standard hash chain and be rejected by the network. After an
epoch is closed, the blocks are “cleansed” (their bodies are emptied) at the protocol level, meaning they
cannot legitimately contain data. Should data appear in such blocks, the network will also reject them.

* A malicious actor cannot create an alternative history without performing PoW for all blocks.

Limitations of the PADHA method:

* Requirement for a fact-oriented model: The method is only applicable to blockchains where
data is represented as atomic facts, and the current state is determined by the last value. It is not suit-
able for transactional models where history is important.

Conclusion

In response to the limitations of existing methods, this paper proposes a novel method of PADHA,
designed for FOBs. The exponential growth of data volume in PoW blockchain systems represents a
fundamental challenge to their long-term sustainability and decentralization. The systematic analy-
sis conducted in the article confirmed that traditional optimization methods — sharding, pruning of
outdated blocks and hybrid consensus models — do not eliminate the key contradiction between the
need to reduce “historical load” and preserve the basic properties of PoW: immutability, full chain au-
ditability and distributed consensus. Each of these approaches introduces unacceptable compromises,
whether it is the complication of synchronization and increased risks of attacks (sharding), the loss of
the possibility for independent audit of the full history (pruning) or the conflict of consensus mecha-
nisms (hybrid models). The PADHA method key innovation lies in the synergy of pruning principles
and the controlled use of chameleon hash functions, ensures linear reduction in the volume of stored
data through the periodic creation of aggregator blocks containing the system’s final states, followed
by cryptographically secure “cleansing” of the bodies of blocks from past epochs. This achieves the
preservation of cryptographic chain integrity through dual hash anchoring and full support for the
PoW mechanism, which distinguishes this approach from classical pruning or editable blockchains.
However, the method’s application necessitates introducing specific architectural constraints, nar-
rowing its applicability to systems designed to store only final state data (facts) rather than complete
transactional histories. While this represents a focused application domain, it remains broad enough
to cover numerous practical use cases, such as registries, sensor data logging and state tracking. The
significant gain achieved — dramatic data volume reduction without breaking cryptographic chain
integrity — justifies this targeted approach.
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Compared to existing methods, the proposed PADHA approach offers distinct qualitative ad-
vantages. Unlike sharding, it maintains a single coherent chain without cross-shard complexity. In
contrast to classical pruning, it preserves cryptographic chain integrity via chameleon hashes. And
unlike editable blockchains, it employs a controlled, protocol-level use of chameleon functions that
does not undermine immutability for data. This enables the creation of scalable and energy-efficient
PoW systems suitable for deployment in resource-constrained environments (IoT, mobile devices),
without compromising their decentralization and security. The directions for further research are: the
development of cryptographic proofs of the aggregators’ correctness to minimize trust, the creation
of adaptive protocols for selecting compression parameters, and an in-depth analysis of the method’s
resilience to new attack vectors.

Thus, the presented PADHA method offers a concrete path to overcoming the key limitation of
PoW blockchains, demonstrating that data storage optimization is achievable not through the aban-
donment of fundamental principles, but through their adaptive evolution and the application of mod-
ern cryptographic primitives. This opens prospects for a new generation of decentralized systems that
combine the robustness of PoW with the scalability demands of the Web 3.0 environment.
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cause motor and cognitive impairments. The neurorehabilitation hardware and software system
is implemented on the Unity platform and includes an interactive 3D application and a Quest
3 VR headset. The VR headset consists of a virtual reality helmet and two controllers for the
right and left hands, respectively, and supports highly accurate controller tracking using built-in
cameras equipped with LiDAR technology. The causes of unilateral spatial neglect syndrome,
or hemispatial neglect, and the possibility of its rehabilitation are considered. The hardware and
software system developed by the authors enhances patient motivation through gamification and
adaptive scenarios, allowing them to select and visualize various 3D scenes. When immersed in a
realistic virtual environment, the patient acts instinctively. This helps develop hand motor skills, a
sense of balance and spatial navigation abilities. Furthermore, the hardware and software system
allows for the convenient storage of statistical data on the progress of prescribed procedures and
can be used for further analysis during rehabilitation process.

Keywords: cognitive functions, motor functions, hemispatial neglect , rehabilitation, virtual reality,
interactive 3D graphics, game engine

Citation: Reshetnikova N.N., Kuzmin A.S., Nikitin A.V., Karamyshev 1.S. Application of VR-
technologies for neurorehabilitation of patients with motor and cognitive function disorders.
Computing, Telecommunications and Control, 2025, Vol. 18, No. 4, Pp. 102—111. DOI: 10.18721/
JCSTCS.18409

© Reshetnikova N.N., Kuzmin A.S., Nikitin A.V., Karamyshev I.S., 2025. Published by Peter the Great St. Petersburg Polytechnic University


https://orcid.org/0009-0002-4444-1249
https://orcid.org/0000-0002-8086-2633

4 Simulations of Computer, Telecommunications and Control Systems

Hay4dHasa cTaTbs —(D@
DOI: https://doi.org/10.18721/]JCSTCS.18409 © S
YOK 004.496, 616.8-085.851

y NMPUMEHEHUE VR-TEXHOJIOTUH
Ana HEUPOPEABUTUTALUUU NAUUEHTOB C HAPYLWLEHUEM
ABUTATEJ/IbHbIX U KOTHUTUBHDbIX ®YHKLIUU

H.H. PewiemHukoBa' = ® , A.C. Ky3oMuH?,
A.B. HukumuH' ® , N.C. Kapamoeiwiel'’

! CaHKT-MNeTepbyprckunin rocyaapCcTBeHHbIN YHUBEPCUTET
aspoKocMmmyeckoro npubopoctpoeHus, CaHkT-NeTepbypr, Poccuiickaa degepaums;

2 «HaumMoHanbHbI MeaULMHCKUIA cCnenoBaTeIbCKU LEHTP uMeHM B.A. AimasoBa»
MuHUcTepcTBa 34paBooxpaHeHua Poccuiickot Pepepaumm,
CaHkKT-MeTepbypr, Poccuitickas Pepepaumn

= reni_07@list.ru

AHHoTammsA. B craTbe paccmaTtpuBaeTcsl IpUMeHeHHUe pa3paboTaHHOTO MHTEPAKTHBHOTIO
3D-nipuiioxeHus ¢ noaaepxkkoin VR-TexHoaoruit, HalmpaBJieHHOro Ha peaduJIuTaluIo Maluu-
€HTOB IIOCJIC HEBPOJOTHMYCCKUX 3a00JIeBaHUI, BBI3BIBAIOIINX HAPYIICHUS IBUTATEIBHBIX U
KOTHUTUBHBIX (pyHKIUi. [IporpaMMHoO-aImapaTHasl cuctreMa HelipopeaOMIMTallui Pean30-
BaHa Ha rutatdopMme Unity n BKiodaeT B cebsl mHTepakTuBHOEe 3D-mpunoxenue u VR-rap-
HuTypy — Quest 3. VR-rapHutypa cOCTOUT M3 IJIeMa BUPTYaJIbHOM peaJbHOCTH U IBYX KOH-
TPOJUIEPOB IJISI MPABOU U JIEBOM PYKU COOTBETCTBEHHO, MOIIEPXKMUBACTCA JOCTATOYHO TOYHBIMN
TPEKWHT KOHTPOJUIEPOB C IMTOMOIIBIO BCTPOCHHBIX KaMep, OCHaIlleHHBIX TexHoiorneir LiDAR.
PaccMoTpeHBI TIPUYMHBI Pa3BUTUSI OMHOCTOPOHHETO IPOCTPAHCTBEHHOIO MTHOPHMPOBAHMS,
WM CUHAPOMA HErJIeKTa, M BO3MOXHOCTD ero peaduinurannu. Pa3paboTaHHBIM aBTOpaMU IIPO-
rpaMMHO-aMIapaTHBI KOMIUJIEKC ITOBBIIIAeT MOTUBAIIAIO MTAIIMCHTOB 3a CUeT reMUGUKaINU
M aJalTUBHBIX CLIEHApMEB, IO3BOJISAS BHIOMpaATh U BU3YaJIM3UPOBaTh pazauuHblie 3D-CIieHBI.
[Tpu morpyxXeHuu B BUPTYaJIbHYIO Cpeay, MPUOJIMKEHHYIO K pPeaJbHOCTU, MALMEHT OEHCTBYET
WHCTUHKTUBHO. TaknM 00pa3oM pa3BHBacTCSI MOTOPHWKA PYK, YYBCTBO PaBHOBECHS, HABBIKU
rnepemMelleHus B mpocTpaHcTBe. KpoMe Toro, nmporpaMMHO-armnapaTHbIii KOMILJIEKC MO3BOJISIET
COXPaHSTh B yIOOHOM IIM(DPOBOM BUIE CTATUCTHYCCKNE TaHHBIC O XOI¢ BHITTOJHEHMS Ha3Ha-
YEHHBIX MIPOLEAYP U MOXET UCIIOJIb30BAThCH IJIS1 AAJbHEUIIEro aHaiu3a Mpu MPOXOXKICHUN
peaduiIMTaluu.

KioueBble ¢10Ba: KOTHUTUBHBIE (DYHKIIMU, IBUTATEIbHBIC (DYHKIIUW, CUHAPOM HEIJIeKTa, pea-
OMIUTAINSI, BUPTyaIbHAs PeaJbHOCTh, MHTepaKTUBHAsI 3D-Tpaduka, NTPpOBOi IBIUKOK

Jna nurupoBanus: Reshetnikova N.N., Kuzmin A.S., Nikitin A.V., Karamyshev 1.S. Applica-
tion of VR-technologies for neurorehabilitation of patients with motor and cognitive function
disorders // Computing, Telecommunications and Control. 2025. T. 18, Ne 4. C. 102—111. DOI:
10.18721/JCSTCS.18409

Introduction

Today, in rehabilitation medicine for neurologists, instructors in adaptive physical education, ad-
dressing motor and cognitive impairments in patients who have suffered a stroke is of particular im-
portance. In recent years, rehabilitation of patients after a stroke, has evolved significantly, reaching
a fundamentally new level. Traditional methods (manual therapy, exercise equipment, physiotherapy,
medications) have been supplemented by advanced developments based on digital technologies [1].

The article examines in detail the approach to the design and implementation of a hardware and
software neurorehabilitation system based on the Unity game engine, including an interactive 3D
application and a Quest 3 VR headset. The VR headset consists of a VR helmet and two controllers,

© PelweTHukoBa H.H., Ky3bMuH A.C., HuknTuH A.B., Kapambiwes W.C., 2025. M3gaTtenb: CaHKT-MNeTepbyprckuil NONMTEXHUYECKUI YHUBEPCUTET
MNeTtpa Benukoro
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for the right and left hands, respectively, with fairly accurate controller tracking enabled by built-in
cameras equipped with LiDAR technology.

In particular, the article provides a detailed description and analysis of the causes of the unilateral
spatial neglect syndrome, or hemispatial neglect, and proposes a method for its diagnosis and rehabil-
itation using VR technologies. The hardware and software complex developed by the authors increases
patient motivation through gamification and adaptive scenarios, enabling users to select and visualize
various 3D scenes. When immersed in a realistic virtual environment, patients act instinctively. This
promotes the development of hand motor skills, a sense of balance and spatial navigation abilities. In
addition, the hardware and software complex allows for highly accurate collection of statistical data
on the progress of prescribed procedures, storing them in a convenient digital form and using them for
further analysis during rehabilitation.

Hemispatial neglect

Strokes lead to various disorders of motor and cognitive functions in the human body, as well as
changes in emotional regulation. One consequence of brain damage is the development of hemispa-
tial neglect [2, 3]. The term “neglect” derives from Latin neglectus, perfect passive participle of neg-
lego, which means “disregard”. It is a neuropsychological condition in which a deficit in attention and
awareness towards the side of space opposite brain damageis observed. Fig. 1 shows manifestations of
hemispatial neglect when the right or left hemisphere of the brain is damaged.

According to statistics, the overall prevalence of hemispatial neglect is up to 82% in post-stroke
patients, while an average of 50% of patients still have manifestations of neglect. Visual neglect man-
ifests as the patient’s inability to detect objects located in the contralateral space. The patient acts
as if unable to perceive anything on the left or right side, although in fact, vision is intact. Auditory
neglect manifests as the patient’s inability to perceive sounds in one ear, even when the information
is important. Tactile neglect manifests as the patient’s inability to respond to touch and other stimuli
on one side of the body.

It should be noted that the wide variation in reported statistics is explained by the differences in
approaches to understanding neglect and its underlying brain mechanisms, as well as the complex structure
of the syndrome itself and the lack of specialized psychodiagnostic tools.

As a polymodal syndrome with a complex structure, hemispatial neglect presents itself with highly
diverse manifestations. A patient may exhibit one, several or all signs of neglect. Among the clinical
features of neglect, the following can be distinguished:

» hemineglect (failure to respond appropriately to surrounding stimuli such as approaching people
or various sounds);

Normal Right hemisphere lesion  Left hemisphere lesion

\W
L

\

Fig. 1. Manifestations of hemispatial for the right or left hemisphere of the brain
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« tactile neglect (failure to respond appropriately to tactile stimuli when both sides of the body are
touched simultaneously);

 visual neglect (failure to respond appropriately to visual stimuli when both visual fields are stim-
ulated simultaneously);

+ alloesthesia (a condition in which a patient responds to stimuli presented to one side of their
body as if they were presented at the opposite side);

» anosognosia (a condition in which a patient with a disability is cognitively unaware of having it);

* asomatognosia (failure to recognize or be aware of one’s part of the body).

European Handbook of Neurological Management provides an overview of the methods and tech-
niques for hemispatial neglect rehabilitation. There is evidence for the effectiveness of multiple ap-
proaches in reducing hemispatial neglect manifestations:

» combined training of visual scanning, reading, copying and figure description;

* spatiomotor or visuo-spatiomotor cueing;

* visual cueing with kinetic stimuli;

» video and visuomotor feedback;

 training of sustained attention, increasing of alertness or cueing of spatial attention;

 influencing multisensory representations;

* prism goggles;

» forced use of the left visual hemifield or left eye;

* computer training [4—6].

In addition, the use of biofeedback, such as eye-tracking [7] or motion capture [8], enables real-
time adaptation of the rehabilitation program based on the patient’s individual performance.

Recently, computer-based cognitive training has gained considerable popularity. To date, a sub-
stantial body of evidence has been accumulated, leading specialists to conclude that computer-based
cognitive training is effective for patients with focal brain lesions'.

Upon closer examination, it is evident that computer games actively engage higher mental func-
tions such as attention, executive control, task maintenance, differentiation and memory. Therefore,
the gamification of rehabilitation procedures, that allows for simulating everyday or extreme situa-
tions, can enhance patient motivation [9].

Two internationally standardized techniques widely accepted for correcting hemispatial neglect
are combined training of visual scanning, reading, copying and figure description and spatiomotor or
visuo-spatiomotor cueing. These methods aim to improving spatial perception, orientation and ulti-
mately the functional independence of patients with hemispatial neglect?.

The literature to date describes various methods of restorative neuropsychological intervention for
patients with hemispatial neglect. In addition to developing specialized computer-based cognitive train-
ings for patients with cognitive impairments, existing computer games can also be used. Most of these
techniques focus on rehabilitating sensory and motor functions [10].

For patients with hemispatial neglect, the rehabilitation involves modifying the physical environment
and engaging the patient in virtual environments through alternating hand use. The key requirement is
the active involvement of the affected side of the body in purposeful activities.

Rehabilitation 3D-system with VR-technology support

Considering that the purpose of the application is the rehabilitation of patients with complete or
partial impairment of cognitive and motor functions, the rehabilitation process must be carried out under

' Home — Xa6muiext, Available: https://habilect.com/en/home_en/ (Accessed 15.01.2026); NIRVANA | Sensory and interactive room | BTS
Bioengineering, Available: https://www.btsbioengineering.com/products/nirvana/ (Accessed 15.01.2026); VRRS Evo — Khymeia, Available:
https://khymeia.com/en/products/vrrs-evo/ (Accessed 15.01.2026); Rehabilitation, Available: https://www.who.int/news-room/fact-sheets/de-
tail/rehabilitation (Accessed 15.01.2026)

2 Home — Xa6uuekt, Available: https://habilect.com/en/home _en/ (Accessed 15.01.2026)
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Fig. 2. General diagram of the diagnostic and rehabilitation system

the supervision of an operator. The operator monitors the progress of the procedure and adjust the
parameters in accordance with the patient’s limitations.

The operator can be the attending physician or another trained person who can oversee the session
and adhere to all necessary rehabilitation guidelines. The operator is responsible for user authoriza-
tion, selecting the type of simulator, adjusting 3D scene parameters, saving statistics and exporting the
results to a separate file for further analysis if necessary.

The operator controls the procedure from a desktop computer or laptop, using a mouse and key-
board(or a touchpad in case of a laptop).

The procedure is displayed on the operator’s monitor in full synchronization with the virtual envi-
ronment seen by the patient. It also provides an interface for interacting with the application.

The VR helmet displays only the 3D image of the environment, with which the patient interacts us-
ing hand-held controllers (in one or both hands). The helmet also includes built-in speakers for audio
playback.

A general diagram of the diagnostic and rehabilitation system is shown in Fig. 2.

The main functions required in the application are:

+ authorization of the patient by indicating their full name;

» simulator selection, including one of the 3D scenes from the list, with the scenario appropriate
for rehabilitation;

« ability to start/stop the simulator session, restricted to the operator;

 tracking of time spent in the VR system, as well as calculation of statistics for each session;

* ability to export statistics from the 3D scene for deeper analysis;

* ability to restart the simulator, resetting the timer and attempt statistics;

« ability for the operator to adjust exercise parameters for specific simulators.

The Quest 3 modern VR system was chosen as the hardware component of the project. The system
includes a VR headset and two controllers (for the right and left hand, respectively) (Fig. 3).

The patient benefits from high device quality, comfortable ergonomics, a stable connection to a desk-
top computer or laptop, high image clarity with adjustable focal length, and fairly accurate controller
tracking using built-in cameras equipped with LiDAR technology (for digitizing the surrounding space).

The main characteristics of the VR headset are presented in Table 1.
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Fig. 3. Quest 3 VR System

Table 1
Main characteristics of the VR system
Characteristic Value
Per-eye resolution 2064x2208 pixels
Memory 8 GB
Storage 128 GB
Display refresh rate 90—120 Hz
Field of view 104°H/96°V
Connectivity Bluetooth 5.2, Wi-Fi 6E
The minimum system requirements are presented in Table 2.
Table 2

Minimum system requirements

0S Windows 10, Windows 11
CPU AMD Ryzen 5 1500, Intel Core i5-4590
Video card AMD R9 290, NVIDIA GTX 970
RAM 8 GB

To facilitate further testing, the headset is additionally equipped with a special accessory that en-
sures secure fixation on the patient's head when put on.

Since hand movements of patients undergoing post-illness rehabilitation are not always predictable,
the use of special controller straps is essential.

Scenarios

Developing scenarios for patient interaction with the virtual environment is one of the most im-
portant stages of designing an interactive 3D application with VR technology support aimed at re-
habilitation and restoration of lost cognitive and motor skills. At this stage, it is necessary to define
the logic of how the patient will interact with the events in each specific scene, what actions they will
perform, and how the system should respond.
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Consider a rehabilitation scenario using a specific example of one of the simulators implemented in
the diagnostic and rehabilitation system.

After the operator (the attending physician) selects a simulator’s 3D scene from the main menu,
the image in the VR helmet changes and the patient enters the simulated virtual space. The patient
surveys the environment, verifies the representation of their right- and left-hand models in space,
and then confirms readiness to begin interaction with the simulator. Once readiness is confirmed, the
operator starts the simulator mechanics using the available interface.

A timer built into the scene starts counting down, and within a defined area of the environment,
objects begin to appear at a given interval, moving toward the patient.

In turn, the patient, using beams emitted from their hand models, must aim at the approaching
objects. Accurate targeting changes the object’s texture. By pressing a certain trigger on the control-
ler, the patient can destroy the approaching object. Each successful destruction adds one point to the
statistics counter. Upon reaching a certain result or a time limit, the patient ends the session, and the
operator stops the simulator.

The operator logs the session statistics and, if necessary, resets the indicators.

A simplified diagram of the patient’s interaction with the surrounding virtual environment is shown
in Fig. 4.

Implemented system on Unity platform

The diagnostic and rehabilitation system is implemented as an interactive 3D application with VR
technology support on the Unity platform?.

The following software tools were used:

« Unity 6.0 (6000.0.37f1) — a modern game engine designed for developing interactive applica-
tions, games and visualizations, used as the main tool for developing mechanics, scene environments
and interfaces.

* SteamVR Plugin 2.8.0 (SDK 2.0.10) — a key tool for VR development in Unity, used as an inte-
grated tool in the project.

* Visual Studio 2022 — a modern integrated development environment for creating software solu-
tions in a variety of languages, including C# for scripting.

» Excel 2021 — a spreadsheet application designed for collecting, analyzing and processing data in
various formats, used to collect and analyze the resulting statistical data.

The final appearance of the operator interface for the simulator, implemented in the Unity project,
the scenario for which is given above, is shown in Fig. 5.

3 Ilnarpopma Unity mst paspaborku B peanbHoM Bpemenu | JIBmxok mis 3D, 2D, VR u AR, Available: https://unity.com/ru (Accessed
15.01.2026); GitHub — gkngke/UnityStandaloneFileBrowser: A native file browser for unity standalone platforms, Available: https://github.com/
gkngkce/UnityStandaloneFileBrowser (Accessed 15.01.2026)
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Time in the simulator:

Fig. 5. Operator interface for the simulator

The following interface elements have been added and configured:

» Time spent in the session.

+ Statistics of destroyed objects.

+ Slider for changing the speed of the objects’ movement.

+ “Start/Stop” button to start or pause the movement of objects, timer or statistics.

+ “Reset” button to reset the timer and statistics.

+ “Save” button to save the results.

+ “Show Statistics” button to show general statistics.

* “To Main Menu” button to get the main menu.

For general statistics, the following interface elements have been added and configured:

+ Statistics of each simulator scene.

» “Clear Statistics” button to clear the general statistics.

* “Download to Excel” button to export statistics to a CSV file.

* “To Main Menu” button to get the main menu.

After the interactive 3D application was created, tests were run to verify its functionality. Testing was
conducted in accordance with the intended application logic and defined objectives:

» Capturing the view from the VR headset camera and transmitting the image to the operator’s
display.

» Correct patient interaction with the environment using controllers.

» Performance of the operator interface.

» Interaction between scenes.

* Exporting statistics data to a CSV file.

After the simulator scene loads, the operator's screen displays the image from the patient’s headset
camera, along with control elements.

Pressing the “Start/Stop” button launches the simulator. Objects appear, which the patient must
destroy with a specially directed green beam. A countdown timer starts, and statistics on the number of
objects destroyed are recorded.

The result of the functionality described above is shown in Fig. 6.

Clicking the “Save” button saves the obtained data. Adjusting the 3D scene parameters increases
the object speed using the corresponding slider.

If a new session is launched and its result is saved, the “Show Statistics” button can be slicked to show
the general statistics.
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Fig. 6. Mirroring patient's display (Quest 3) to the operator's monitor

To export data from the general statistics to a separate CSV file the “Export to Excel” button should
be clicked.

All functions implemented in the application were verified during testing.

The final build of the application takes up 271 MB of disk space.

Frame rate of up to 144 FPS at a resolution of 2064x2208.

Response time to patient actions is 0.1 ms.

Application optimization ensures moderate load on the hardware of a PC or laptop.

Conclusion

In conclusion, the following points should be noted:

1. Experimental testing of an interactive 3D application with VR support for the rehabilitation of
patients with motor impairments demonstrates that VR technologies not only enhance patient immer-
sion in the rehabilitation process, but also enable an individualized approach to correcting motor and
cognitive functions based on medical indicators.

2. Impaired visual perception affects body function and structure, which in turn limits activity and
participation in daily life. Visual impairment has significant physical, social, emotional, behavioral and
economic consequences. It can have a pronounced impact on patients’ disability one year after a stroke,
making the timely use of VR technologies in neurorehabilitation a relevant direction of work.

3. The core objective of neurorehabilitation is the restoration of cognitive and sensorimotor func-
tions essential for daily living and their impairment significantly affects overall quality of life. There-
fore, advanced technologies such as VR and augmented reality open up new possibilities for creating
immersive environments where patients can perform exercises as simple and understandable tasks in
a safe and controlled environment, fostering a sense of “presence” in the virtual space.

4. Equally important is to record patient’s progress and, based on the data obtained, to understand
whether the chosen rehabilitation scenario is appropriate or whether adjustments to the sequence of
procedures are required.
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AnHOTammsA. B 1aHHOI cTaThe MpeajiaraeTcs METOA YMCICHHOTO YIIPaBJICHUS KPYITHOMAC-
IITAOHBIMU HEJIMHEWHBIMU JTUHAMUYECKUMU CUCTEMaMU, OPMEHTUPOBAHHBI Ha COXpaHe-
HUE YCTOMYMBOCTU O€3 MCIOJb30BaHUS JMHeapu3auuu. McciaenyeMmblit MOAXoH OIMUpPaeTCs
Ha NPUHLUIIBI MHOTOKPUTEPUATBHON ONITUMM3ALMU, THAE YCTOMUMBOCTh CUCTEMbI HAIIPSIMYIO
BKJIIOYAETCS B BEKTOP LIeJIEBbIX KpUTEPUEB MOCPEACTBOM (pyHKLMIT JIssmyHOBa. DTO MO3BOASET
HE€ TOJIbKO MUHUMU3UPOBATh OTKJIOHEHUS OT LIEJIEBBIX COCTOSIHUI U SHEpPro3arpaThl Ha yIpaB-
JIEHHWE, HO U TapaHTUPOBAThb aCUMITOTUYECKYIO YCTOMYMBOCTH CHCTEMBI TPU MPOU3BOJIBHBIX
HavyaJbHbIX ycsioBUsIX. [IpeacTaBieHa MmaremMaTuyeckasi MOoCTaHOBKA 3ajayu, pa3paboTaHa auc-
KpeTHasl YMCJeHHasl cXeMa YIpaBJIeHUSI U TIPeAJIoKeHa CTpaTerusl cKajasipusaluu, odecrieyn-
Baromas npubamkeHne K IlapeTo-ontumanabHbIM pelieHusM. [IpoBeneHa cepust YMCIEHHBIX
SKCIEPUMEHTOB TMPU MOMOIIU sI3bIKa MporpamMmmupoBaHus Python, pesynbraTbl MoaeaupoBa-
HUS TIpeCTaBleHbl B BUAe rpacMKOB, MOATBepKAAOIINX 3(P(PEeKTUBHOCTh METOJa Ha MPpUMEpPE
KaK OJMHOYHOI, TaK M MYJBTHAreHTHON cHUcTeMbl. Pe3yabTaThl JEMOHCTPUPYIOT YCTOMUYMBOE
MoBeJieHUE TPAEKTOPUIA, yMeHbIlIeHUE (PyHKIMMU JISIMyHOBA BO BpeMEeHM U KOPPEKTHYIO paboTy
JIaxe MPU CUJIbHOW HEJIMHEWHOCTHU MOJIEIIN.

KimoyeBble cioBa: HEJIMHEIHbBIE CUCTEMbI, YCTOMYMBOCTD, (hyHKIMS JISIITyHOBA, MHOTOKPUTEPH-
aJIbHAsi ONTUMU3ALIUS, paclpele/ieHHOe yIpaBieHrue, YUCIeHHOEe MOJIeIMPOBAHUE, YIIPABICHHE
0e3 TMHeapu3aumn

Jng murupoBanus: Fershtadt M.1., Shashikhin V.N. Multi-criteria control of large-scale nonlinear
dynamical systems without linearization, based on Lyapunov functions // Computing, Telecom-
munications and Control. 2025. T. 18, Ne 4. C. 112—122. DOI: 10.18721/JCSTCS.18410

Introduction

Modern technical, cyber-physical and social systems are characterized by high dimensionality, a
complex structure of interactions between components and pronounced nonlinear dynamics [1]. Such
systems include intelligent power grids, multi-agent robotic platforms, traffic management systems, dis-
tributed computing complexes and others [2, 3]. Increasing complexity creates the need for new control
approaches, the necessity to simultaneously consider multiple quality criteria, interactions between
subsystems, and stability requirements [4, 5].

Traditional control methods based on linearization of the model demonstrate limited applicability
under conditions of rapid transients, saturation of control actions and variable system structure. In par-
ticular, linearization can significantly distort the real properties of the system, reducing control accuracy
and depriving the developer of stability guarantees outside a small neighborhood of the equilibrium [6].

In these conditions, multi-criteria optimization (MCQO) without linearization becomes particularly
relevant, allowing for simultaneous consideration of dynamic and energy characteristics, as well as sta-
bility characteristics [7—10]. However, most existing approaches to MCO treat stability as an additional

© O®epwTtaat M.W., WawmuxuH B.H., 2025. U3paTenb: CaHKT-MeTepbyprckuii NOAUTEXHUYECKUI YHUBEPCUTET MeTpa Bennkoro
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constraint or a posteriori verification of results, without including it in the optimization structure itself.
This creates a gap between the formal optimization task and the actual requirements for the safety and
stability of the system [11—14].

The present work introduces an approach in which the Lyapunov function is included directly in the
vector of criteria for MCO. This allows for integrating stability requirements into the optimization
process. This approach can be applied in both centralized and distributed control systems.

>

Mathematical model and formalization of multi-criteria control

Structure and properties of the controlled system

By a large-scale nonlinear system, we mean a set of M interacting subsystems Y i, each of which
has its own dynamics and interacts with others through a limited set of connections. The connectivity
of the system is represented by an oriented graph G = (V, E), where the vertices V = {1, 2, ..., M}
correspond to subsystems, and the edges £ = V' x V determine the structure of the interaction [15, 16].

The dynamics of each subsystem ) i is given by a system of differential equations:

% =f"(x"’ i xNi)’ yi=h(x),

where: x; € R} is the state vector; u, € R is the control input; N,  V'is a set of neighboring agents
with which there is a connection that affects subsystems  7; x,, is the vector of all neighboring states;
ﬁ, hi is the continuous functions, and in some cases, non-linear ones.

The state of the entire system:

T
T T T n
x:[xl, Xyy oens xM] eR", n=>n.

Problem formulation for multi-criteria control

Modern control tasks require simultaneous satisfaction of several, often contradictory, goals: mini-
mizing deviations from the trajectory, reducing control effort and ensuring stability and coordination
between system components [17—20]. Formally, such a task is formulated as a MCO with a vector ob-
jective function:

The desired control u(f) must be Pareto-optimal for the vector of criteria J(x(¢)), u(¢)) under the
following constraints:
1. Equations of motion of each subsystem:

X :fl.(xl., u, xNi).

2. Initial conditions:
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3. Functional constraints on control and state:
u () eU, x(t)eX, Vvte[0,T].

Stability as an integrated criterion: the Lyapunov function

The key feature of the proposed approach is the direct inclusion of the stability requirement in the
objective function of the optimization problem. This is achieved through a Lyapunov function V(x) that
satisfies the classical conditions:

V(x) >0 at x#0, V(O) =0;

V(x) = VV(x)T f(x, u) <0.
Using the Lyapunov function as one of the optimization criteria allows one not only to ensure the
stability of the system, but also to integrate the quality of the transition process into the objective vector.

The structure of the objective functions may include:
* control accuracy:

=L (0=, ()] e

where x j(t) is the desired trajectory;
* control effort:

Iy = [y Ju(e)[ ar.

* stability:

° convergence rate:

J, = -V (x(1))at.

For systems with polynomial nonlinearity, it is possible to use sums of squares of polynomials, which
makes it possible to efficiently construct and verify Lyapunov functions via semidefinite programming:

: T
Distributed problem formulation
When implementing control in a distributed environment, each agent solves a local optimization

problem, taking into account its objectives and coordination with its neighbors. In this case, the optimi-
zation takes the following form:

=S n (ol = pl )

where: f]{ji is the weighted average of the states of the neighbors; p, B are the coefficients of coordination
and control effort.

115



4CI/ICTeMHbII7I aHanu3 u ynpasfeHue >

Information exchange between agents takes place according to a certain topology of the graph G =
= (V, E), and coordination can be implemented either via consensus iterations or via the Alternating
Direction Method of Multipliers (ADMM).

Development of a numerical method for multi-criteria optimization

Requirements for the numerical algorithm

The following key requirements apply for the practical implementation of the proposed optimization
method:

1) working with the original nonlinear model — without prior linearization;

2) multi-criteria capability — the presence of several goals in the objective function, including sta-
bility;

3) numerical stability — maintaining the operability of the method under coarse approximations;

4) distributed implementation — the ability to perform optimization independently for each subsys-
tem with coordination;

5) flexibility — the ability to adapt to the constraints and changing structure of the model.

These requirements impose restrictions on the choice of integration method, convergence criteria
and the structure of the computational process.

Discretization of dynamics

For numerical analysis, the continuous dynamics of the system is discretized in time. The simplest
Euler scheme is used:

Xies1 :xk+At><f(xk, uk), k=0, ..., N—1,

where: At is the time step; NV is the number of discretization steps.

With this scheme, the state sequence X, is generated sequentially using the control values u -

In the future, the Euler scheme can be replaced by more stable schemes — Runge—Kutta or the back-
ward Euler scheme.

The system is constrained by physical bounds, the states and controls are clipped to prescribed ranges:

xk EX:[_Xmax’ Xmax]’ uk EU=[—U max]'

u

max 2

Structure of the scalar functional
For numerical solution, the multi-criteria problem is scalarized — one combined functional is formed
[21, 22]:

J(u)= a]\fV(xk)xAt+B1\§uf x A,
k=0 k=0

where: V(xk) is the the Lyapunov function at step k; u, is the control input.

The parameters o, [ are set by the user and reflect the priority between stability and control effort.

This approach has the following advantages:

1. Stability is included in the objective function, which guarantees a decrease in V(x) along the op-
timal trajectory. It is important to note here that stability is treated not as a hard constraint, but as one
of the criteria.

2. After discretization and scalarization, the usual function J(u) is obtained and the problem can be
solved numerically using Python and scipy.optimize.minimize or other standard nonlinear optimizers.

3. The algorithm is simple to implement in real time. If /V is chosen to be small, control can be com-
puted in a few seconds, without complex squares of polynomials or semidefinite programming solvers,
in the proposed algorithm the control action is updated at each control cycle.
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Integration of Lyapunov conditions

To integrate stability into a numerical algorithm, it is necessary:
+ fix the parameter § > 0;

 introduce a restriction:

V(xk) =VV(xk )T f(xk, uk) < —6||xk||2.

If V(x) is a quadratic or polynomial function (for example, V(x) = x’Px), then verification of this
condition is possible numerically. At the same time, the feasibility of the optimization problem remains,
even if the exact minimum is not achieved, due to the preservation of the stability property.

Optimization algorithm

The general numerical scheme is as follows:

1.

Initialization:

the initial state X, is set;

the parameters NV, At, a, B are set;

an approximation of fd (x, u) is chosen (for example, using the Euler method);
an initial control guess u? is selected (for example, zeros).

. Optimization:

the objective functional J(u) is constructed;
the optimization method is chosen (gradient, quasi-Newton, evolutionary);
if necessary, restrictions and filtering of values are introduced.

. Stability check:

it is necessary to make sure that the values of V’(xk) are negative along the entire trajectory;
then make sure that the function V(xk) decreases at each step.

. Results are presented as follows:

phase trajectories are plotted;
the total control effort is estimated;
visualization of system behavior.

Distributed implementation
For a distributed implementation, each subsystem solves its own local optimization problem:

)= 51 oot =5 [ ol |

The coordination mechanism can be implemented in two ways:

1) the Jacobi method: at each iteration, the agent receives data from neighbors and recomputes its
control;

2) ADMM: consensus variables and auxiliary Lagrange multipliers are introduced; simplification
lies in the fact that the current implementation uses an approximate prototype without multipliers.

This approach provides:

scalability;

« the ability to add or remove agents without changing the algorithm;

stability even with incomplete convergence;
feasibility of application in conditions of limited computing resources.

Empirical verification of the method

Verification objectives and structure
Empirical verification of the method is carried out to confirm its operability and stability in numeri-
cal modeling without linearization. The main tasks of verification are:
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» confirmation of the correctness of the numerical solution;

* demonstration of a decreasing Lyapunov function along the trajectories;

« verification of consistency and stability in distributed configurations;

 visualization of system trajectories and qualitative interpretation of behavior.

The simulation is implemented using the Python programming language and the numpy, scipy and
matplotlib modules. Verification includes two stages:

1) optimization of control on a single system;

2) distributed implementation with multiple agents.

Verification on a single system

System dynamics
The following nonlinear system is considered:

< 2
X, ==X, +Xx, +u

Xy =X, + XXy

The Lyapunov function is chosen as:
V (x) =x; +X5.

The initial state is set by the following parameters: x, = [1,5; —1,0]. Simulation time is T = 10, with
a discretization of N = 200.

Without control

Without the control action u(f) = 0, the system exhibits unstable behavior. The Lyapunov function
does not decrease and sometimes even increases. In the phase plane, the trajectory moves away from the
origin.

The Python code to generate the plots (Figs. 1—-3) is available for download and can be run locally'.

Constant optimal control

The problem of finding u = const that minimizes the objective functional for arbitrary control is
solved:

J(u)=af v (x(r))dt+p[, udt.
Substituting the condition u = const into this equation, we obtain:
J(u)=af, v (x(tu))de+p[ wdt=of v (x(tu))dt+BTu’,
where the trajectory x(£; u) can be expressed by the system:

. 2
X ==X +x;+u
X, ==X, + XX,

x(0)+[1.5-1.0]'

At o =1, B = 0,1, the optimal value u* = —0,71 ensures a guaranteed decrease in V(x(¢)) and a
bounded phase trajectory (the system decays without emissions).

' GitHub - fershtadt/lyapunov-control-visualization, Available: https://github.com/fershtadt/lyapunov-control-visualization (Accessed
13.11.2025).
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Fig. 2. Simulation with variable control

Variable control
For discrete control u, (k=0, ..., N—1), the following objective functional is minimized:

N-—

> [OLV(xk)+[3u,f]At.

k=0

J(u)

Results:

* the Lyapunov function V(x) decreases monotonically;

* trajectories x (), X,(?) tend to zero without oscillations;

« the derivative }”(x) < 0 along the entire trajectory;

* no overflow, oscillations, or anomalies are observed.

« the trajectories V(¢) for each agent lie below zero, therefore, the condition J” < 0 along the tra-
jectory is confirmed.
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Numerical derivative V'(t)
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Fig. 3. Numerical derivative of V(r)

Conclusions

1. A constant optimal value of u" stabilizes the system, but the attenuation of V(¥) is slower than
with an optimized time-varying control strategy.

2. Optimizing the discrete control sequence u, accelerates convergence and reduces control effort,
as evidenced by the steeper decline of V(f) and the negative derivative V() over the entire interval for
each agent.

3. It has been empirically confirmed that including the Lyapunov function in the objective vector
makes it possible to achieve stability without linearization, even with a simple Euler discretization and a
small number of Jacobi coordination iterations.

Verification in a distributed system

System configuration
A system of three agents is being considered:

5= £ (5 )+ X vy (- ),

JeN;

where: NV, is the set of neighbors of agent i; Y= 0,5 are consensus coefficients.

Each agent has the same local dynamics as the single-system and uses a local control of the form:

uzk = _Kvxlk,i - p(xlk,i - fll,cNi )

Distributed optimization

A simulation of distributed coordination using the Jacobi method was implemented in Python
(Figs. 2, 3). Each agent updates its trajectory according to its own equations, using the average states
of its neighbors.

Jacobi iterations: 20.

Results:

 all agents demonstrate coherent behavior: deviations between them decrease;

» the Lyapunov function decreases for each agent;

* control inputs u (f) remain within the acceptable range;

 the agents' phase trajectories converge to a common equilibrium state.

Conclusion

Even in the simplest implementation of distributed optimization (without Lagrange multipliers), the
proposed approach provides:
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« stability of the entire system;
» coordination between agents;
* numerical stability in nonlinear dynamics.
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