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EVALUATING THE PERFORMANCE OF JAVA VECTOR API
IN VECTOR EMBEDDING OPERATIONS

N.A. Tomilov, V.P. Turov =
ITMO University, St. Petersburg, Russian Federation

= firemoon@icloud.com

Abstract. Hardware vector instructions are widely used to improve the performance of
computations. The Java Vector API introduced in Java 16 allows using them portably on any
platform supported by the Java Virtual Machine (JVM). In this paper, we evaluate performance
benefits from rewriting typical vector search operations, such as computing distance between two
vector embeddings, using the Java Vector API. We compare the performance of these vectorized
implementations with semantically equivalent scalar code. Furthermore, we compare the Java
Vector API with native C++ implementations, called from Java code via different Java-to-
native interfaces, namely Java JNI, Project Panama (Foreign Function and Memory API), and
manipulating Java JIT compiler via JVM CI and Nalim library. Benchmarking results suggest
that in certain situations using Vector API can produce a measurable increase in performance
of low-level operations, which can be translated into speedup of high-level algorithms such as
Product Quantization. However, under certain scenarios, using Vector API is slower than relying
on automatic vectorization provided by JVM, and most benchmarks suggest that invoking
calculations implemented in C++ is faster even with all performance penalties incurred by native
code invocations. Using techniques to lower these penalties, for example, by avoiding memory
copy operations, can decrease the execution time by five times compared to Vector API and by ten
times compared to plain Java code. However, in cases where using native code is prohibited, Vector
API can still demonstrate a noticeable performance uplift, which can be beneficial for vector-
related calculations in Java applications.

Keywords: vector embeddings, Java JVM, Java JNI, Java JVM CI, Project Panama, native code
invocation

Citation: Tomilov N.A., Turov V.P. Evaluating the performance of Java Vector API in vector
embedding operations. Computing, Telecommunications and Control, 2024, Vol. 17, No. 4,
Pp. 7—15. DOI: 10.18721/JCSTCS.17401

© Tomilov N.A., Turov V.P.,, 2024. Published by Peter the Great St. Petersburg Polytechnic University
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U3MEPEHMUE NMPOU3BOAUTE/IbHOCTU JAVA VECTOR API
NMPU ETO UCNOJIb3OBAHUU B ONEPALIUAX
HA BEKTOPHbIMU NPEACTABJIEHUAMU

H.A. TomunoG, B.ll. TypoG =

HauuoHanbHbIN nccnegoBaTenbckuii yHuBepcutet UTMO,
CaHkT-NeTepbypr, Poccuitickaa Pepepauma

= firemoon@icloud.com

AHHOTanuA. AnnapaTHble BEKTOPHBIC MHCTPYKIIMU IIIMPOKO MCIIOIB3YIOTCS TSI ITOBBIIICHUS
MPOU3BOAUTEIBHOCTH BbhrumciieHnit. Java Vector API, mpeacraBieHHbIi B Java 16, mo3BoJIsIET TTe-
PEHOCHMO KCITOJb30BaTh UX Ha 000 miaTdopme, MoaaepKuBaeMoi BUPTYalbHOW MalllnHOM
Java. B maHHoli paboTe BBITIOJHSIETCS OIIEHKA MPOM3BOAUTEIBHOCTU TIPU peaiu3allii TUITAY-
HBIX OTIepalliii MOMCKA IO BEKTOPHBIM IIPEICTaBICHUSIM, TAKMX KaK BBIYMCICHUE PACCTOSTHUS
MEXAY IBYMsI BEKTOPHBIMU TIpEICTaBIeHUsSIMU, ¢ UctojibzoBaHueM Java Vector API. I1pousso-
IUTEIbHOCTh BEKTOPU30BAHHBIX peaM3allMii 3TUX OMepaluii CpaBHUBAETCS C CEMaHTHUYECKU
9KBUBAJIEHTHBIM CKaJIIpHbIM KonoMm. KpoMe Toro, mpousBoautcsi cpaBHeHue Java Vector API
C HaTUBHBIMHU peanm3anusmMu Ha C++, BbI3bIBaeMBIMU U3 Java-Koja 4yepe3 pa3IndHble MHTEP-
deiicel B3aumoneiictBug Java ¢ HAaTUBHBIM KonoM, a uMeHHo Java JNI, Project Panama (Foreign
Function and Memory API) u ynpasnenue JIT-komnunsitopom uepe3 JVM CI u 6ubnmnorexky
Nalim. Pe3ynabTaThl TeCTMpPOBAaHUS ITOKA3bIBAIOT, YTO B OIPEIACICHHBIX CUTYAILIMSIX MCIIOJB30-
BaHue Vector API MoXeT mpuBeCTH K 3aMETHOMY YBEJIMUYECHMIO MPOU3BOAUTEIHLHOCTA HU3KO-
YPOBHEBBIX OIepallrii, YTO MOXKET BbIpaxkaTbCsl B YCKOPEHUU BBICOKOYPOBHEBBIX aJrOPUTMOB,
Takux Kak Product Quantization. OqHakKo B HEKOTOPBIX CLIEHAPUSIX UCITOJb30BaHue Vector API
OKa3bIBaeTCsl MeIJIEHHEee 110 CPAaBHEHUIO C aBTOMATUYECKOM BEKTOPU3allKel, MPeaoCTaBIsieMOn
JVM, 1 GOJNBIIMHCTBO TECTOB IMOKA3BIBAIOT, YTO BEI30B BRIUMCICHUIN, peaTn30BaHHBIX Ha C++,
3aHUMAaET MEHBIIIC BpeMEHHU 10 cpaBHEeHUIO ¢ Vector API, make ¢ yaeToM Bcex HaKJIaTHBIX PaCcX0-
JIOB, BO3HUKAIOIIIMX TP BbI30BaX HATUBHOIO Koaa. M CIioIb3yst MeTOAbI 11 CHYKEHUS 3TUX Ha-
KJIaIHBIX PACXOI0B, HaIlpuMep, u3beras onepamyii KOMMPOBaHUS TTAMSITU, MOXHO YMEHbIIUTh
BpeMsl BBITIOJIHEHUS B IATh pa3 Mo cpaBHeHUto ¢ Vector APl u B mecsaTh pa3 mo cpaBHEHHUIO C
00bIYHBIM Java-konoM. Tem He MeHee, B Cyvasix, KOrjaa UCIoJIb30BaHUE HATUBHOTO KOJ1a 3ampe-
meHo, Vector API Bce etre MoXeT IeMOHCTPUPOBATH 3aMETHOE TTOBBIIICHIUE TTIPOU3BOIUTEIILHO-
CTH, 9YTO MOKET OBITH ITOJIC3HO TSI BEIYMCIICHU, CBI3aHHBIX C BEKTOPHBIMU IIPEICTABICHUSIMU,
B Java-npuioxXeHusx.

KoueBbie ciioBa: BeKTOpHble TpenctaBieHus, Java JVM, Java JNI, Java JVM CI, Project
Panama, BBI30B HATMBHOTO KOJa

Jlna murupoBanusa: Tomilov N.A., Turov V.P. Evaluating the performance of Java Vector API in
vector embedding operations // Computing, Telecommunications and Control. 2024. T. 17, Ne 4.
C.7—15. DOI: 10.18721/JCSTCS.17401

Introduction

Modern processors have instruction sets that enable the simultaneous execution of certain operations
on arrays of data. These instructions are referred to as SIMD instructions, where SIMD stands for Single
Instruction Multiple Data. The use of such instructions significantly accelerates computations over nu-
merical arrays and matrices [1, 2]. The process of transforming a loop that performs calculations on single
data elements into a loop that operates on data blocks using SIMD instructions is called vectorization.

Vectorization can significantly accelerate any data array processing. One example of such data pro-
cessing is the organization of search operations in large document databases, where machine-learning

© Tomunos H.A., TypoB B.M., 2024. N3paTtenb: CaHKT-MNeTepbyprckuii NONUTEXHUYECKUIA YHUBEpPCUTET MeTpa Benukoro
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techniques are used to transform the data into representations that reflect the semantic structure of
textual [3] and multimodal documents in the form of vector embeddings (representations), which are
arrays of floating-point numbers. In this approach, an efficient search can be organized by constructing
an index of these embeddings, converting the search query into its own embedding, and then performing
the search for the nearest vector embeddings using the constructed index [4]. Vectorizing the computa-
tion of the distance between two vectors significantly reduces the time required for vector search [5]. In
general, vector embeddings can have any dimensionality, but in vector search operations the dimension-
ality of each vector is typically small and each vector is often represented as an array of floating-point
numbers with up to 1000 elements. Another key point of vector search operations is having a large num-
ber of relatively small operations (e.g., distance calculation or computing an average vector) [6].

High-level programming languages often have their own mechanisms for automatic vectorization,
either during runtime, as in Java JVM, or at the compilation stage, as in C++. In case of Java, the JVM
can automatically vectorize only a small set of operations'; in other cases, vectorization must be imple-
mented manually, either through certain intrinsic functions of the language, such as FMA (Fused-Mul-
tiply-Add), or by implementing computational operations in a low-level language with access to assem-
bly-level SIMD instructions, and then invoking the implemented functions from Java through various
mechanisms for executing platform-dependent code. Java 16 introduced an additional mechanism for
working with vector instructions — Java Vector API — which enables convenient use of vector instruc-
tions without the need for platform-dependent code. This mechanism offers a significant performance
boost compared to Java’s automatic vectorization [7], and despite its experimental status, it is already
being adopted in some software products, such as Apache Lucene?.

In this paper, we test the performance of the Java Vector API in the scope of operations on vector em-
beddings that are used in vector search. We compare the usage of this API to the implementation of the
same operations in Java without vector instructions, as well as to the implementations in C++, where
we call the corresponding functions from Java using mechanisms, such as Java JNI, Java JVM CI, and
the Project Panama (Foreign Function and Memory API).

Methods of using vector instructions in Java

As mentioned above, there are three methods of working with vector instructions in Java: using in-
trinsics, invoking a shared library that was built in some other language with support for vector instruc-
tions, and using Vector API.

The first method involves using intrinsics, such as the FMA operation, which are optimized func-
tions provided directly by the JDK developers. Unfortunately, the existing set of intrinsics is mostly
limited to cryptographic operations, and it is not practical to use them when implementing operations
applied in vector search.

The second method involves implementing vector computational operations in a low-level language,
such as C or C++, and subsequently invoking these operations from Java JVM [8]. This approach allows
us to optimize computational functions more precisely and take full advantage of any vector or other
assembly instructions, automatic code vectorization provided by the low-level compiler [9], or even
already implemented and highly optimized shared libraries, resulting in higher performance compared
to plain Java [10]. However, this approach comes with several significant drawbacks. The most obvious
are the need to write platform-dependent code and the need to modify it for each new architecture or
even processor generation to achieve maximum performance. Additionally, this method comes with the
complexity of working directly with the required vector and assembly instructions, direct memory han-
dling, and potential security risks [11].

! Vladimir Ivanov. Vectorization in HotSpot JVM. Available: https://cr.openjdk.java.net/~vlivanov/talks/2017 Vectorization_in_HotSpot JVM.
pdf (Accessed: 29.09.2024)
2 Available: https://github.com/apache/lucene/pull/12311 (Accessed: 06.12.2024)
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A less obvious drawback of this approach is the overhead associated with data copying. When trans-
ferring control to platform-dependent code, the JVM typically does not allow direct access to memory
managed by the JVM. If the data for computations resides in JVM memory, we must copy it to memory
outside the JVM, and then we need to free that memory ourselves. This copying is necessary for each
data array and, in addition to the time spent on the copying itself, incurs context switching from man-
aged code to the JVM and other overheads [12]. When we need to pass matrices, being arrays of arrays,
to managed code, the context-switching overhead can become so significant that it is more efficient to
copy the data into a single large-dimensional array and transfer it, rather than copying each row of the
matrix as a separate array. Alternatively, we can store all data in unmanaged memory beforehand, which
complicates access to that data from the JVM.

Although the problems associated with executing unmanaged code in a managed environment are
generally insurmountable, modern Java provides several mechanisms to reduce overhead from memory
copying and context switching between managed and unmanaged code. One of the most effective meth-
ods for reducing overhead is through altering the just-in-time (JIT) compilation within the JVM. This
allows us to completely replace the function body generated by the JIT compiler, specifically substitut-
ing the proper call to platform-dependent code, which involves memory copying and context switching,
with a direct call to the platform-dependent function [13, 14]. However, this method has significant
drawbacks, including the lack of exception handling, complete blocking of the thread invoking un-
managed code, and having access to the JVM from unmanaged code. Consequently, we cannot copy
objects or complex data structures, such as arrays of arrays, into unmanaged code; we can only work with
primitive types or one-dimensional arrays. When we need to pass two-dimensional arrays, such as arrays
of vectors, we must manually copy the data into a large one-dimensional array. However, despite these
limitations, this method remains popular and is used in frameworks for heterogeneous computing, such
as Tornado VM [15], and in the Nalim library3, which utilizes Java JVM CI capabilities. Another meth-
od for reducing overhead, aside from managing the JIT compiler, is the Foreign Function and Memory
API, or Project Panama. This API, which recently achieved Released status in Java 22, offers a modern
alternative to JNI and allows, under certain conditions, direct access to JVM memory from unmanaged
code, including complex data structures like objects or arrays of arrays. This means that while the over-
head from switching thread states between managed and unmanaged code still exists, we can entirely
eliminate memory copying for complex data structures, potentially accelerating computations for arrays
of vectors even more than through JIT compilation management.

The third method involves using the recently introduced Java Vector API. This framework provides a
high-level abstraction over various vector instructions available on different architectures supported by
the Java JVM. When using this framework, developers do not need to consider the target architecture
or which specific vector instructions to utilize; they only need to prepare the data correctly and invoke
a certain function, for example, addition. This function will be translated into the appropriate vector
instruction, often the most suitable one, depending on the processor architecture and its supported
instruction set. If the processor lacks support for vector instructions, the framework transparently falls
back to using standard scalar instructions. Apart from ease of use, the Java Vector API offers several
advantages, including the absence of manual memory copying to and from unmanaged code, and full
support from the JVM, including proper exception handling and effective organization of computations
in a multithreaded environment. Moreover, not having to deal with unmanaged code allows developers
to use vector instructions for speeding up computations in contexts where using unmanaged code is
prohibited or requires extensive precautions, such as in the financial sector.

However, a significant drawback is the need for manual organization of computations using vector in-
structions, which, albeit not directly related to assembly instructions, still closely resembles the use of vec-
tor instructions on the processor. Furthermore, there are no optimizations available if the instructions are

3 Available: https://github.com/apangin/nalim (Accessed: 06.12.2024)
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used incorrectly or inefficiently. For instance, when computing the sum of two vectors with a dimension
of 390, the developer must perform a summation of 48 parts of vectors of length 8 in a loop, and then
separately sum the remaining 6 elements manually, assuming the processor supports a maximum vector
width of 256, meaning it can handle operations on up to 8 32-bit floating-point numbers at once. Any
mishandling of this vector alignment will cause performance degradation. In addition, it is important to
note that as of the time of writing, the Java Vector API remains in Incubator Preview status, and there is
no information on when it will become fully supported and available for use in production environments.

Experiment setup

To test the performance of the Vector API, we created an interface that describes various operations
for vector embeddings. We then implemented the following versions of this interface:

1. Standard Java;

2. Java with Vector API,;

3. Java with Calls to Platform-Dependent Code Implemented in C++:

o Using Java JNI, which includes all potential overheads;

o Using the Nalim library, which leverages Java JVM CI to manage JIT compilation, eliminat-
ing context-switching overhead, but requiring memory copying for two-dimensional arrays;

o Using the Project Panama (Foreign Function and Memory API), which incurs overhead
from switching to native code, but does not require memory copying for one-dimensional and two-di-
mensional arrays.

The implemented operations can be divided into several sets.

The first set includes operations on a single vector or a pair of vectors of dimensionality D and con-
sists of the following operations:

e Calculation of the Average value of the vector elements;

e Calculation of the Variance, also known as Dispersion, of the vector element values;

e Calculation of the Angular, also known as Cosine, and Euclidean Distances between two vectors [16].

The second set includes operations performed on multiple vectors simultaneously and uses an array
of vectors (a two-dimensional array) as one of the input parameters:

e Calculation of the Average Vector from N source vectors;

e Calculation of N Angular and Euclidean Distances between one vector and N other vectors.

The third set includes complex computations that utilize operations from the first two sets:

e Clustering using the k-Nearest Neighbors (kNN) method from N source vectors into K clusters,
which involves calculating N distances and calculation of the Average Vector [17];

e Product Quantization of N source vectors [18] to M subvectors with a quantization depth of nBits,
which uses kKNN-clustering.

The purpose of this set is to measure the extent of the overhead incurred due to the need to convert
sets of vectors, which are arrays of arrays, into a one-dimensional array for passing to unmanaged code.

The sets of vectors were randomly generated and consisted of N arrays of 32-bit floating-point num-
bers (FP32) of size D. The following parameters were used:

e For the first two sets of operations:

o D =256, 384,768, N =100, 250, 500;
e For kNN-clustering:
o D =256, N=5000, 10000;

o K=20, 50;

e For PQ:
o D =256, N=10000;
o M=4,S§;

o nBits =8, 12, 16.

11
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Fig. 1. Results for Operations on a single vector set

The test setup has the following specifications: AMD Ryzen 7 7700X (8C16T); 32GB RAM; Op-
erating System: Ubuntu 22.04; a framework of comparing vector search algorithms, implemented in
previous research [19], that uses the Java Microbenchmark Harness (JMH) [20]. The JMH was con-
figured with a warm-up mode to allow the JIT compiler to perform necessary optimizations, including
automatic vectorization. The C++ code was compiled using GCC 11.4.0. For all computations except
JVMCI, JDK 22 version 22.0.2+9 was used. For JVMCI, JDK 17 version 17.0.10+7 was selected, be-
cause it was the most recent long-term support version of the JVM that the Nalim library works correctly
with. In newer JVM versions, JVM CI was modified in a way that caused the library to malfunction, and
modifying it is beyond the scope of this article. The source code for the benchmark and all implemented
vector operations is available on GitHub®*.

Experiment results

The results for the first set of operations are presented in Fig. 1. The measured execution time for a
single operation is in nanoseconds, where lower values indicate better performance.

It can be observed that using the Vector API significantly reduces the execution time for a single
operation compared to standard scalar Java. However, the execution time for calculations using the
Vector API is nearly indistinguishable (sometimes longer, sometimes shorter) from that of calculations
implemented in C++ with an optimizing compiler and function calls via JNI. The execution time for
calculations implemented in C++ and invoked through JVM CI or Project Panama is substantially low-
er than that using JNI, and is two to four times less than the execution time for calculations using the
Vector API. This indicates significant overhead from both using JNI and the Vector API. Nevertheless,
the speedup from the Vector API compared to regular Java computations is notable and directly depends
on the number of vector operations: the more operations are necessary to perform the computation, the
less pronounced the speedup becomes, as seen when comparing computation time of angular distance
(which needs three operations in total) and Euclidean distance (which needs only one operation) for the
same number of dimensions. Such difference depending on the number of operations also demonstrates
the overhead involved when invoking the Vector API.

The results for the second set of operations are presented in Fig. 2. Fig. 2a shows the computation
time for the average of N vectors of dimensionality D, Fig. 2b displays the computation time for N Eu-
clidean distances between a given vector and N specified vectors, and Fig. 2¢ illustrates the similar time
for angular distances.

When using the Vector API, the computation time for the average vector is approximately equal to
that of standard Java and significantly less than the time required for calling C++ code via JNI or JVM
CI. The performance degradation of the C++ code is attributed to the overhead of converting N arrays

4 Available: https://github.com/nikita-tomilov/vector-vapi-jni-jvmci-panama (Accessed: 06.12.2024)
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Fig. 2. Results for the multi vector operations

of dimensionality D into a one-dimensional array of size NxD for passing to unmanaged code. A sim-
ilar conversion is necessary for calculating N distances; however, in this case, the slow data transfer to
unmanaged code is offset by the more optimized code generated by the optimizing compiler, resulting
in the use of C++ code in conjunction with JVM CI yielding the greatest speedup for distance calcu-
lations. Nevertheless, although in both cases the computation of N distances using the Vector API is
significantly faster than using standard Java, and in the case of Euclidean distance, it is somewhat faster
than using C++ and JNI, the combination of C++ and Project Panama remains an order of magnitude
faster, thanks to the advantages provided by the optimizing compiler and the absence of memory copy-
ing overhead.

The results for the third set of operations are presented in Fig. 3. Fig. 3a shows the time for clustering
using the KNN method, while Fig. 3b demonstrates the execution time for Product Quantization.

The results for the third set of operations partially replicate those of the second set: the parity be-
tween scalar Java and the Vector API remains for the measurement of Product Quantization time, with
both benchmarks showing significant time overhead for JNI and JVM CI due to memory copying. In
both benchmarks, Project Panama is the fastest option, benefiting from the absence of memory copying
overhead. However, for KNNs, the Vector API is faster than scalar Java in all cases, achieving up to a
twofold increase in performance at best.

Conclusion

The use of the Java Vector API significantly accelerates vector operations in applications written in Java
or running in the JVM. However, computations implemented using the Vector API and manual vector-
ization generally lag behind calls to functions implemented in C++ that utilize automatic vectorization
and mechanisms to reduce overhead associated with calling unmanaged code, such as the Project Panama

13
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Fig. 3. Results for the complex vector operations

(Foreign Function and Memory API). Nevertheless, in scenarios where the use of unmanaged code is
not feasible, as well as in cases where the conversion and transfer of data to managed code incur signifi-
cant overhead despite the use of optimized methods for calling unmanaged code, the Vector API serves
as a good alternative to traditional Java computations.
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Annoramusa. BHenpeHue TEXHOJOTHII COBEpIIEHUS TaMOXEHHBIX OIlepallii MOoCpeacTBOM
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Introduction

One of the key goals of the creation of the Eurasian Economic Union (EAEU) is “comprehensive
modernisation and improving competitiveness of national economies within the framework of the global
economy”!. The creation of competitive conditions directly depends on the reduction of time costs on the
route of goods from the manufacturer to the end consumer [1].

The rate of technological change is constantly increasing, which leads to the need to master new
skills and knowledge that allow taking into account such factors as instability, uncertainty, complexity

! Treaty on the Eurasian Economic Union, Available: https://docs.cacunion.org/ru-ru/Pages/DisplayDocument.aspx?s=bef9c798-3978-4213-
9ef2-d0fb3d53b75f&w=632c7868-4ee2-4b21-bc64-1995328e6ef3&1=540294ae-c3¢9-4511-9bf8-aaf5d6e0d169& EntityID=3610  (Accessed:
28.01.2025)
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and ambiguity in the economic models used. The concept of economic development in the context of
VUCA (volatility, uncertainty, complexity and ambiguity) conditions is becoming increasingly popular [2],
which has a direct impact on the processes of foreign trade activities (FTA) management.

In these conditions, FTA acquires new specifics, which was proposed in [3] to consider from the
standpoint of reducing the time costs of information and logistics operations by eliminating “false disa-
greements” by creating services for implementing trade operations in the format of smart contracts; for
forming indicators that directly characterize the integrative aspects of trade transactions within FTA.

Information systems that directly support FTA have begun to actively develop in the direction of cre-
ating platform solutions that involve the implementation of smart contracts and blockchain technologies.

In the context of growing volumes of cross-border trade, the Federal Customs Service of Russian
Federation was one of the first customs services in the world to take a course on reducing the time it
takes to complete customs formalities through the digitalization of its activities and the introduction
of innovative technologies for interaction with all participants involved in the process of international
movement of goods [4]. In the current conditions, there was an urgent need to develop and implement
fundamentally new approaches, technologies and means of performing customs operations through in-
formation systems and information and communication technologies without the participation of cus-
toms officials, i.e. in automatic mode.

At the same time, the global information space (GIS) and its main component — the Internet — is
used and will be used in the foreseeable future in the interests of the functioning of critical infrastruc-
ture facilities of customs authorities and individual participants in FTA, expanding citizens’ access to
information. On the other hand, it is already being used by criminal structures, international terrorist
organizations and unfriendly states to disrupt the functioning of these facilities and create centers of
social tension [5].

The results obtained in the field of quantum information science clearly demonstrate the high tech-
nological potential of quantum technologies. At the same time, it becomes clear that a cryptanalytically
relevant or significant quantum computer could threaten civil and military communications systems and
undermine the combat capability of strategic control and management systems of the Russian Federation's
critical information infrastructure [6], including critical information infrastructure facilities of customs
authorities and individual participants in FTA.

In these conditions, the relevance of conducting research in the field of quantum technologies and
information security, the creation of safe quantum-resistant ecosystems and platforms for conducting
FTA is beyond doubt.

>

GIS and modern threats to international information security

It is necessary to conduct a permanent detailed analysis of the current situation in the GIS, primarily
an analysis of the quantity and quality of threats from states, criminals and terrorists using information
and communication technologies for destructive purposes. It is also necessary to constantly clarify and
classify threats to international information security (IIS), make a detailed assessment of these threats,
clarify plans and the format of activities to counter threats to the I1S for the future.

The main basic concepts of IIS, the classification of IIS threats, their types and mechanisms (or
channels) for their implementation are defined in [6] and subsequently clarified>? in a series of works
devoted to modern IIS threats. It should be noted that with the adoption of sanctions against the Russian
Federation by the United States and its allied states, the number of attempts to violate the information
security of various critical information infrastructure facilities, including customs authorities, has in-
creased significantly.

2 Updated concept of the convention of the United Nations on ensuring international information security, Available: http://www.scrf.gov.ru/
security/information/Inf conc/ (Accessed: 29.01.2025)

3 Decree of the President of the Russian Federation on approval of the Fundamentals of the state policy of the Russian Federation in the field
of international information security, Available: http://pravo.gov.ru/proxy/ips/?docbody=&firstDoc=1&lastDoc=1&nd=602148302 (Accessed:
29.01.2025)
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Over the past decades, the scale of IIS threats has increased significantly under the influence of such
a complex and contradictory phenomenon as globalization. On the one hand, in the context of globali-
zation, the interdependence of states has increased sharply and conflicts in the GIS seriously threaten
global security and stability. On the other hand, by deepening the unevenness of economic development
of states, globalization creates a fertile ground for the accumulation of crisis potential in many countries
of the world. It is on this basis that new types of IIS threats arise and grow, various new actors of the GIS
appear, who have made violence and lawlessness their weapon in it [5].

Over the past three decades, so many threats to information security have emerged that it would seem
that there is no room for new ones. Examples of the ingenuity and resourcefulness of manufacturers and
developers of new means of conducting cyberattacks and hostile use of content (new mechanisms of
information-technical and/or information-humanitarian influence) and, accordingly, the emergence
of new threats [5].

Since 2022, many Russian services have been subjected to cyberattacks: Gosuslugi — the Unified
Portal of State and Municipal Services (Functions), websites of Russian banks, courts, media, federal
companies, electronic document management systems, as well as Android-based equipment. Over the
past two years, there have been large-scale leaks of personal data of Russians. In the spring of 2024, on
the eve of the admissions campaign, university websites were attacked, as well as TV channels, where the
broadcast of the Victory Parade was interrupted.

It is now clear that cyber operations against transport infrastructure, power grids, dams, chemi-
cal plants, nuclear power plants, customs authorities, and other critical infrastructures are technically
possible. Such operations can have far-reaching consequences, causing significant damage and large
numbers of civilian casualties [5].

In accordance with the passport of the national program “Digital Economy of the Russian Federa-
tion”*, ensuring the integral, sustainable and secure functioning of critical information infrastructure
and services for the transmission, processing and storage of large volumes of data in the context of the
growth of both classical and previously unknown (and, accordingly, poorly studied) security threats is
one of the key goals of the “Information Security” project.

In the current geopolitical situation and in accordance with the Concept of ensuring information
security of customs authorities, the priority areas for ensuring information security and technical pro-
tection of information of customs authorities are:

* ensuring resistance to deliberate destructive impacts on the information and telecommunications
infrastructure of customs authorities;

* ensuring trust in the processes implemented (including without human participation) by auto-
mated information systems of customs authorities and the generated electronic documents;

* unconditional compliance with the requirements for ensuring information security at all stages of
the creation, development, operation, use and decommissioning of components of the information and
telecommunications infrastructure of customs authorities.

At the same time, the destructive impact is exerted not only on the information systems of customs
authorities, but also on the information systems of participants in FTA [7] and other interested parties,
information interaction with whom is ensured in accordance with the legislation of the EAEU and the
Russian Federation.

There are a number of IIS threats arising within the framework of the activities of international
(regional) economic organizations. Thus, in the scheme of exchanging electronic documents during
cross-border interaction of government bodies of the EAEU member states with each other and with
the Eurasian Economic Commission with the participation of a trusted third party, collisions arise.
They are associated with the emergence of a situation in which the subject of interaction (legal entity or

4 Passport of the national program “Digital Economy of the Russian Federation”, Available: https://digital.gov.ru/uploaded/files/tsifrovaya-ekono-
mika-rossijskoj-federatsii.pdf (Accessed: 29.01.2025)
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individual) can potentially submit to the government body an electronic document that it received from
another subject located in a jurisdiction different from the government body of submission. In this case,
the government body will not be able to correctly verify such an electronic document.

Another type of threat in case of violation of the cross-border transfer of electronic documents is as-
sociated with an electronic document with uncertain legal force that has already entered the recipient's
jurisdiction, but its legal force has not yet been confirmed using receipts from a trusted third party. For
example, it is possible that an electronic document was signed with an electronic signature and sent to
the recipient, but before the recipient initiated the procedure for generating receipts, the public key cer-
tificate for verifying the signature was compromised. Obviously, such an electronic document will have
no legal force in the recipient's jurisdiction. At the same time, at the time of the electronic document’s
formation and during its transfer from the sender to the recipient, the document had all the properties
that allow it to be considered legally significant [5].

The achievements of IBM, as well as a number of other high-tech manufacturers of quantum com-
puters, convincingly demonstrate the reality of the so-called “quantum threat”. For this reason, a num-
ber of technological countries in the world have already begun preparations to counter future quantum
cyberattacks. For example, the administration of former US President Joe Biden has issued two new
directives to prepare the state and business for future quantum cyberattacks.

Thus, it should be considered that computer attacks and impacts using specially prepared content
(information-technical and information-humanitarian impacts) would constantly develop, and their
number would grow. Therefore, it is necessary to systematically update the existing lists of information
security threats and conduct predictive research in this area in order to counter them in the near and
medium term.

Automated information systems in the customs sphere

Currently, the customs sphere not only ensures 100% electronic declaration’ [1, 4], but also various
customs technologies for carrying out customs operations through information systems without the par-
ticipation of customs officials are actively used.

Thus, for the first time, self-regulating mathematical methods, algorithms and software for for-
mat-logical control, interdepartmental exchange and verification of permits, as well as decision-making
by information systems without the participation of customs officials have been developed and imple-
mented.

In this case, electronic signature mechanisms are used to ensure the legal significance of decisions
made by information systems. The proposed system-technical and information-technological solutions
ensured the implementation of technologies for automatic registration of customs declarations, auto-
matic verification of the risks of violation of the customs law of the EAEU and automatic release of
goods in accordance with the declared customs procedure, as well as writing off customs duties and
payments from the single personal accounts of participants in FEA [1].

Information systems of the customs authorities of the Russian Federation ensure the implementa-
tion of information and communication technologies used in the performance of customs operations
and customs control of goods and vehicles, the use of the risk management system, accounting and
control of the completeness and timeliness of receipt of customs payments and their payment, the
maintenance and analysis of customs statistics of foreign trade, currency control, the analysis and
assessment of the effectiveness of the activities of customs authorities, the implementation of other
functions assigned to customs authorities in the field of customs affairs in accordance with the current
EAEU Customs Code.

The basis for the implementation of various customs technologies was the creation, since 1998, of in-
formation systems of customs authorities in a secure design [1], first of all, Unified automated information

5 The first electronic declaration was submitted to customs authorities on 25.11.2002.
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system of customs authorities (UAIS CA)®. This system is designed to ensure automation of the activities
of customs authorities and the implementation of information customs technologies in accordance with
the legislation of the EAEU, the legislation of the Russian Federation in the customs sphere, as well as
other relevant regulatory legal and acts of the Russian Federation and international treaties. The UAIS
CA is a hierarchical multi-level information system corresponding to the organizational and staff struc-
ture of the customs authorities of the Russian Federation.

The set of components (objects) of the UAIS CA is operated in the central office of the Federal Cus-
toms Service of Russian Federation, specialized and regional customs departments, customs offices, at
customs posts and checkpoints on the external border of the EAEU.

Information interaction between customs authorities is carried out using the Departmental Integrat-
ed Telecommunications Network (DITN) of the Federal Customs Service of Russian Federation, which
is a system of telecommunications nodes of customs authorities that are interconnected according to the
hierarchical principle.

Since 2002, when the first departmental certification center of the State Customs Committee of Rus-
sian Federation was created and the first electronic declaration of goods was filed, customs authorities have
consistently created, put into operation and developed a system of departmental certification centers of
customs authorities and automated information system for external access of customs authorities’.

The automated information system for external access of customs authorities ensures secure infor-
mation interaction between the information and software systems of the UAIS CA and external infor-
mation systems (information systems of FTA participants, federal executive authorities, customs au-
thorities of foreign states, including members of the EAEU, international organizations, etc.).

The system of departmental certification centers of customs authorities ensures the issuance of qual-
ified certificates of electronic signature verification keys to customs officials and server components of
the UAIS CA. Qualified certificates of the electronic signature key are required to create electronic doc-
uments within the framework of the procedures for automatic registration of declarations and automatic
release of goods, as well as to check the status of a document at various stages of customs clearance and
customs control, including after the release of goods within five years.

Since 2002, information interaction with the information systems of FTA participants and other
interested parties has developed in the direction of a complete transition to the use of legally significant
electronic documents.

Since 2018, the implementation of customs technologies has begun, which provide for the adoption of
legally significant decisions when carrying out customs operations through information systems without
the participation of customs officials.

Since November 2021, the process of automatic processing of goods declarations has been carried out by
the customs authorities' information system around the clock. If a decision on the automatic release of goods
in accordance with the declared customs procedure is not made by the information system, then such a dec-
laration is automatically sent to the customs authority (electronic declaration center), whose officials make
the final decision on the submitted declaration “manually”. Simultaneously with the goods declaration, the
official receives the results of inspections carried out by the information system, which he uses to make deci-
sions. In this case, the decision is made by officials during the working hours of a specific customs authority
where the declaration was received (most electronic declaration centers work daily in a 12-hour mode).

Along with this, work was carried out to develop the information and software tools of the UAIS CA,
implementing in automatic mode the verification of format-logical control, algorithms for automatic reg-
istration of customs declarations and algorithms for the automatic release of goods.

¢ Order of the Federal Customs Service of Russia dated 17.06.2010 No. 1154 “On approval of the Regulation on the Unified Automated Informa-
tion System of Customs Authorities”, Available: https://www.alta.ru/tamdoc/10pr1154/?ysclid=m6izdrt2k 5240885086 (Accessed: 30.01.2025)
7 In 2002, the Departmental Certification Center of the State Customs Committee of Russia began its work, on the basis of which a system of
departmental certification centers of customs authorities was subsequently created, which was put into operation on 11.03.2005. On 06.04.2009,
an automated information system for external access of customs authorities was created and put into operation.
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The digitalization of customs authorities' activities was accompanied by changes in international and
national legislation. For example, the Customs Code of the Customs Union established the priority of
using paper documents, and all customs operations were provided for only by customs officials. Since
2014, the electronic form of declaration has become mandatory in the Russian Federation, with the ex-
ception of cases determined by the Government of the Russian Federation or supranational legislation.
Since 01.01.2018, the Customs Code of the EAEU has already entered into force, which established
the priority of the electronic form of documents and the possibility of carrying out customs operations
through an information system without the direct participation of customs officials.

Thus, currently developed technologies for performing customs operations through the information
systems without the participation of customs officials (in automatic mode) involve the use, together with
the UAIS CA, of the System of Departmental Certification Centers of Customs Authorities and the Au-
tomated System of External Access of Customs Authorities, ensuring interaction with the information
systems of FTA participants and other interested parties, as well as the System of Interdepartmental
Electronic Interaction, ensuring interaction with the information systems of more than 40 other federal
executive authorities).

The transition of the customs authorities of the Russian Federation to the use of digital technologies
served as the basis for the use of electronic documents by other federal executive authorities whose pow-
ers include the issuance of permits necessary for the movement of goods and vehicles across the customs
border of the EAEU.

The introduction of an electronic form for submitting documents, the organization of obtaining
permits in electronic form directly from the agency that issued them, and a number of other measures
related to the organization of electronic document flow between participants in the cross-border move-
ment of goods, made it possible for FTA participants to submit an electronic declaration for goods from
any point in the Russian Federation and, as a result, eliminate the need for the personal presence of a
representative of a participant in FTA at the customs authority when declaring goods.

The development of information systems of FTA participants took place, although the development
and implementation of the CUCA interaction model scheme [3], which ensures increased management
efficiency based on the processing of data on goods and thereby minimizing the impact of the so-called
VUCA processes, had a greater influence on the development of information systems in the sphere of FTA.

When creating a digital information and logistics platform under VUCA conditions, it becomes pos-
sible to control all routine operations: from concluding a contract to successfully closing a deal, subse-
quent warranty service and compliance with the rights to the intellectual property used, processing and
storage in distributed ledgers in the format of smart contracts. Automatic execution of smart contracts
reduces the risk of logistical errors, unifies the document flow process, visualizes in real time the pro-
cesses of movement of goods and the status of customs documents [3].

This model scheme consists of coordinating operations: data transfer during the implementation of
business processes, defining the goal, in terms of knowledge of laws and regulations of FTA, observa-
bility of the current state of resources and controlled distribution of decision-making powers (Fig. 1).

The CUCA model scheme allows for a radical increase in the reliability and security of the chain of
foreign trade transactions, the level of automation of accounting and control systems, a reduction in
the time and financial costs of exporting enterprises, and the introduction of the principle of one-time
provision of data (the “single window” principle) [8, 9].

The use of CUCA significantly reduces the potential for fraud, violation of liability regulations, cer-
tification rules and the use of false information. Thanks to the peer-to-peer architecture of the CUCA
database, the FTA information space is endowed with new functions, which allows the exporter and
importer to directly exchange legally significant documents organized in the form of a cryptographically
protected chain of blocks (blockchain). The correctness of the information update is confirmed by all
nodes of the blockchain network, and specially organized chains of records (sidechain) allow customs
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Fig. 1. CUCA model scheme

and currency control authorities to automatically receive the necessary information, which reduces ad-
ministrative costs and speeds up all FTA processes.

Considering that distributed ledgers are decentralized network-centric technology for storing and
processing data that includes meta-information about previous operations, a new addition operation us-
ing ledgers is executed taking into account the context of previous operations. This ensures verification
of new operations in the future.

Each result of a successful operation is called “smart contract” and stored in a distributed ledger and
is duplicated multiple times in the system, which ensures automated control of its correctness, radically
reducing the number of violations in the preparation of documentation and customs clearance, reducing
logistics costs due to:

* processing of all transactions in a common cryptographically protected information space of
manufacturing enterprises, licensed exporting enterprises, customers of high-tech products, financial
organizations and state customs control authorities;

» creating a distributed cross-border digital infrastructure for operational management and plan-
ning of FTA;

* integrating production and logistics capabilities for export-import operations, typical for enter-
prises engaged in high-tech production.

In the context under consideration, the essence of digital transformation of FTA comes down to
using the capabilities of end-to-end information and computing systems and IoT networks to stimulate
the activities of industrial enterprises to dramatically increase the volume of exports of high-tech prod-
ucts, including changes in business models of relationships with partners and competitors through the
introduction of smart contracts.

An information and logistics model of FTA (using the example of transportation between Russia and
China) with transaction control technology using distributed ledgers and smart contracts, is presented
in Fig. 2.

All regulatory financial and logistical operations, up to the successful closing of a deal and subse-
quent warranty service, are proposed to be recorded and stored in distributed secure ledgers. In this case,
the basis of FTA is smart contracts (application, description, letter of credit etc.), which automatical-
ly guarantee the regulatory correct settlement of requirements in accordance with the model of FTA
adopted by the company and approved by the customs authorities (smart contract FTA).
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Fig. 2. Information and logistics model

It should be noted that a smart contract implements an algorithm executed in a local or cloud com-
puting environment, which describes the sequence of fulfillment of contractual obligations agreed upon
by the supplier and customer. When creating an information platform for the implementation of Rus-
sian-Chinese FTA, it must be taken into account that the processed data used, for example, to certify
goods in accordance with national quality standards, are in “constant motion” [10], the trajectory of
which can be clearly displayed on a multi-layer telematics map.

In modern conditions, the formation of a register of “obligations plus regulations”, which charac-
terizes the time sequence of fulfillment of contractual obligations, using traditional paper declarations
significantly reduces the speed of trade transactions and at the same time increases the amount of in-
accurate information associated with the influence of the “human factor”. That is why the considered
information and logistics model of foreign trade operations is based on digital technologies that allow
the creation of a new class of network infrastructure for the implementation of FTA or the “Internet” of
economically significant values. Such infrastructure can be created on the basis of an intelligent digital
information and logistics platform that implements and controls material and information flows formed
during the implementation of export contractual obligations and customs control regulations.

As noted above, business processes occurring during the implementation of FTA can be used to
design smart contracts at the normative-algorithmic level regulating the sequence of both preparatory
and customs-logistics operations [11, 12]. In this case, preparatory operations include the processes of
selling and purchasing finished products or materials, drawing up relevant foreign trade contracts and
carrying out banking transactions. Customs and logistics processes include the processes of obtaining
permits (certificates of conformity, etc.), passing customs formalities, handling cargo along the entire
route or transferring goods using information carriers through computer networks.

In the digital information and logistics platform, the distributed ledger actually functions as an in-
formation integrator, which receives information from both participants in export transactions and from
equipment that forms the IoT class transport infrastructure used by the logistics operator or IaaS service
provider. RFID sensors, digital video cameras, temperature and humidity sensors, GPS navigators and
other telematic devices that transmit information about the current state, route, and location in the
warehouse or other logistic attributes of the goods being transported can be used as sources of data pro-
cessed during customs support of the smart contract.
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At the same time, the technology of distributed ledgers at the algorithmic level fixes the list of re-
quirements for the goods, their transportation and storage, which is mandatory for the supplier and the
logistics operator company. Subsequently, the smart contract automatically prepares financial flows and
forms a neutral account, where the recipient of the goods transfers payment for the completed goods
transaction. At the same time, the funds are in this account until the goods cross the customs border and
become the object of control of the smart contract.

An analysis of the structure of the digital information and logistics platform shows that the infor-
mation used in it, being a carrier of events and facts, forms a distributed ledger or a set of data ordered
according to certain rules, which are endowed with attributes that characterize how both rights and
fact their ownership. These attributes ensure “high accuracy” of data accounting and management,
which opens up fundamentally new possibilities for the use of distributed ledgers for the implemen-
tation and control of foreign trade transactions. Increasing the accuracy of data accounting reduces
uncertainty in the planning process and economic risks of logistics transactions, which creates the
preconditions for a radical change in business models based on the fulfillment of mutual obligations.
This is especially important in the implementation of FTA, as it allows for the automation of the
processes of control over the fulfillment of obligations, analyzing the ledgers of financial resourc-
es of suppliers, clients, intellectual property and applicable standards based on agreed algorithms.
Considering that contract ledgers or smart contracts can be complete (take into account any possible
situations) or open (can be supplemented or changed depending on the situation), the operational
management of economic processes within the framework of FTA can be considered as a collective
and non-authoritarian technology that allows for immediate and public confirmation of the accuracy
and authenticity of the data provided.

The CUCA model scheme that forms the basis of the digital information and logistics platform al-
lows for increasing the efficiency of operational management of logistics operations and automating
the processes of FTA control by customs authorities. At the same time, enterprises exporting high-tech
products have the opportunity to use new business models of FTA that increase the reliability, security
and speed of trade operations.

Using similar approaches, the information system of the Russian Export Center is being developed.
The digital platform “My Export” (state information system “Single Window”) and the National digital
transport and logistics platform (DTLP) are being created.

My Export platform was created within the framework of the national project “International co-
operation and export”, which is aimed at increasing the export of non-resource non-energy goods.
Eleven relevant ministries, federal executive bodies and business associations worked together with
the Russian Export Center to create the platform, including the Ministry of Industry and Trade of
Russian Federation, the Ministry of Agriculture of Russian Federation, Rosselkhoznadzor, the Fed-
eral Customs Service of Russian Federation and the Federal Tax Service of Russian Federation. The
digital platform “My Export” provides online access to government and business services that support
companies' export activities. The platform's services provide solutions to key tasks at each stage of the
export cycle?.

The National DTLP is being created as a state information system that defines uniform standards of
digital interaction for all participants in transport and logistics activities and government agencies. It is
designed to unite digital logistics services on one platform and become a kind of a “single window” for
interaction between the state and carriers. One of the goals is to implement electronic document man-
agement at all stages of cargo transportation by road, sea, river, rail and air®.

8 Over 115 thousand services rendered and over 23 thousand users. Digital platform "My export" is three years old. News of Russian export.
Available:  https://www.exportcenter.ru/press_center/svyshe-115-tysyach-okazannykh-uslug-i-bolee-23-tysyach-polzovateley-tsifrovoy-plat-
forme-moy-eksport-/?ysclid=m6jdtzaob1137958268 (Accessed: 30.01.2025)

° National Digital Transport and Logistics Platform | Ministry of Transport of the Russian Federation, Available: https://mintrans.gov.ru/activi-
ties/297/367?ysclid=m6je31weyh694738446 (Accessed: 30.01.2025)
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Threats to the information infrastructure of customs authorities associated
with the development of quantum computing technologies

The creation of secure quantum-resistant ecosystems and platforms for the digital economy of Rus-
sia, including the FTA sphere, is a long-term challenge due to the current lack of unified scientific,
methodological and technical base for creating the aforementioned systems. In particular, there are
no technologies to counter the new quantum threat to cybersecurity. This is a fundamental scientific
problem, without solving which it is impossible to talk about achieving the goals of the national project
“Data Economy”.

According to [6], today we are in the so-called era of noisy intermediate-size quantum devices
(NISQ) [13—19].

Quantum computers are capable of solving some computational problems much more efficiently
than any modern classical computer (fifth-generation supercomputer) of the von Neumann architecture
[20, 21].

The components of a quantum computer that can be implemented in practice are imperfect in terms
of accuracy and are highly susceptible to interference and errors. However, if these components are used
in combination with classical computers and fifth-generation supercomputers, it is possible to achieve
significant acceleration in calculations in the field of solving a wide class of multidimensional optimi-
zation problems. It should be noted that these problems include the problems of ensuring information
security for critical infrastructure and problems associated with information impact (primarily unfriend-
ly) on this infrastructure.

Here the question of “price vs quality” arises: how much more expensive is such a quantum compo-
nent of a computing system than a classical one, capable of doing the same work, but in a longer time?

The results obtained in the field of quantum information scince clearly demonstrate the high tech-
nological potential of quantum technologies. At the same time, it becomes clear that a cryptanalytically
relevant or significant quantum computer can threaten civil and military communication systems and
undermine the combat capability of strategic control and management systems of critical information
infrastructure [6], including critical information infrastructure facilities of customs authorities and in-
dividual participants in FTA.

In this situation, there is a growing need to carry out all necessary measures to protect against the
aforementioned quantum threat, including developing a plan of relevant priority measures at the state
and military levels.

Touching upon the task of ensuring the security of critical information infrastructure in the context
of the introduction (full-scale or limited) of quantum computing systems and quantum computing based
on them, one can try to identify two main “scenarios” for the development of events [21].

The first scenario assumes the direct use of quantum technologies in computing facilities that provide
control, processing of all types of information and modeling of all levels in the elements of the critical
information infrastructure facility. It is obvious that quantum computing will be used in this case in par-
allel with calculations and control operations implemented on classical computing facilities (modern
supercomputers in this approach will also be considered classical facilities).

The second scenario assumes that quantum technologies in the near future will not find wide appli-
cation in critical information infrastructure due to insufficient reliability and maturity, and will most
likely be used outside the real control and information processing circuits to solve individual local com-
putationally intensive tasks. In this case, the processes of forming “hostile” information impacts can
be implemented using quantum technologies outside the real control and computing circuits with sub-
sequent “introduction” into structures related to critical information infrastructure facilities that are
potential targets of impact.

It should be noted that the second scenario may become feasible in the near future, while the first one
is associated with the need to master the serial production of basic elements that are (by analogy with
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Fig. 4. The first quantum computing systems

microelectronic chips) the basis for hardware solutions for quantum computers (so-called “quantum
chips”). The general situation here is that, despite active research in the field of quantum computers,
there are still no technologies for the mass production of “quantum chips”. Moreover, a physical plat-
form for the creation and production (at least small-scale) of quantum computers has not been selected.

Currently, researchers around the world are working on the creation of quantum computers on four
main platforms (Fig. 3 and 4): superconductors, ions, neutral atoms and photons.

The main features of these platforms are studied in [6]. The first prototypes of quantum computers
do not differ fundamentally from each other in performance and are practically at the same stage of
development. At the same time, if we talk about specific models of quantum computers, then at present,
computing devices on superconductors have become more widespread.

The situation in the field of quantum computing is characterized by a kind of “technological race”
between leading companies. Periodically, there are reports of achieving “quantum supremacy”, i.e. the
ability to solve problems that are impossible for classical von Neumann supercomputers.

Thus, in 2019, Google claimed to have achieved quantum supremacy on a 54-qubit array'®.

" Arute F., Arya K., Babbush R. et al. Quantum supremacy using a programmable superconducting processor. Nature, 2019, Vol. 574,
505-510. DOI: 10.1038/s41586-019-1666-5
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In 2021, Chinese scientists reported'' achieving quantum supremacy with the Jiuzhang 2 quantum
computer on photons (the problem of sampling Gaussian bosons was solved 107 times faster than on
classical supercomputers).

At the IBM Quantum Summit 2022'2, the Osprey quantum processor was presented, consisting of
433 qubits. Google, IBM, and D-Wave have provided access to their prototypes of cloud quantum com-
puters under the Iaas and PaaS models. IBM plans to develop a quantum system with more than 4000
qubits by 2025. Google plans to introduce a cloud quantum computer with 1 million qubits by 2029.
For comparison, the current leader among cloud computers is the Canadian company D-Wave with
a 7000-qubit D-Wave Advantage 2 processor based on quantum annealing technology. An open cloud
service Leap has been developed to work with this computer, which allows you to create and run various
quantum applications (Fig. 5 and 6).

In Russian Federation, scientific research is also being conducted aimed at creating the first domestic
quantum computers. For example, scientists from the Russian Quantum Center and the P.N. Lebedev
Physical Institute of the Russian Academy of Sciences have developed a prototype of a quantum com-
puter based on ytterbium ions'?.

The emergence of a relevant quantum computer capable of cracking traditional cryptographic algo-
rithms is expected in the period 2026—2030.

In the context of the emergence of a new quantum security threat, it is necessary to set and solve the
problem of ensuring the stability of customs authorities’ information systems in such a way that quantum
stability is ensured for technologies for performing customs operations through information systems
without the participation of customs officials when making the following decisions:

 registration of goods declarations;

» release of goods and vehicles;

 registration of transit declaration;

* issue of transit declarations;

« risk level category of FTA participants;

 results of format-logical control of goods declarations;

' The Jiuzhang 2.0 Photonic Quantum Computer, Available: https://www.youtube.com/watch?v=R57MOSmTPHI (Accessed: 31.01.2025)

12 The Next Wave — IBM Quantum Summit 2022 Keynote, Available: https://www.youtube.com/watch?v=8ySjHqfioJM (Accessed: 31.01.2025)
> Dorohova I. Sozdan prototip kvantovogo komp'yutera na ionah itterbiya. 2022, Available: https:/strana-rosatom.ru/2022/02/25/sozdan-pro-
totip-kvantovogo-kompjute/ (Accessed: 31.01.2025)
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+ results of reconciliation of permits with the information declared in goods declarations;

» accrual and write-off of customs duties and fees.

At the same time, the main problematic issues of ensuring quantum stability of critical information
infrastructure facilities of customs authorities include:

 insufficient level of readiness for the growth of quantum cyberattacks by intruders;

» growing complexity of the structure and behavior of critical information infrastructure facilities of
customs authorities in the context of unfinished import substitution and technological security;

« difficulty of identifying quantitative patterns that allow us to study the cyber-resilience of cus-
toms authorities’ critical information infrastructure facilities in the context of classical and quantum
cyber-attacks by intruders.

Ignorance of the above-mentioned problematic issues leads to a decrease in the efficiency of the
functioning of the critical information infrastructure facilities of customs authorities.

Moreover, this problem is significantly aggravated by the growth in the number of classical and quan-
tum cyberattacks by intruders. Of particular concern are the so-called quantum attacks or attacks using
a quantum computer. The fact is that most of the crypto primitives used in modern information systems
(including hash functions, electronic signatures, asymmetric cryptographic algorithms and correspond-
ing protocols) are no longer resistant to such attacks.

Today, effective quantum algorithms are known, in particular, Shor's algorithm for factorization and
discrete logarithm, which can be successfully used to hack the listed crypto primitives [22—24].

The functioning of critical information infrastructure facilities are also strongly influenced by factors
of the external and internal environment, which are either fundamentally impossible to manage, or can
be controlled with an unacceptable delay. In addition, the external and internal environments have in-
complete certainty of their possible states in the future.

That is, the factors influencing the behavior of critical information infrastructure facilities of the
Russian Federation undergo changes over time that can radically change their functioning algorithms
or make the set goals unattainable. Changes in the external and internal environment occur regularly
and randomly, therefore generally they cannot be accurately predicted, resulting in uncertainty in their
values. These facilities have a certain “safety margin” — features that allow achieving the set goals with
certain deviations in the influencing factors of the external and internal environment.

Until recently, two main approaches were used to identify the above-mentioned patterns of function-
ing of critical information infrastructure facilities: experimental (for example, methods of mathematical
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statistics and experimental design) and analytical (for example, analytical verification methods). Unlike
experimental methods, which make it possible to study the individual behavior of a critical information
infrastructure facility, analytical methods allow us to consider the most general properties of the behav-
ior of this facility, characteristic of the class of functioning processes as a whole. These approaches have
significant shortcomings.

For experimental methods, this is the impossibility of extending the results obtained during the ex-
periment to other behavior of a critical information infrastructure facility that differs from the one stud-
ied, and for analytical verification methods, this is the difficulty of moving from a class of processes of
functioning of a critical information infrastructure facility, characterized by the derivation of generally
significant properties, to a single process that is additionally characterized by corresponding conditions
of functioning (in particular, specific values of the behavioral parameters of this facility under conditions
of classical and quantum cyberattacks by intruders).

Consequently, each of the named approaches separately is insufficient for effective research of quan-
tum stability of customs authorities' critical information infrastructure facilities. The necessary mathe-
matical apparatus for identifying the required quantitative patterns of behavior and ensuring quantum
stability of critical information infrastructure facilities can be obtained only by using the strengths of
both approaches and combining them.

Thus, the practice of operating and maintaining critical information infrastructure facilities both
in customs authorities and in other areas indicates the following. The conditions of modern confron-
tation in cyberspace impart to the mentioned facilities features that exclude the possibility of creating
quantum-resistant facilities of critical information infrastructure of customs authorities by traditional
methods.

At present, three main directions can be identified for resolving the scientific problem of ensuring
quantum stability of information systems.

The first direction is the justification and preparation for the transition to the emerging domes-
tic post-quantum crypto-primitives of blockchain and electronic signature. For example, to the
post-quantum electronic signature “Rosehip” (2022), the stability of which is based on the math-
ematical problem of decoding a random linear code, which is computationally complex, and to the
protocol for generating a common key based on the apparatus of isogenies of supersingular elliptic
curves “Forsythia” (2022).

The second direction is the justification of the application of the first quantum-resistant solutions
of quantum cryptography on physical principles and laws of quantum mechanics with mathematically
provable stability. Including data transfer protocols that cannot be intercepted and decrypted unno-
ticed, quantum key distribution systems, quantum generators of truly random numbers, etc.

The third direction is the creation of a fully quantum model of customs authorities' information
systems. It is clear that such an approach will require the creation of a full-fledged quantum (physical)
infrastructure of customs authorities, which is a distant prospect.

Note that before this, information theory and information security dealt exclusively with attacks by
intruders using traditional von Neumann computers. For example, using the recommendations and
corresponding Threat Models of domestic regulators'“.

In practice, a number of interesting results have already been obtained. For example, high-speed
hardware symmetric key encoders and quantum key distribution devices, which provided these encoders
with secret keys, were integrated into highly loaded communication channels. A dedicated fiber optic
core was used to transmit single photons. Since networks are often overloaded, scientists are working to
ensure that quantum and classical signals can coexist in one fiber optic at different wavelengths. Thus,
a pilot project of the Rosatom state corporation connected two offices of the organization in Moscow.

14 Methodology paper dated February 5, 2021, Available: https:/fstec.ru/dokumenty/vse-dokumenty/spetsialnye-normativnye-dokumenty/
metodicheskij-dokument-ot-5-fevralya-2021-g?ysclid=m6kmwynfo0336914156 (Accessed: 31.01.2025); MITRE ATT&CK®, Available:
https://attack.mitre.org (Accessed: 31.01.2025)
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This project is a pilot fiber-optic communication line using quantum key distribution technology and
was implemented with the support of Rostelecom PJSC on equipment from the QRate research and
production company.

It is interesting that during the testing, a quantum channel rupture was simulated, during which the
secret key storage buffer worked. Successful testing confirmed the required level of reliability for the
implementation of the current solution in the network infrastructure. Another project is being imple-
mented by Russian Railways, which is responsible for the implementation of the roadmap for the de-
velopment of the high-tech field of Quantum Communications in the Russian Federation. The project
involves the creation of an 800 km long quantum network, based on domestic solutions ViPNet Quan-
tum Trusted System from InfoTeKS. At present, the largest backbone quantum network in Europe from
Moscow to St. Petersburg has already been created.

At the same time, the following must be taken into account. Firstly:

 relative youth of the field, and therefore insufficient study and trust in post-quantum crypto prim-
itives (performance and security issues). For example, in 2023, researchers from the Royal Institute of
Technology in Sweden discovered a vulnerability in the post-quantum algorithm CRYSTALS-Kyber,
one of the finalists of the well-known NIS competition;

+ emergence of quantum algorithms that effectively solve “new” mathematical complex problems,
i.e. “new” post-quantum crypto-primitives immediately become unstable. The sensational story of a
new algorithm by Chinese scientists based on the Schnorr method, which used quantum acceleration to
obtain approximate results for one of its stages — solving the problem of finding a short vector in a lattice
of small dimension;

* emergence of a large number of open and commercial libraries for developers of digital platforms,
SDKSs implementing new cryptographic schemes, and, consequently, a high probability of the presence
of so-called undeclared capabilities and software backdoors (up to 95% of the software code of open
libraries contains the aforementioned backdoors);

+ lower efficiency of post-quantum cryptographic schemes compared to classical ones: large sizes of
keys, ciphertexts and signatures, low productivity etc.;

» practical complexity of a mass transition to post-quantum schemes and the unclear timeframe for
implementing such a transition, etc.

Secondly, the creation and transition to quantum-resistant solutions and components of the RF
CII facilities based on quantum cryptography with mathematically provable resistance. Including data
transfer protocols that cannot be intercepted and decrypted unnoticed, quantum key distribution sys-
tems, quantum generators of truly random numbers.

Well-known Russian mathematicians have made significant contributions to this area of knowledge,
for example, employees of the Steklov Mathematical Institute of the Russian Academy of Sciences:

* Volovich I.V., PhD, — head of the Department of Mathematical Physics, corresponding member
of the Russian Academy of Sciences;

+ Kholevo A.S., PhD, — head of the Department of Probability Theory and Mathematical Sta-
tistics, laureate of the Claude E. Shannon Prize for outstanding achievements in information theory,
academician of the Russian Academy of Sciences.

Conclusion

An analysis of the information and software tools, technologies and information resources of the
customs authorities of the Russian Federation has shown that they are currently the only complex in the
Russian Federation that ensures the performance of legally significant actions electronically around the
clock without human participation (registration of customs declarations, automatic verification of risks
of violation of the customs legislation of the EAEU and automatic release of goods in accordance with
the declared customs procedure).
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In the future, the implementation of automatic customs operations will be transformed into a new
vector — automatic business processes, for example, automatic intelligent control at checkpoints (using
elements of artificial intelligence). One of the elements of such an intelligent business process is already
a qualitatively new project of the Federal Customs Service — analysis of images of inspection and screen-
ing complexes using machine learning technology.

The results obtained in the field of quantum information science clearly demonstrate the high tech-
nological potential of quantum technologies. A cryptanalytically relevant or significant quantum com-
puter can threaten civil and military communication systems and undermine the combat capability of
strategic control and management systems of critical information infrastructure.

It has been shown that critical information infrastructure facilities, including those of customs au-
thorities, do not have the required stability for their intended functioning in the face of previously un-
known quantum attacks by intruders.

In this situation, there is a growing need to prepare in advance for possible collisions and carry out all
necessary measures to protect against the aforementioned quantum threat, including developing a plan
for relevant priority measures at the level of the Federal Customs Service of Russian Federation and,
possibly, at the level of FTA participants who ensure the largest volume of customs operations or carry
them out in the interests of critical information infrastructure facilities in other areas.
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Introduction

The question of the existence of “unusual abilities” in sertain representatives of humanity has divided
people and the entire scientific world into two camps, whose opinions are opposite. The first camp, the
camp of deniers, declared these abilities untenable, and scientists of this camp declared research in this
area as pseudoscience. The second camp, relying on the practice of famous individuals, including the
masters of the Chinese method of “qigong”, believes that there are such “unusual abilities” in humans.
However, the scientists of the second camp still have not yet presented any convincing researches and
explanations of these abilities, which has become the basis for creation of various legends and occultism.

Let us explain what is meant by the term “unusual human abilities”. The perception of information
by an average person is based on the reaction of his well-known sense organs — smell, taste, touch, sight,
hearing and the vestibular apparatus. The transmission of information is carried out by influencing the
said corresponding organs of another person with the help of conditional gestures of body parts (limbs
and head), speech and artificial systems created by man. The latter use various devices for converting
propagating signals of electromagnetic waves (including light) and elastic waves. However, those human
abilities, which go beyond the ordinary just in the process of exchange information without artificial
systems and lie outside the sphere of occult conceptions, we will attribute as “unusual abilities”.

The author supports the opinion about the possible existence of such abilities, which was supported
by numerous studies of the abilities of individual representatives of the terrestial fauna. On this basis, the
author tried to build a chain of assumptions and considerations leading to the possibility of the existence
of unusual abilities in humans and their explanation with the help of ultrasonic communication channel.
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The purpose of the article is an attempt, based on the supposed ultrasonic impact of a person and his
reaction to it, firstly, to present ways to check the presence of such a channel of influence and to identify
its frequency band; secondly, to compare the proposed facts with the available facts of modern studies
of the fauna of our planet; and thirdly — on the basis of the consequences of the supposed attempt to
present the physical essence of some unusual phenomena inherent in humans.

Basic assumptions, early research and discussion of results

Below are the results of works carried out by representative research teams in the field of studying
unusual human abilities. Some author's considerations concerning the results of these studies are given
and the ways of experimental verification of the assumptions made are shown.

It is known that the human skin and internal organs are dotted with nerve endings, with the help of
which a person senses acoustic waves starting from zero frequencies, in contrast to the human hearing
organs. They perceive only sound oscillations in the maximum range ofAFa =16 Hz...20 kHz frequen-
cies, according to the wavelengths in the interval of Aa ~ 20.6 m...16.5 mm, taking into account the
speed of v = 330 m/s of propagation of acoustic waves in the air. Below these frequencies lies infra-
sound, and above — ultrasound [1, 2].

The essence of the author's basic assumption lies in the fact that humans have such areas of the
body, which, with their corresponding nerve endings, can be likened to a kind of acoustic transducer
of ultrasonic frequencies. The latter converts the ultrasound affecting it into a certain signal, which is
perceived by the human nervous system, delivering certain information to the brain. Moreover, it is
assumed that this acoustic transducer is reciprocal, i.e. the human brain, through its nervous system,
is able to influence this acoustic transducer in such a way that it generates ultrasound. The set of these
acoustic transducers, i.e. the human nervous system and the brain, capable of receiving and processing
the influencing ultrasound, as well as to produce it in accordance with the causal activity of a person, we
will conventionally call the transceiving center.

Thus, the human body is similar to a system consisting of a set of reciprocal acoustic transducers —
ultrasonic antennas, the input signals of which are received by the transceiving center, which controls
and directs the work of these antennas. Then such a modeled system, according to the theories of anten-
nas and general communication, is capable of the following [3, 4]:

* to emit ultrasound coherently and, therefore, directionally;

« the parameters of the emitted ultrasonic wave can be modulated by the brain (in other words, the
ultrasonic emission can be informative);

* when receiving ultrasonic energy, the system is able to determine the direction of its inflow;

* to exchange information with a similar system.

In other words, a person is capable to exert an ultrasonic influence on someone or something at a dis-
tance and in a certain direction, and to determine the direction of arrival of such an influence acting on
oneself. Moreover, he is capable to establish communication, contact with another person at a distance
without the participation of the usual organs of sight, hearing and speech.

Why is an ultrasonic, and not an infrasonic channel of communication assumed? The answer to this
question implies the effectiveness of the channel with which a person may be gifted. There are three
significant circumstances, when comparing these channels. The minimum wavelength of infrasound

is A" ~20.6 m (corresponding to """

amin amax

= 16 Hz) about 10 times greater than the natural size of a per-

son and three orders of magnitude greater than the maximum wavelength of ultrasound A" ~16.5 mm

amax
( j:,”r:i’n = 20 kHz). Then, according to the antenna theory [3], the human body is practically unable to
provide either directional transmission of influence or directional transmission of information in the
assumed way via the infrasonic channel, in contrast to such a possibility via the ultrasonic channel. This

is the first circumstance.
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The second circumstance is the obvious smallness of the level of natural interference of the ultrasonic
channel compared to the infrasound one.

The third circumstance is that from the point of view of the information capacity of the communica-
tion channel, it is much larger for a higher-frequency ultrasonic channel compared to a low-frequency
infrasonic channel [4].

In the 1970—80s, the intensive scientific research has been carried out in the USSR on people with
unusual abilities. The research was conducted at the Leningrad Institute of Fine Mechanics and Optics
(LIFMO:; now ITMO University) under the leadership of academician G.N. Dulnev and at the Moscow
Institute of Radio-Engineering and Electronics by the USSR Academy of Sciences (now IRE RAS) un-
der the leadership of academician Yu.V. Gulyaev. People with unusual abilities were called “operators”
by scientific teams, and we will stick to this terminology later in the article.

During the study, the research groups identified the following conclusions [5—8]. Firstly, in the
“working mode”, the operator experiences great stress, and each session is hard work for him, which was
confirmed by the operators themselves. Secondly, during the session, the operator generates pulses of
magnetic and electric fields and there is a characteristic increase in the intensity of infrared and optical
emission around his hands. At these moments, acoustic pulses with duration of hundredths and tenths
fractions of a second are also recorded. Thirdly, the operator is able to move objects by acting on them
with his hands at a distance. If a glass wall opaque to infrared emission is placed between the operator's
hand and the object, the effect of the action is not disrupted. Fourthly, in the same mode, the charged
microdroplets of sweat from the sweat glands of the operator’s hands were sprayed at a distance of several
centimeters. It should be noted that this phenomenon in subsequent studies by Moscow scientists was
presented as the basis for the “triboelectric” model of charge separation around the operator. Its essence
is that the operator is charged with a charge of a sign opposite to the charges of the microdroplets of
sweat that are sprayed out. They “wet” with their charge the surrounding objects. As a result, a Coulomb
attraction of the nearby object by the operator occurs [8].

The author assumes that the above-described changes registered in the operator are an external man-
ifestation of physiological restructuring of the operator's body and its work in the mode of generation of
marked fields (including registered acoustic pulses, for which the glass barrier is practically transparent).
It is physically clear that the operator's body must spend a significant part of its energy from its resources
to generate the described processes, which leads to great physical exertion.

The author's next assumption concerns the operators themselves.

Let us think about how people communicated with each other at the dawn of the formation of man
as a thinking person. If a person was gifted with the above-mentioned abilities, then, probably, the trans-
mission of some desires, primitive thoughts was realized by means of ultrasonic channel of communi-
cation. The similarity of this is clearly expressed, for example, in killer whales and dolphins in mating
season or when organizing a hunt, which is repeatedly proved by scientific researches. However, with
the evolution of man, his vocal cords, language and speech developed. A person had to use the commu-
nication channel with another person less and less often, when significant expenses of his own physical
resources were required. Naturally, with the evolution of man, his ability to communicate, to make
contact with another person in this way was lost. Nowadays, there are people who, due to hereditary
characteristics, have retained this ability to a greater extent than others, and we now call them people
with unusual abilities. The masters of "qigong" practice call such people as “gifted” and even developed
a method for improving their abilities for the practice of healing people.

How to check whether the supposed ultrasonic channel exists? For this purpose, the author proposes
an experiment schematically depicted in Fig. 1.

The operator acts on a object and moves it. The fact that the lightweight object (a scale pan, a match-
box, a cigarette) moves due to the operator’s directed impact on the object is undeniable and is cited in
the studies of both Moscow and Leningrad scientists [S—8]. Then we place the cigarette at the bottom of
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Fig. 1. Scheme of the experiment

hermetically sealed grounded metal box. Clearly, it is transparent to ultrasonic waves, which, according
to wave theory [1, 9], create acoustic pressure that repels the object from the operator. However, the box
excludes any electromagnetic influences from the operator, as well as the effects of convective air flows
and any possible particles. In the case of particles, this also includes the above-mentioned charged mic-
rodroplets of sweat sprayed by the operator. In such isolated state, the operator repeats the session of
impact on the cigarette. If after the session, when the box is opened, the fact of the cigarette moving in
it away from the operator is still recorded, then we can talk about the presence of ultrasonic influence.
Then, in the space between the box and the operator, a broadband sound-absorbing screen is intro-
duced, after which the operator again repeats a session of influence. If the fact of the cigarette moving is
not recorded, it confirmes the ultrasonic nature of the impact of the operator.

Another experiment was described in the studies of Leningrad scientists. The operator N.S. Kulagina
acted on the cup of balanced sensitive analytical scales, again placed under a shielding metal cap. Then a
forevacuum (about 1073 Torr) was created in the cap, and the operator's action on the cup was not recorded
during her numerous attempts. This led the researchers to the idea of a possible acoustic nature of the op-
erator's action on the cup [5, 6]. However, the same works note that after the description of the performed
experiments, the editorial board of the journal “Parapsychology and Psychophysics” in 1992 stated the
following. As part of a research program for the study of the ability of an operator to move (in a working
mode) nearby objects, the L.L. Vasiliev Parapsychology Foundation was able to record the movement of
suspended objects in a vacuum of up to 102 Torr. The Foundation did not have such outstanding operators
as Kulagina, who were able to move heavy objects over long distances. They studied the actions of opera-
tors on torsion balance, a much more sensitive device that requires less skill and effort from the operator
to move the device. Their conclusion was that the observed movement of the torsion balance in a vacuum
casts doubt on the explanation of the phenomenon by any acoustic fields.

The author does not agree with the conclusion of the Foundation, because the performed experiment
with such sensitive torsion balance can be interpreted as follows. After the formation of a forevacuum,
the possible ultrasonic impact of the operator on the balance ceases, which agrees with the experiment
involving Kulagina. However, due to the very high sensitivity of the torsion balance, its movement is
caused by an unaccounted phenomenon of a different nature, which is not acoustic.

Given the fact of the existence of ultrasonic channel in humans, the question of the frequency band
of this channel remains open. One thing is clear: humans must have such a channel at frequencies high-
er than the ultrasonic frequencies emitted by dolphins and bats, because humans are insensitive to the
ultrasound of these animals.

To localize the frequency band of the human ultrasonic channel, we resort to the phenomenon of
the presence of an aura (halo), which an ordinary person can see in special cases and in a special envi-
ronment around an outstanding person. It should be noted that images of a halo are found in ancient
religious pictures and icons around the faces of saints, and the existence of the halo is not denied by
anyone for sure.
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The author supposes that this pronounced manifestation of an aura around a person with outstanding
unusual abilities is the result of the effect of his ultrasonic emission on the surrounding air. Its density is
modulated in accordance with the standing ultrasonic wave that somehow arose, forming a kind of diffrac-
tion grating in the air. Then the solar white light will diffract on such a formed grating [10]. We consider that
the wavelengths of the incident white light are approximately A = 1 pm. To observe the diffraction of light
on such a spatial grating, it is necessary that its period d lies in the interval from lengths comparable to the
wavelength of light incident on it, i.e. a’1 ~ A (case of a good diffraction grating), to lengths of the order of
several hundred wavelengths of light, i.e. d, <1000A (case of a rough diffraction grating). In these cases,
for the period of the grating we approximately obtain 10° m~ d, <d < d, = 10~* m. On the other hand,
the period d of the diffraction grating formed under the influence of ultrasound will be of the order of the
acoustic wavelength A , i.e d~ A . Then we obtain that the frequency interval AF ~F —F  of acoustic
waves emitted by a person is limited by the frequencies:

2
By =, /Ay =0, fd, S 2250 =330 Mz, (1)
2
F,=v,/A,=v,/d, Sm 330 kHz. )

10°

This is a large range for finding the frequency band of such a communication channel. In order to
reduce the effort in attempts to find it, we propose to analyze the experiment on the scattering of laser
radiation passing between the operator's palms. This unique effect was discovered by prof. G.B. Altshuller
in experiments when the operator Kulagina affected a long glass cuvette with her palms [5]. Its length was
40 cm and the cuvette contained a solution of PGG dye in alcohol, through which a helium-neon laser
beam passed. The palms were placed at a distance of 3—50 cm from the cuvette. As noted in this work, the
effect of operator’s influence was manifested in visually observed “flashes” the beam scattering on emerg-
ing inhomogeneities in the cuvette in the impact zone, as well as in a strong flickering of the laser spot on
the screen behind the cuvette. These inhomogeneities in the cuvette had the form of thin thread-like par-
ticles or formations. Moreover, it was observed that other operators were failed to achieve similar effects.

The team of Moscow researchers under the leadership of academician Yu.V. Gulyaev explained the
effect of laser beam scattering by the influence of the above-mentioned microdroplets of sweat sprayed
by the operator's palms on the laser beam. This version is presented in [8] by prof. E.E. Godik, the
leading scientist of this team, and it is quite acceptable for the case of the beam passing through the air
directly between the operator's palms. However, the proposed version does not explain the laser beam
scattering effect in the case of prof. G.B. Altshuller's experiments. In these experiments, the effect of
microdroplets of sweat sprayed by the operator's palms on the laser beam in the air in front of or behind
the cuvette is excluded. The reason for this is the distance of 3—50 cm of the operator's palms from the
cuvette, due to which the sweat microdroplets (which are sprayed at a distance of several centimeters)
practically do not reach the ends of the long 40-cm cuvette. On the other hand, the same charges of mi-
crodroplets on the cuvette are not capable to cause thread-like inhomogeneities in the cuvette solution,
which were observed in the experiment.

Another interesting effect described in [8] should also be noted. It consisted in the registered
health-improving effect on sick patients during classes with a master of the Chinese practice of “qi-
gong”. During the health session, the patient was in a compartment, which was located at a distance of
2—3 m from the master. The compartment was not soundproofed, and during the session, the master sat
quietly on a chair, unlike the previously studied operators. He did not show any activity, expressed in the
form of his sound commands or movement of his body parts. Prof. Godik, trying to explain this healing
effect, suggested hypothesis about the possibility of infra- or ultrasonic influence on the patient.
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The author suggests the possible nature of the operator's exposure to high-frequency ultrasound. This
ultrasonic channel provides the above-mentioned circumstances regarding the pronounced directional
properties of communication, its noise immunity and infomativity. Then, in the experiment with the laser
beam scattering between the operator’s palms, the medium (whether it is a solution of PGG dye in alcohol
in a cuvette or in the air — in the absence of a cuvette) is subjected to such possible ultrasonic influence.
The resulting standing ultrasonic wave between the operator's palms, and hence in the cuvette or in the
air, will produce thread-like scattering inhomogeneities in the medium, through which the laser beam will
pass. These inhomogeneities in density will be the greater, the higher the intensity of the ultrasound. If the
operator is also able to vary the frequency of the ultrasound, the result will be oscillations in the displace-
ments of inhomogeneities, which will cause the laser spot to flicker on the screen. It is clear that the inten-
sity of the scattering effect of the laser beam will depend on the density of the medium and the intensity of
the standing ultrasonic wave in it, as well as on the degree of the operator's ability to vary the frequency of
the emitted ultrasound. Then it becomes clear that only Kulagina, who had the most pronounced unusual
abilities in comparison with other operators, was able to cause the observed effect of laser beam scattering
in Altshuller's experiments.

However, in the case of a possible standing ultrasonic wave in the medium, when the laser beam pass-
es, Raman scattering of laser light caused by this standing ultrasonic wave should also take place [10]. It
is known that the results of this phenomenon is the appearance of frequency satellites in the spectrum of
scattered laser light, which are removed from the primary light frequency /by an offset value Af, equal
to the frequency F' , of the ultrasonic wave, i.e Af=F - By performing a spectral analysis of the scattered
light with a spectral device, it is possible to determine the frequency of the ultrasound used.

Let us estimate the resolution A of the spectral device. Taking into account the frequency
>3- 10" Hz (A <1 pm = 10~ m — in the visible light region) of the incident primary laser radiation
and the frequency of the proposed generated ultrasound, according to (1) and (2), we obtain that the
resolution A4 of the spectrum analyzer should lie in the interval of values:

S f 310" 310"
F, F, 33:10° 3,310’

al

A= f]ANf = ~10°...10°. 3)

It follows from (3) that to measure the ultrasound frequency F' » aspectral device of high class will
be required.

However, in the absence of such a device, the narrow frequency range of the assumed ultrasonic
emission of the operator can also be determined in the experiment proposed by us (see Fig. 1) to verify
the existence of such emission. For this purpose, in this experiment, instead of a broadband acoustic
absorbing screen, it is necessary to use a set of sequential narrowband absorbing ultrasonic filters.

By measuring the frequency band of ultrasound generated by the operator and constructing a cor-
responding acoustic receiver, it is possible to directly measure many parameters of human-generated
ultrasonic emission, including the degree of informativity of the ultrasonic channel.

Some modern studies on the generation of ultrasound
by living organisms and effects of ultrasound on them

As follows from the above, the physical interpretation of human unusual abilities is based on the
assumption that ultrasound is generated by humans with frequencies above several hundred kilohertz.
Here we note that there was an attempt to explain such abilities using the “theory of torsion or microlep-
ton fields”, which, however, were not recognized by the scientific community [11]. The paper [2] pre-
sents extensive studies on the search of ultrasonic emission by mice, rats, hamsters, guinea pigs, rabbits,
monkeys and humans, as well as on the effects of this emission on them. The studies were carried out
in the frequency range up to 100 kHz. In [1], the studies on the effects of ultrasound on human organs
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and cells are presented, but these studies are limited to a number of discrete frequencies up to 10 MHz. The
author is not aware of any open publications of studies directly aimed at searching for and determining the
frequencies of ultrasonic emission by humans at frequencies above several hundreds of kilohertz.

To find out how probable the author's assumption about generation of ultrasound of high frequencies by
humans and mutual acoustic conversion in their bodies to ensure information exchange, we will give sim-
ilar examples in nature. From the point of view of the presence of ultrasonic channel of communication,
dolphins and bats have been studied well? [1, 2, 12—16]. Based on modern studies of fauna representatives,
whales, rodents, insects, dogs and cats can also be classified as such “ultrasonic” creatures. The classifica-
tion of some animals by the frequencies of the sound they produce, is shown in Fig. 2 [18].

Whales use ultrasound to navigate and catch fish in turbid water, and as a weapon to stun the fish.
Ultrasonic signals from the whales cause the air-filled swim bladders of fish to resonate so intensely that
the vibrations transmitted to body tissues disorient the fish and sometimes even kill them?.

The bats use ultrasonic waves to detect obstacles, navigate spatially and communicate* [1, 9, 12,
16]. Their ability to echolocate is due to the generation of ultrasonic waves in the frequency range
of 40—100 kHz. With the help of reflected waves, they navigate in space, determining directions and
distances to surrounding objects. The higher the frequency of the sound, the finer the details the
bats can distinguish and the more accurately they plot their flight path. In flight, bats use ultrasonic
communication to manage flight safety to avoid collisions. Common bats adjust their flight paths and
make way for the socially superior bat.

The little brown bat (lat. Myotis lucifugus) is an insectivorous bat found throughout North Ameri-
ca that can use ultrasound to detect and avoid objects as thin as a human hair during the flight. Other
fish-eating bats capture small fish swimming near the surface of the water, navigating only by the rip-
ples in the water created by their movement. The leatherback bat, searching for prey, emits ultrasonic
squeaks about five times per second, each squeak lasting 10—15 milliseconds. When the bat detects po-
tential prey, it continuously increases the number of these squeaks and decreases their duration, similar
to the emission of radar pulses when a target approachs to radar. The duration of the squeaks decreases
to one millisecond when the number of squeaks exceeds 200 per second.

! Fedorov A. Kto i kak slyshit ul'trazvuk [Who and how hears ultrasound], Available: https://blog.pribormaster.ru/kto-i-kak-slyshit-ultrazvuk
(Accessed 13.01.2025) (In Russian)

2 Ter-Grigorian I. Letuchie myshi peregovorili vsekh [The bats talked everyone out], Available: http://www.gazeta.ru/science/2007/10/22_
a_2257226.shtml (Accessed 13.01.2025) (In Russian)

* Kak zhivotnye ispol'zuiut ul'trazvuk [How Animals Use Ultrasound], Available: https://mir-znaniy.com/kak-zhivotnyie-ispolzuyut-ultrazvuk
(Accessed 13.01.2025) (In Russian)

* Ter-Grigorian I. Letuchie myshi peregovorili vsekh [The bats talked everyone out], Available: http://www.gazeta.ru/science/2007/10/22_
a_2257226.shtml (Accessed 13.01.2025) (In Russian)
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Other insectivorous bats change the frequency of their squeaks and use overtones when hunting.
Leaf-eating bats that hunt in the jungle use echolocation without changing the frequency of their
squeaks. To detect prey, they use the Doppler Effect — the difference between the frequency of the ultra-
sound generated by the source and the frequency of ultrasound reflected from an object moving forward
or backward relative to the ultrasound source.

Many species of moths are sensitive to the ultrasonic echolocation signals of bats. To avoid being
caught by a bat, which is about 6 m away, these moths suddenly fold their wings and drop down, disap-
pearing from the predator's flight path, or land on something. Some moths perceive the ultrasonic cry
of bats with the help of paired organs on the abdomen that resemble the eardrums. Each such organ
consists of a thin cuticular membrane, behind which is an air sac, that enables the membrane to vibrate
when struck by an acoustic wave. Connected by nerves to the brain, these organs are sensitive to the
frequency range of ultrasonic cries produced by insectivorous bats.

A special place is occupied by small long-necked primates (lat. 7arsius)’. Scientists from Humboldt
University (California, USA) found that tarsiers “communicate” using pure ultrasound. For example,
Philippine tarsiers hear ultrasound with frequency up to 90 kHz and emit cries at frequency of about
70 kHz. So far, these are the highest frequencies ever recorded in the “speech” of terrestrial mammals.

From the above, it follows that there are numerous examples of the existence of an ultraacoustic
channel of communication between the animals of our planet. Humans, according to modern views
on biology, are the highest thinking representatives of nature. Then, the author's assumptions about the
possibility of humans having their own ultraacoustic communication channel with a higher frequency
and greater informativeness do not seem so incredible.

Assessment of the concentration of possibility human ultrasonic emission and its implications

Let us discuss the degree of concentration of emitted ultrasonic energy by the operator and the con-
sequences of this concentration. For this purpose, let us give some estimates for ultrasonic frequencies of
several hundred kilohertz, for example F ,~400 kHz. The wavelength of such an ultrasound in air will be
Aa =v, /F =330/410°=8,25-10*m = 0,825 mm. Let us assume that the circular emitting ultrasound
surface, comparable to the human palm, has a diameter of D = 8 cm. Then the plane angle A of the solid
angle of the emission pattern of the main lobe of such a emitting site, according to the antenna theory [3],
will have the following value:

AezA“
D

~0,01rad ~0,6". 4)

Thus, from the author's assumption about the coherent emission of high-frequency ultrasound by
the operator, from (4) follows a significant directionality of human palm emission. In other words, in
the main share of emission it is possible to create a noticeable density of ultrasonic energy at distances
of 10 m or more, similar to “ultrasonic” representatives of the fauna. At the same time, according to
another author's assumption, there is a physiological restructuring of the operator's organism associated
with this process. It is expressed in the intensive work of his sweat glands, revealed in the course of early
studies. As a result, the operator's ability to attract (due to triboelectric effect) and repel (due to acoustic
pressure) closely located objects is physically explained. Moreover, it is possible to explain the experi-
ments with the scattering of a laser beam (due to the formation of inhomogeneity of the medium) by the
operator in the air and in the cuvette at Altshuller's experiments.

The experiment, demonstrated by Kulagina with a ping-pong ball hovering in the air between her palms,
may also be clearly explained physically. Due to the triboelectric effect, the charged ball is repelled from

5 Dolgopiaty govoriat “na chistom ul'trazvuke” [Tarsiers speak "pure ultrasound"], Available: https://zoom.cnews.ru/rnd/news/line/dolgopyaty
govoryat na_chistom_ultrazvuke (Accessed 13.01.2025) (In Russian)
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the similarly charged surface of the table (also “wetted” with sweat droplets) upwards for some distance
until the distance-dependent Coulomb repulsion force is balanced by the opposite attractive force of
the ball. At the same time, the Coulomb force of attraction between the oppositely charged ball and the
operator’s body is compensated by the opposite force of acoustic pressure on the ball, created by the
ultrasonic wave emitted by the operator.

The human sensitivity to ultrasound of high frequencies, which, according to the author's assump-
tion, has been preserved in humans during the evolution, and the possibility of directed emission of such
concentrated ultrasonic energy by a person explain the following unusual phenomenon. Sometimes a
person at a distance feels the attention of another person without seeing or hearing him or her. Turning
round, the person quickly finds among many other people the one whose attention is concentrated on
him. This is, in fact, a consequence of the acoustic location produced by humans, similar to dolphins,
bats, etc. Such detection is known in radio engineering as “direction-finding”, which is used in “passive
radar” [17].

A physical basis for interpreting other unusual phenomena appears, which manifest themselves when
the operator concentrates his influence on a person nearby and establishes an information connection
with him or her. Through such a connection, it is possible to transmit and receive thoughts, images,
feelings and unconscious states from one person's brain to another person's brain or body at a distance,
without using any known means of communication or manipulation.

In light of the above, it becomes clear that the effectiveness of the above-described phenomena, re-
lated to information exchange, will be determined by both the information capacity of ultrasonic com-
munication channel and the process of detecting the ultrasonic signal by a person.

Conclusion

The article attempts to explain the unusual abilities of a person using specific physical and biological
concepts and a probable model of information exchange via a channel with ultrasonic waves. Of course,
the proposed assumption requires experimental confirmation. This is where one important question
arises. Is it worth continuing research in the direction of clarifying the nature of such abilities or denying
them immediately? The author is convinced of the need for such research, because if his assumptions
are correct, the purpose of further research should be the answers to the following tempting, but difficult
questions:

* How is the ultrasound emitted by humans modulated by their brains?

* What parameters of the ultrasound are modulated and by how much?

* How are ultrasound signals detected?

* What is the degree of perception of information embedded in the carrier of ultrasound of such
frequencies?

Clarification of these questions, firstly, it will allow to eliminate some legends and occult ideas about
unusual human abilities. Secondly, it will allow to take measures towards the urgent problem of pro-
tecting a person from the effects of intense ultrasound, which can cause great harm to the physical and
mental state of a person.
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KAHAJIbHAA ®UJ1IbTPALIUA HA BXOAE Y3KOMNOJIOCHOIO
NMPUEMHUKA NMPAMOTIO NPEOBPA3SOBAHUA HA OCHOBE
NMNMACCUBHOIO CMECUTENIA C YNIPABJIEHUEM NO TOKY
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CaHkT-MNeTepbyprcknii NoAnUTEXHUYECKUA yHUBEepcuTeT MNeTpa Benunkoro,
CaHkT-NeTepbypr, Poccuitickaa Pepepauma
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AnHotanusa. B ctatbe paccMOTpeHBI HEKOTOPBIC TTPOOJIEMBbl, BO3HUKAIOIIME TIPU IPUMEHE-
Huu N-KaHalbHOTO (pusibTpa Muiepa B y3KOMOJOCHOM MPUEMHUKE MTPSIMOTO MpeoOopa3oBaHus
(TITIIT) Ha ocHOBE MAaCCUBHOTO CMECUTEJIS C YIIPABJICHUEM IO TOKY, a TAKXKE METObI YCTPAaHEHMUSI
9TUX MpoodseM. Masible uMIienaHchl napaineapbHoro LC-KOHTypa MajolIyMsIero YCUanuTeast
(MIIIY) Ha BBICOKMX 9aCTOTaX IMIPUBOISAT K TAKAUM HeXKeJIaTeJIbHBIM ITOCIEICTBUSIM, KaK CHIKE-
HUe Ko3dduimeHTa nepegadn, yBeandeHne Ko3gduieHTa myMa 1 HelmHeiHbIe 3 GhEeKTh B
nepexaodaTessax. s yMeHbIIeHUS BIUSHUS 9TUX HeXKeJaTebHbIX TOCISACTBUN MpeaiaraeTcs
KOMMYTHUpYeMasi CXema ¢ 100aBIeHneM pe3ucTopoB R, u R_,,. [IpueMHUK NpeaHasHayeH 1
paboTHl B mnama3oHe 9acToT ot 2,4 I'Tix no 2,6 I'Tix ¢ mcnons3oBanmem 0,18 mxkm KMOTII-TexHO-
soruu komnanuu UMC. Tlpu npuMeHeHnn N-kaHajabHOTO buibTpa Muiepa, Xots Koaddu-
LIUEHT Tiepeaun cHu3wics Ha 3 n1b, a koaddunmeHT uryma ysennawics Ha | 1b, BHyTpurosoc-
Has uHeiHocTs (P, u 11P3) ITIIIT ysennuunnack Ha 6—9 n1b 1o cpaBHeHHMIO ¢ TPUEMHUKOM 0e3
npuMeHeHus1 N-KaHajabHoro uiasrpa Muiepa.

KimoueBsle cj10Ba: y3KOITOJOCHBIN TPUEMHUK TIPSIMOTO TIpeo0pa30BaHUSI, ITACCUBHBIN CMECHUTETh
C YIIpaBJICHHEM 10 TOKY, N-KaHaJIbHBIN GUIBTp Musuiepa, KaHajlbHas (DUIBTPALIUSI, MAJTOIITyMSI-
Wi yCUIINTEIb, KOMMYTHpyeMas cXxeMa

Jnsa nutupoanus: Tran T.D. Channel selection at input of narrowband direct-conversion receiver
based on current-driven passive mixer // Computing, Telecommunications and Control. 2024. T. 17,
Ne 4. C. 46—55. DOI: 10.18721/JCSTCS.17404

Introduction

Current-driven passive mixer is a suitable choice for modern direct-conversion receivers (DCR), be-
cause it has low flicker noise and high linearity [1—8]. For narrowband DRC based on current-driven
passive mixer, to achieve the maximum conversion gain of the receiver, the coupling capacitor needs to
be nearly resonant with the inductor at the load of the low noise amplifier (LNA) [9—11]. This resonance
not only suppresses out-of-band interferers, but also eliminates noise at the harmonics of local oscillator
(LO) frequency that are not down-converted to the baseband at the mixer output, significantly reducing
the noise figure of the receiver.

However, the large conversion gain of the receiver reduces its linearity. In practice, the 1 dB compres-
sion point (P, ;) and input third-order intercept point (IIP3) of the receiver are in the ranges of —26 dBm
to —23 dBm and —14 dBm to —10 dBm, respectively. With such a low level of linearity, the conversion gain
of the receiver will be drastically reduced when receiving in-band interference of not very high power, such
as —15 dBm. To suppress in-band interferences the Miller N-path filter was used as a channel selection
filter. In these papers, LNA is designed to work over a wide frequency range [12—16]. Therefore, its output
impedance is a resistance. On the other hand, for narrowband DCR based on current-driven passive mixer,
the LNA loads a parallel LC circuit. Therefore, when applying a Miller N-path filter to this receiver, some
issues appear, such as conversion gain reduction, noise figure increase and non-linear effects of switches.

© YaH T.4., 2024. U3paTensb: CaHKT-TMeTepbyprckuii NONMTEXHUYECKUI yHUBEpcUTET MeTpa Bennkoro
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Fig. 1. LNA circuit with input source (a), equivalent circuit of LNA with input source (b),
equivalent source between the input and output nodes of the LNA (Thevenin equivalent) (c, d)

This paper studies some issues when applying a Miller N-path filter to narrowband DCR based on cur-
rent-driven passive mixer and proposes solutions to mitigate those issues.

Some issues applying a Miller /NV-path filter to narrowband DCR based on current-driven passive mixer

When applying a Miller N-path filter to a narrowband DCR, it is necessary to connect a commutated
network between the input and output nodes of the LNA as shown in [13]. Using Thevenin equivalent
LNA together with input voltage source Vin((o) (Fig. 1a) and its impedance RS = 50 Ohm is equivalent to
a circuit consisting of a voltage source Ueq(a)) connected in series with impedance Ze (o) (Fig. 1c) ora
current source qu(co) in parallel with impedance Zeq(joa) (Fig. 1d) calculated by the following formulas:

U, (o) B (J(;)V((]Oz)[fo R(sjoa) -1

_ Zpin (]m)Rs I:l — 4 (]w):l
ZA_in (]w)+Rs

Zy(Jo)

+ZA70ut(j(’0)9 (1)

Ua (@)

where Z, , (jo), Z,  (jo) are input and output impedances of the LNA, respectively; 4 (jo) is the
conversion gain of the LNA.

Then, when connecting the commutated network to the input and output nodes of the LNA, we
obtain the circuit for the small-signal model in Fig. 2. Using the methodology presented in [17], the

current Iinl(oa) is calculated. Then, at 0.8w_ < ® < 1.20 , where @_ is the switching angular frequency,
the voltage Ueql(m) is calculated by the formula:

Udt (0) = Ly (0) = Fys () | Z, (J0) =

=|Rsw +Z¢, (jCO)+( C(m)Zeq (](’3) & (m)Zeq (]C‘)) z{st C((D)

@)
1+g(0)Z(jo)|  Z(jo) *m}’w (@),
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Vit
f +( ) C'L_
Output of LNA V(i)
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Uep(®) | Tim() _,.\,_| |_
Rsw 1
Zeg(®) @)
I(©) ¥ CIL*
Input of LNA

Fig. 2. Equivalent circuit for the small-signal model
when connecting a commutated network to the input and output nodes of the LNA

Nsin((n—;jijsh—l[ﬁlza (jmc)’ o) § ()
2nsin((ww:0°]ﬂ]

= (1+IN)’ Z(jo+ INjo,)
Z(jo) =Z, (jo)+ Ry +Z¢, (jo) = Z,, (jo), Ze (jo)=

where c((u) =

1
joC,

Firstly, let us consider the conversion gain reduction of the LNA. Now we calculate the output volt-
age |Ueq1((u)| of the LNA for the desired signal at the frequency ® = ®_. In this case, the ratio (® — ®_)/
/o, =0, therefore [c(®)| >> |Zeq(]'c0)| =~ |Z(j®)|. Then formula (2) will take the form:

1 [ (o
U (0)=] Ry +— 1 I (0)~— a 1) ’
,;w (1+IN) Z,, (jo+ INjo,) ,;w (1+IN) Z,, (jo+INjo,)

taking into account the following approximation:

Ry << - ! I ‘

= (1+IN)’ Z,, (jo+INjo,)

As mentioned above [12—16], Zeq(/'co) is a resistor over a wide frequency range. Then we have:

I, (©) Iy (@)

Ueql(w): +0 1 ~ 1 :qu (m)Zeq (jm):Ueq ((D)

= (1+INY Z,, (jo+INjo,)  Zy(j®)
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Fig. 3. Commutated network with resistors R, and R, (a);
commutated network with increased filtering efficiency (b)

This means that the output voltage |Ueql(0))\ of the LNA with the commutated network for the de-
sired signal at frequency ® is approximately equal to the output voltage |Ueq(0))| of the LNA without
the commutated network for the desired signal at frequency ®. On the other hand, in a narrowband
DCR based on current-driven passive mixer, |4 (j®)| and [Z, = (jo)| are large only near the input
frequency fin and are very small at high frequencies due to the selectivity of the parallel LC circuit at
the output of the LNA. Therefore, from (1) it is clear that |Zeq(]'0))| is large only near the input fre-
quency fin and is very small at high frequencies. Consequently, it is impossible to apply the following
approximation:

I (o I (o
Ueql((’o): +o0 q(l) ~ ql( )

zzw (1+ IN)2 Z, (jo+INjo,) Zg ()

Then, small values of |Z_ (jo + [Njo )| at high frequencies will significantly reduce |U_,(®)|. Con-
sequently, the conversion gain of the LNA and receiver decreases.

Secondly, consider the noise figure increase of the LNA and receiver. Due to the conversion gain re-
duction of the LNA, the noise contribution of the LNA noise sources, the mixer, and subsequent stages
will increase significantly, increasing the noise figure of the LNA and receiver.

Thirdly, when connecting transistors (switches) of the commutated network directly between the in-
put and output nodes of the LNA, the voltage level at the transistor terminal is quite high, which causes
nonlinear effects of the transistors.

Solutions to mitigate indicated issues

The reason for the conversion gain reduction and the noise figure increase of the narrowband
DCR based on current-driven passive mixer is that |Zeq(]'co)| has very small values at high frequencies.
To reduce these undesirable effects, it is necessary to increase |Zeq(/'co)| at high frequencies. For this
purpose, resistors RFB] and RFBz are introduced, as shown in Fig. 3a. To further increase the filtering

efficiency, a commutated network is used in [13], which is shown in Fig. 3b with the resistors RFB ,and
R

FB2®
In addition, the resistor RFB2 isolates the terminal of the transistors (switches) of the commutated
network from the output of the LNA, thereby reducing the voltage level at this terminal of the transistors

and not causing nonlinear effects.
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Fig. 4. The schematic of the LNA

Design of narrowband DCR based on current-driven passive mixer

The schematic of the narrowband DCR based on current-driven passive mixer is presented in [9].
The receiver is designed in the frequency range from 2.4 GHz to 2.6 GHz (desired frequency band) with
0.18 pm CMOS UMC technology. Fig. 4 shows the schematic of the LNA based on inductively-dege-
nerated cascode common-source topology [18]. In this circuit, C is the coupling capacitor between the
LNA and the mixer and is calculated using the method in [9]. The resistor R = 10 Ohm at the output of
the LNA is the input impedance of the subsequent stages: mixer and transimpedance amplifier (TIA).
This resistance needs to be small enough to ensure the switches work in current mode and not worsen the
quality factor of the inductor L of the LNA. In the desired frequency band, the performances of LNA
according to simulation results are: |A0| = 22.3 dB; noise figure NF = 2.1 dB; transconductance G =
= 77.5 mA/V, which is determined by the ratio of the current flowing through the coupling capacitor C
to the input voltage V', of the LNA.

The schematic of the TIA is shown in Fig. 5. The TIA is designed using a common gate circuit to en-
sure its minimum input impedance. According to the simulation results, its input impedance is a parallel
RC-~circuit with R, = 82 Ohm and C,, = 20 pF.

The width W . of the transistors (switches) of the current-driven passive mixer is chosen so that its
resistance st is small enough and its parasitic capacitance does not significantly reduce the conversion
gain of the receiver. The optimal value is Wmix = 120 pm with “the number of fingers” being two. Then
Ry, =5 Ohm.

Simulation results when applying Miller N-path filter

The LNA circuit with the commutated network in Fig. 3b when CL = CL2 = 2 pF was simulated using
the Cadence software platform for the 0.18 um CMOS UMC technology. For a fixed width W = 10 pm
with “the number of fingers” being one of the switches, the dependence of the LNA performances on RFBl
and RFB2 is presented in Table 1.
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Fig. 5. Schematic of the TIA
Table 1
Dependence of the LNA performances on R, and R,
R, Ohm 0 50 100 200 200 300
R.,,, Ohm 0 150 300 400 600 700
G, mA/V 32.1 52.2 58.8 60.9 63.5 64
K, dB 16.8 11.2 7.9 6.3 5.2 4.3
NF, dB 3.40 3.03 2.86 2.70 2.69 2.61

where K is the in-band interference suppression coefficient, which is determined by the ratio transconductance G of the
LNA for the desired signal to G for in-band interference; NF'is the noise figure of the LNA.

The simulation results in Table 1 show that when resistors RFB , and RFBZ are absent, although high

in-band interference suppression KS = 16.8 dB is achieved, the transconductance G and noise figure
NF of the LNA are deteriorated by 7.7 dB and 1.3 dB compared to the case without the commutated
network. With an increase in R, and R, causing |Zeq(/'co)| to increase at high frequencies, these dete-
riorations are reduced. For RFBI =200 Ohm and RFBz =400 Ohm, the dependence of the LNA perfor-
mances on the width W with “the number of fingers” being one of the switches is presented in Table 2.

Table 2
Dependence of LNA performances on the width W
of the switches when R, =200 Ohm and R_,, = 400 Ohm
W, um 2 5 10 15 20 30
G, mA/V 71 66.5 60.9 56.5 53 47.7
K, dB 5.2 6.3 6.3 5.9 5.5 4.8
NF, dB 2.34 2.52 2.70 2.85 2.97 3.17

The simulation results in Table 2 show that with increasing width I of the switches the transconduc-
tance G and noise figure NF of the LNA deteriorate due to the increase in the total parasitic capacitance
of the switches. Since these parasitic capacitances reduce |Z, . (jo)| and |Z,  (jo)| (and consequently

_out
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|Zeq(/'0))\) at high frequencies. Based on the simulation result in Tables 1 and 2, W = 10 pm with “the
number of fingers” being one, RFB , =200 Ohm and RFBZ =400 Ohm are selected. In this case, the sim-
ulation results of the LNA show that although the conversion gain and the noise figure of the LNA are
deteriorated by 2.1 dB and 0.6 dB, respectively, its linearity increased by 8—10 dB.

The narrowband DCR based on current-driven passive mixer was simulated with st =5 Ohm for

two cases: with and without commutated network. Its performances are shown in Table 3.

Table 3
Performances of DCR
DRC with commutated network DRC without commutated network
K, dB 235 26.5
NF, dB 3.42 2.45
P, dBm from —14 to —10 from —20 to —18.5
11P3, dBm from —1 to +3 from —9 to —4

where KG is the conversion gain of the DRC, which is calculated by the ratio of the differential output voltage of DRC
to its input voltage.

The simulation results in Table 3 indicate that when using commutated network (applying Miller
N-path filter), although the conversion gain K decreased by 3 dB and the noise figure NI increased
by 1 dB, the in-band linearity (P, . and II1P3) of the DRC increased by 6—9 dB compared to the DRC
without commutated network.

1dB

Conclusion

The issues when applying a Miller N-path filter to narrowband DCR based on current-driven passive
mixer are considered: conversion gain reduction, noise figure increase and non-linear effects of switches.
The reason for these issues lies in the small impedances of the parallel LC circuit at high frequencies. Due
to these imperfections, when using the commutated network, the conversion gain and the noise figure of
the LNA are deteriorated by 7.7 dB and 1.3 dB, respectively. A commutated network with the addition
of resistors RFBl and RFBZ is proposed to reduce the influence of imperfections. Based on the simulation
result, W = 10 um with “the number of fingers” being one, RFB , =200 Ohm and RFB2 =400 Ohm are se-
lected. When using commutated network, although the conversion gain decreased by 3 dB and the noise
figure increased by 1 dB, the in-band linearity (P, _ and I1P3) of the DRC increased by 6—9 dB compared
to the DRC without commutated network.

1dB
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AnHoTanmms. B nmaHHOI cTaThe OCYIIECTBISIETCS pa3paboTKa ajlfOpUTMa CUHXPOHU3AIUU
MIPOTpaMM JOPOKHOTO KOHTPOJIIepa Ha OMHOM MapIIpyTe B COOTBETCTBUU C OOIINM TLTAHOM OT
saapa. OTMChIBaeTCS aKTyaJIbHOCTh pacCMaTPUBAEeMOi 3a1aUi B TpaHUIIAX ITOBBIIIICHUS KauecTBa
(GYHKIIMOHMPOBAHUS afallTUBHBIX U MHTEJUIEKTYaJIbHBIX CUCTEM YIIPaBJICHUS JOPOXKHBIM B~
xxeHueM. [TpoBoauTCsS aHAIM3 OTEYECTBEHHBIX U 3apyOeXKHbBIX COBPEMEHHBIX PEllIeHU, obecrie-
YMBAOIINX CHHXPOHU3AIWIO CBETOMOPHBIX PEXKMMOB KaK B JIOKAJBHBIX, TaK W B pacIIpeeicH-
HBIX CHCTeMaX YIIpaBJIeHUs CBeTOMOPHBEIMU o0beKTaMK. Ha 0CHOBe HEOOXOOUMBIX MCXOMTHBIX
MaHHBIX W BBEICHHBIX YCJIOBHUI, O0OCCIICUMBAIOIINX TpeOyeMble TMoKa3aTteln 3(h(GeKTUBHOCTU
CHCTEM YIIPaBJICHUS JOPOXHBIM ABIDKCHHEM, PEaIM3YyeTCsI pa3paboTKa alropuTMa CHHXPOHU-
3allMUd MPOTPaMM JOPOKHOTO KOHTpoJsuiepa. s MossiCHeHUsT MPpUBOIMUTCS OOIasi cxema ajaro-
pUTMa CUHXpOHU3aIMU. [learoTcsi BBIBOJABI O pe3yjbTaTaX TeCTUPOBAHUS aJITOPUTMA B peaib-
HBIX YCIOBHSIX M OITMCHIBAIOTCS MIEPCIIEKTUBBI JaJTbHEUIIIETO pa3BUTHS JAHHOTO MCCIIETOBaHMS,
BKJTIOUAst MHTETPAIIUIO C CYIIECTBYIOIIMMU CUCTEMaMU YIIPABJICHUSI M BO3MOXHOCTh alalTaiuu
O[T, pa3IMIHbBIC TOPOACKHIE MHPPACTPYKTYPHI.

KnroueBble ci1oBa: JOPOXHBI KOHTPOJIEP, alTOPUTM CUHXPOHU3ALIMH, YIIpaBIecHUE CBETO(O-
POM, yIpaBjieHHUe, KOHTPOJIb JOPOKHOTO ABUKEHMS

Jlna murupoBanus: Sazanov A.M. Development of an algorithm for synchronization of traffic light
controller programs // Computing, Telecommunications and Control. 2024. T. 17, Ne 4. C. 56—63.
DOI: 10.18721/JCSTCS.17405

Introduction

In the modern world of cities with increasing mobility and movement of the population, traffic flow
is a vital part of the logistical, economic, and social life of the city [1, 2]. Therefore, the development of
traffic management systems is important and relevant. By improving its functionality [3], a wide range of
complex transport problems is solved today, such as: traffic jams and reduced speed caused by increased
traffic density; accidents and road traffic incidents resulting from traffic rule violations or decreased driver
attentiveness; optimization of priority passage modes for accelerated and continuous movement of special
transport and others. The key role in such traffic management systems is assigned to traffic light objects,
ensuring safety, efficiency, and smooth traffic flow on urban road networks.

The concepts of modern urban development within the framework of innovative technological ap-
proaches [4, 5] also indicate the improvement of traffic light objects' performance. The latter, according to
[5], affects aspects of various types of management in both local and network modes. When implementing
transitional modes, activating priority passage modes, changing coordination plans and other management
policies, the relevance and critical importance of ensuring program synchronization with smooth transi-
tion to the appropriate phase without introducing additional service modes (e.g., a special “all red” phase
after which synchronization occurs and the traffic light begins to operate in the planned mode) increase.

Thus, the development of a synchronization algorithm for traffic light objects is a serious scientific task,
the solution of which can improve the efficiency of the urban transport.

© CasaHoB A.M., 2024. U3gaTenb: CaHKT-MeTepbyprckunii NONMTEXHUYECKUIA YHUBEPCUTET MeTpa Bennkoro
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Domain Analysis

To date, domestic and foreign scientists have investigated a significant number of approaches,
methods and algorithms, regarding the issues of synchronization of modes and programs of traffic
light objects.

In [6], a comprehensive analysis of modern approaches to optimizing traffic control systems depend-
ing on the structural and functional features of intersections was performed.

In [7], a two-level approach to local and global synchronization based on traffic flow was proposed.
Local synchronization ensures autonomous adjustment of traffic light operating times based on current
traffic density within the traffic lane boundaries, while global synchronization determines the green
signal time of the traffic light based on the density of peer connections at various levels, as well as a set
of related parameters.

In [8], modern approaches to managing traffic light objects in real time at road junctions in smart cities
were analyzed. Features of traffic light signal synchronization algorithms on various busy routes to ensure
uninterrupted traffic at intersections were also disclosed.

In [9], the influence of vehicle density on optimizing traffic light retiming policies on Jalan Bukit Gam-
bir was investigated.

In [10], an IoT-based method for synchronizing traffic light signals was proposed to increase non-stop
runs between intersections by adapting traffic light phases, reducing average travel time compared to other
fixed-time traffic management strategies and unsynchronized control.

In [5], procedures for centralized and decentralized management of traffic light objects were developed
and analyzed based on the formulation of the Hamilton-Jacobi kinematic wave model. The proposed con-
trol strategies were tested on the real road network of London.

In[11, 12], modern architectures of intelligent traffic management systems were analyzed, allowing the
implementation of modern synchronization algorithms and ensuring compatibility when expanding the
preferred functionality through additional services.

Problem Statement

The development of a synchronization algorithm for traffic controller (TC) programs on a single route,
in accordance with the master plan from the core to the end point through precise time control, is an
important step towards optimizing transport infrastructure, ensuring efficient traffic functioning on urban
transport networks. In this work, we focus on the task of developing algorithms for synchronizing current
and new traffic light plans, which are changed by dispatchers (or a remote computer) of the Traffic Control
Center. Each program update command at a specific time plays a key role in balancing safety, efficiency
and convenience for all road users.

The object of the research is the traffic light control system. The subject of the research is the methods
and algorithms for synchronizing traffic light plans.

Main Part

Initial Data:
+ Traffic light objects (TCs) managed by an intermediate device (ID);
* Minimum number of phases in the program: 2;
* Maximum number of phases in the program: not specified (infinite);
* TC can be:
o Under the control of the ID-coordinated mode, in this case, the core knows exactly the cur-
rent TC program and its current phase;
o Inlocal mode:
= [fat least one TC cycle has passed, its local program and current TC phase are known;
= [fnot a single cycle has passed, we only know the number of the current phase.
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Fig. 1. Scheme of program synchronization on the traffic light controller

Conditions:

1. System time on the ID (at least within one route) is synchronized with an accuracy of =1 second.

2. The current operating phase of the TC is known.

3. TD is the time after which (deadline) the new program should be running on the TC, starting from
the first phase, and it is greater (TD >T ) than the remaining operating time of the current phase
of the old TC program;

a. If we apply a hard switch, then:

remains @

> mi ; —
TD mln[ijn(D’ Tmin(D Tcompleted part d)]’

where Tcompleted part @ - TCD " remains ®°

General scheme of the program synchronization on the TC is shown in Fig. 1.

Known:

* Program No.1 consists of N, phases: @, ® , @, ..., ®

* Program No.2 consists of N, phases: @, ®@°,, @’ , @’
where

. (I)] is phase 1 of Program No. 1 (initial phase);

. (I)2 is phase 2 of Program No. 1;

. (i[)k is the k-th phase of Program No. 1 (current phase of the program at the moment the message
about the program change arrives);

. (I)’n, (I)’n ., are the transitional phases based on the phases of the new Program No. 2, considering
the phase time correction matrix;

« T wransition 1S the transition process time (the time during which special transitional phases based on
the new program phases operate on the TC);

* nis the program number following k — k+1 (provided: k+1 if k+1 < N,, otherwise k = 1);

. (I)] is the phase with corrected phase 1, according to the phase time correction matrix;

. (I)'1 is the phase 1 of the new Program No. 2 (the initial phase of the new program; we assume that
it is from this phase that the program should start after TD occurs);

« T o; 18 the duration of phase No. i

N1°

o @’

n+1” ° N2°
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- T is the minimum duration of the phase, usually individually set for each phase; if not set, we

min®

assume the value > Tint (duration of the intermediate phase);

« T transition — T +T . is the duration of each specific transitional synchronization phase until
ransition @i corr®i

time T ; this formula is the essence of the synchronization algorithm (which will be explained below).

Description of the Algorithm

Assumptions:

» All calculations are performed on the ID.

* The algorithm is the same for all IDs controlling TCs on the route; calculations are performed on
the TC to reduce the load on the core, and because, when synchronizing times for program synchroni-
zation, one ID does not need to synchronize (knowing the phase times of another 1D) with another ID.

General scheme of the program synchronization algorithm for TC on a single route according to the
master plan from the core via program update command at a specific time (TD =T ) is shown in
Fig. 2.

Deadline

ALGORITHM START

Upon receiving a command to switch the phase at the time when this switch should occur (i.e., upon
receiving a new program and TD):
1. Perform a check of the received TD to ensure it is not less than:
a. The minimum time required to perform a hard program switch:
TD = mln[Tint; Tint o Telapsedcb]

(If this condition is not met, the program ends with an error) END
b. The minimum time required to perform a soft program switch:

TD - Trcmaininthasc

(If this condition is not met and an additional option for a hard switch is not set — return an error;
in case of a set option, from the next phase instead of the next phase of the old program, immediately
activate @, of the new program).

2. If the ID does not have information about which program the TC is operating on (e.g., the TC
was operating on a local program, the ID has recently turned on and has not accumulated statistical
information on the TC's operation), then the ID must perform a hard switch to d)'l of the new program
at the moment TD occurs (ensuring traffic safety by observing Tmin o) END

3. If the ID has information about which program the TC is operating on, the ID calculates the
remaining time of the current phase Tremaimngjhase. After the end of the current phase (®,) of Program
No. 1, it is further assumed that the time of the next phase ((Dn*) is taken from the new program. Then

romaining phase is compared with TD. If Tmmaimngjmsc > T, the ID must return an error. END

4. After determining T the ID calculates the remaining time for the transition process:

remaining_phase’

transition D remaining_phase

5. Then, it calculates the number of sequential transitional phases that can complete within T
and their total time T

sum_transition_phases

transition

(Important! T

= )
sum_transition_phases — ° transition
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Fig. 2. Scheme of program synchronization algorithm
for a traffic light object (road controller) on a single route

YES

"HARD" enable new
phase

— 0

sum_transition_phases - SUM(TLDn’ Td>n+1’ )

= COUNT(T,, T, ., -

transition_phases

6. Next, it calculates the remaining time (which is insufficient to process the next phase of the new
program cycle):

delta_sync transition sum_transition_phases

7. Then, it calculates the average number of corrected seconds per transition cycle:

T = DIV(T /N

avg_corr delta_sync transitionﬁphases)

(integer division)
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8. It calculates the final correction vector for all phases:

=T , where i is for all transitional phases from 2 to N_; for i = 1, a special formula is
corr_®i avg_corr 2
applied:
=T + MOD(T /N ) (accounts for the undistributed remainder from
corr_@1 avg_corr delta_sync transition_phases
integer division)
END OF ALGORITHM

Thus, after receiving the command to change the program with synchronization, the intermediate
device, having calculated the correction vector of phases according to the algorithm described above,
after the end of the current phase and until the deadline (T ), begins to operate according to the new
program, with the phase durations of this program changing according to the formula:

ransition @i T, + Tcmi o; (this is why the phase is called transitional).

The developed algorithm ensures smooth phase synchronization and transition to the new program
after its receipt, i.e., bringing the TC from the current state to the required one in the time necessary to
activate the first phase of the new program, i.e., within TD.

Considering time synchronization, if such an algorithm is successfully executed on all TCs, then all
TCs are synchronized by the time TD.

The algorithm was implemented in Go 1.18. The program text of the developed algorithm is posted
on GitHub'.

Testing and practical approbation of the algorithm were carried out in the traffic light control systems
of the Moscow city transport system in 2023.

Conclusions

In this work, an algorithm for synchronizing TC programs on a single route in accordance with the
master plan from the core was developed.

The developed algorithm will allow for effective implementation of synchronization modes both
within a single intersection (traffic light object) and in coordination mode (on urban networks and city
highways), when organizing priority passage, activating the green wave mode, or switching to a preferred
traffic light plan. The algorithm's operation was successfully tested in the traffic light control systems of
the Moscow Traffic Control Center. The accuracy of program synchronization for TC according to the
master plan from the core was less than 1 second.

The proposed algorithm effectively aligns with the software of existing traffic light control systems
and can be integrated into next-generation intelligent control systems.
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Abstract. The paper proposes a method for searching and comparing objects of the railway station
model in the database format to the corresponding objects of the station visual representation in
the SVG file format. The method is based on reducing the structure of a railway station to a directed
asymmetric graph and using comparison algorithms to find correspondences between topological
and actual characteristics of objects. The method includes comparing nodes and connections
of the model graph with structural elements of the station visual representation. The paper also
proposes a software tool that implements the proposed method. The software tool was tested in
an experiment involving three employees, which revealed the average number of inconsistencies
found, as well as the average time of the inconsistency search process before and after automation.
The result of the research is that the method increases the accuracy of the process by two times and
accelerates it by five times.
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AnHoTtanus. B paboTe mpencTaBieH METO ITOMCKA U COTIOCTABICHUSI OOBEKTOB MOJIENIN XKe-
JIE3HOMOPOKHOM CTaHIIMHU B (popMaTe 60a3bl JaHHBIX COOTBETCTBYIOIINM O0BbEKTaM BHU3YaJIbHOTO
nmpencraBicHus craHuu B popmare SVG-daitma. MeTomn oCHOBaH Ha MPUBEACHUN CTPYKTYPHI
JKEJIE3HOMOPOXKHOM CTaHIIMM K HAIpPaBICHHOMY HECUMMETPUYHOMY rpady U MCIIOJb30BaHUU
aJITOPUTMOB CpaBHEHMS ISl TIOMCKA COOTBETCTBUM TOMOJIOTMYECKUX U (DAaKTUUECKUX XapaKTe-
PUCTUK 00BEKTOB. MeTo BKJIOUaeT B ceOsl COMOCTaBICHUE y3JI0B M CBsI3ell rpada MOIEIn co
CTPYKTYPHBIMU dJIEMEHTaMU BU3YaJIbHOTO TIPEICTaBIeHUsI CTaHIIMU. Takke B paboTe TpeIcTaB-
JICHO TIpOTrpaMMHOE CPEICTBO, KOTOPOE pealin3yeT MpeaIoKeHHBIM MeToa. IIporpaMMmHoe cpen-
CTBO OBIJIO aImpoOMPOBAHO HA SKCIIEPUMEHTE, B KOTOPOM IIPHHSIJIO yIacTHe TPpW pabOTHUKA U
KOTOPBIH BBISIBUII CPeIHEE YMCI0 HaliIEeHHBIX HECOOTBETCTBUIA, a TaKKe CpelHee BpeMsI IIpoliec-
ca rmorcKa HeCOOTBETCTBMI 10 U IOcCe aBToMaTu3aluu. PesynsratomM paboThl ABASIETCS TO, UTO
METO]I ITOBBIIIIaeT TOYHOCTH Ipoliecca B 2 pa3a U yCKOPSIET ero B 5 pa3.

KmoueBsie ciaoBa: rpad, MomeabHOE TIpeACTaBIeHNUE, CpaBHEHME TIPEACTaBICHUI, KeIe3HOI0-
pOXHasl CTaHLIMSI, BU3yaIU3allusl

Jlna matupoanus: Ustinova V.E., Lutsenko A.S., Shpak A.V., el al. A method for finding the
correspondence between a railway station model and its visual representation based on graphs
// Computing, Telecommunications and Control. 2024. T. 17, Ne 4. C. 64—77. DOI: 10.18721/
JCSTCS.17406

Introduction

Today, the Russian railway system is one of the most developed in the world and ranks third in terms
of total length [1]. Due to such a large volume of the railway network, there are a large number of railway
stations and, as a rule, several representations are created for them — a model and a visual [2, 3]. In the
Russian Railways company, the model representation (electronic map) of the station exists in the form of
an SQL file, while the objects are described in interconnected tables. The visual representation is demon-
strated by an SVG file, while the objects are described using a set of tags [4, 5] (Fig. 1).

Discrepancies are often observed between the two representations of the same station: inconsisten-
cies in the topology of individual sections of the electronic map and the graphical representation, names
of objects, directions of direct passage and exit along the arrow, directions of traffic light adjustment.
The presence of discrepancies means that it is impossible to design new stations until all discrepancies
are eliminated. Manual updating of models and searching for inconsistencies is a time-consuming task,
accompanied by a large number of human errors. Hence, the need to automate [6] this process and re-
duce the complexity of finding a match between the railway station model and the visual representation
due to the algorithm implemented in the software for constructing and comparing graphs based on two
representations of a railway station. This action can be presented as a goal, to achieve which it is neces-
sary to perform a number of tasks, namely:
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Fig. 1. Visual representation of the station

+ analysis of existing solutions;

* development of the system architecture and its own method of automated comparison of the
model and visual representations of the railway station plan for the Russian Railways company [7, 8];

* implementation of the method in the form of a software tool;

» conducting experiments and analysis of the obtained results to identify a reduction in the com-
plexity of the process.

Overview of existing solutions

At the first stage, a list of criteria for the automation system was formed, namely:

* open source;

+ case of use;

» affordability (less than 50000 rubles);

 user-friendly interface;

+ ability to build a railway station model and its visualization in the form of a graph.

The authors assume that this list of criteria for the automation system is necessary to achieve this
goal. Thus, based on these criteria, a number of the following software systems were selected.

1. Topomatic Robur software system

The system [9] contains tools for designing railway crossings and stations and forming models of
transport infrastructure facilities, providing an opportunity to design new and reconstruct existing rail-
ways and stations.

2. GeoniCS software package

The complex [10, 11] is a CAD system for railway design. It is focused on assistance in the design of
new tracks, restoration and overhaul of existing railways.

3. Graphviz tool

This tool [12] is an open source utility package for automatic graph visualization. It offers its own
templates for graph visualization and provides the opportunity to create user’s own version of the rep-
resentation.

4. Higres tool

The system [13, 14] allows you to create models, which are hierarchical graphs with a given semantics
set by the user in the editor, as well as external modules for processing graphs with a certain semantics.

5. Gephi software

This software [15] is a multiplatform open source software focused on the visual representation and
exploration of graphs.

Below is a comparative table of the results of research on the functionality of these systems.
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Fig. 2. Use case diagram: before automation

Table 1
Overview of existing solutions

User-friendl Building of a railway station
System Open Source Ease of use Price, RUB . ¥ model and its visualization
interface .
in the form of a graph
Topomatic Robur — — 139900 + —
GeoniCS — — 129600 + —
Graphviz + + — — _
Higres - + - + —
Gephi + + — + -

From the comparative data presented above, it follows that no system supports simultaneously the
construction of a railway station model and its visualization in the form of a graph, which entails the
need to implement our own method of automated comparison of the model and visual representations
of a railway station plan.

Architecture and algorithm development

To study the architecture of the system, use case diagrams were designed [16]. The traditional meth-
od of comparing railway objects requires manual work from the tester (Fig. 2).

The proposed automation method [17, 18] for object matching is presented in Fig. 3.

Due to the absence of a human factor, the proposed method has a significant advantage — the prob-
ability of error during automated verification is much lower, and the verification speed is several times
higher.

Then the flowchart of the algorithm was developed, which subsequently formed the basis of the soft-
ware project (Fig. 4).

Next, it is necessary to consider the algorithm in more detail based on the above scheme.

Getting railway objects from the database

To construct a graph [19] describing the relations of neighboring railway facilities and their charac-
teristics, it is necessary to obtain appropriate data. The graph elements include arrows, traffic lights, and
track circuits.
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Fig. 4. The flowchart of the project

A database with railway objects is usually a model of a real railway station, part of the tracks, etc.
Therefore, the database already contains all the necessary characteristics and values in order to deter-
mine which objects are connected. Thus, several SQL queries are enough to extract useful information
from the database [20]. It is necessary to take into account that the graph can either coincide or diverge
from the representation displayed in the database. The actual and reflected visual representation of one
railway station is shown in Fig. 5.

Geolines are directional objects that make up track circuits and arrows. Each geoline has a “begin-
ning” and “end” fields. To solve the orientation problem (related to the fact that the graph may differ
from the database representation), it is necessary to add an option that reflects the order of objects from
left to right. This includes reassigning the “beginning” and “end” of geolines, as well as reflecting the
coordinates according to the rule Lnew = Lmax + Lmin — L, where L is the linear coordinate of the
object, and Lmax and Lmin are the maximum and minimum coordinates among the list of all objects.

Getting railway objects from SVG file

The task is to read information about railway objects from SVG file and save the objects for further
processing by the program. SVG file is a set of tags. Objects consist of lines and other elements and
have a name, coordinates of key points, etc. in the description [21]. Operations that are performed on
coordinates are also described. The task is to perform operations on all points to obtain the absolute
coordinates of objects [22], and then save them along with the rest of the information about the objects.

First, the desired line is found and the coordinates of the object points are stored. Then all operations
on the object are performed step by step. When all the points of the object are remembered and saved,
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Fig. 5. Visual representations with different orientations

another one is created — zero (zero of the object), relative to which the rotation and reflection of the
remaining points are carried out.

There are three types of operations used for SVG in this project. Translate moves an object in
two-dimensional space; rotate rotates it by some angle; scale reflects the object along one or both axes
(parameters — 1 or —1). These are affine transformations; they can be expressed in terms of affine trans-
formation matrices [23, 24], however, frequent matrix multiplication takes longer than an algorithm
based on the features of affine transformations [25]. During the writing and testing process, it was re-
corded:

1. When an object is rotated/reflected, and then moved along any of the axes, the axes are also rotated/
reflected, and movement is carried out along the rotated/reflected axis, and not along the absolute one.

2. After rotation, the object is reflected along the rotated axes.

3. After reflection along one of the axes, the direction of rotation changes to the opposite.

All the observations obtained were incorporated into the algorithm. The operation implementation
is based on the refindCoord WithCorner function. It allows you to find new coordinates of a point when
the axes are rotated by a certain angle. It takes as parameters the old coordinates and the angle by which
the point should be rotated. Let xTranslate be the old coordinate of the point on the x axis, y Translate
be the old coordinate of the point on the y axis, curRotate be the current angle between the vector drawn
to the point from the origin and the vector of the positive direction of the x axis. If xTranslate = 0, this
angle is 90 or —90. Otherwise, arctg(y Translate/xTranslate) is taken (with an addition of 180 — in case
of a negative xTranslate). Then, the angle to which the axes should be rotated, is added to the calculated
angle. The new coordinates are calculated as follows:

1. The distance between the origin and the point is measured using the formula of the hypotenuse of
a right triangle:

dist = \/ xTranslate® + yTranslate” .
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2. The coordinates are determined by multiplying the distance by the sine and cosine of the new
angle: x = dist * cos(curRotate), y = —dist * sin(curRotate).

To implement the operations, we introduce a number of variables:

1. sumRotation is the sum of all the angles that the point was rotated by during the operations;

2. rotationDirection is the current direction of rotation of the object, equal to 1 or —1 (counterclock-
wise or clockwise, depending on previous reflection operations; if the object is reflected along one of the
axes, its direction of rotation is opposite to the standard one);

3. xDirection, yDirection are equal to 1 or —1; show whether the object is currently reflected along
two-dimensional axes or not;

4. zero is the zero of the object relative to which the reflection and rotation operations are performed.

Implementation of rotation: the angle to which the object should be rotated is indicated in parenthe-
ses. The angle is multiplied by the rofationDirection and added to the sumRotation. The coordinates of
the current point relative to zero are determined; they are passed to the refindCoord WithCorner function
along with the angle. The resulting values are added to zero.

Reflection implementation (scale): xDirection and yDirection are the values of the point reflection.
The initial values of the current point's coordinate relative to zero are determined; they are multiplied
by xDirection and yDirection and passed to refindCoordWithCorner along with the sumRotation angle. The
resulting values are added to zero. These are the coordinates of the reflected point. Then the rotation Di-
rection, xDirection, and y Direction are updated.

Translation implementation: xTranslate, y Translate are the values of the movement. They are mul-
tiplied by xDirection and yDirection and passed to the refindCoordWithCorner function along with the
sumRotation. The resulting values are added to the current point.

After calculating the absolute coordinates, the objects are filled in.

Plotting graphs based on data from a database and an SVG file

After all the necessary objects have been obtained from each representation of the railway station,
you can start building the graph. It was decided to divide the construction into two stages: building a
graph of track circuits and arrows and attaching traffic lights to the graph built in the previous stage.

This solution was chosen because the traffic light has a single coordinate, which is the “junction”
between the track circuits and the arrows.

Thus, first, a graph is constructed, determining the neighborhood of track circuits and arrows, and
then for each node of the graph it is determined which traffic lights belong to it.

Ultimately, the graph is represented as a structure with fields; the structure field is a dictionary in
which the key is the node of the graph, and the value is a list of neighbor nodes. Below is an example in
the form of five entries from this dictionary.

203 Circuit: none; 355 Switcher; none;

355 Switcher: 203 Circuit; 331 Switcher; none;

331 Switcher: 355 Switcher; 208/3311I1 Circuit; none;

208/33 111 Circuit: 331 Switcher; 208 Switcher; none;

208 Switcher: 208/33 111 Circuit; 260/240TI1 Circuit; 214 Switcher;

Listing 1 — Structure dictionary entries

Consider object 203:

1. The value “Circuit” indicates that this object is a track circuit.

2. The first element has the value “none” — the object in question is the leftmost in its group and has
no neighbors on the left.

3. The second element of the list has the value “355 Switcher” — to the right of our object there is
an object 355, which is an arrow.
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4. The third element of the list has the value “none”, which is typical for objects of the track circuit
type, because the third element is designed to show which element is adjacent to an object of the arrow
type along the turn line (for example, for arrow 208 along the turn line, arrow 214 will be the neighbor).

The trafficlights field is a dictionary in which the key is the node of the graph, and the value is a list
of traffic lights located at the “ends” of this object. Below is an example in the form of five entries from
this dictionary.

203 Circuit: M530, M313

355 Switcher: M530, M313;

331 Switcher: M522;

208/331I1 Circuit: M522, M214;
208 Switcher: M214, M218, M216;

Listing 2 — Trafficlights dictionary entries

It can be seen that the M 530 and M313 traffic lights are located on the track circuit 203, as well as on
the arrow 355, which allows us to conclude that these traffic lights are located between these two objects.

The ends field is an auxiliary dictionary for determining the neighbor when adding another track cir-
cuit or arrow. In this dictionary, the key is a point that is the “end” of a geoline belonging to a track cir-
cuit or an arrow. Therefore, the track circuit has only two such points, because it consists of one geoline,
and the arrow has four such points, because the arrow consists of three geolines converging at one point.

The point at which the arrow's geolines converge must also be considered as the “end point”, because
there are situations in which two arrows have common geolines.

Because the track circuits and arrows differ from each other, a structure was introduced that trans-
forms each object into a node of the graph.

After converting all objects into nodes, it is necessary to sort them by coordinates, after which each
of the nodes joins the graph in turn.

The algorithm for attaching a node X to a graph:

1. Check if there are points in the auxiliary dictionary of the ends graph that coincide with the ends
of X located in the end field.

2. Ifnone of the points match, then X does not have any neighbors yet, so X is added to the structure
dictionary as a key, and the value for this key is “none, none, none”. We also need to add all the end-
points of X to the dictionary of endpoints of the ends graph so that the next nodes that are being added
can join X.

3. If at least one point coincides with an already existing point in the dictionary of graph endpoints,
then further steps are taken depending on what type of object X has.

4. If X is a track circuit, then you need to consider two situations of joining a neighbor Y:

a. Y is the neighbor on the right.

If Yis a track circuit, then we change the value of the key Y in the structure dictionary to the same list,
only X will be the first element.

If Y is an arrow, then we look at which of the endpoints X coincides with Y, and depending on this we
decide whether to put X as the neighbor on the left (the first element of the list) or the neighbor along
the rotation line (the third element of the list).

After that, an entry for the key X is added to the structure, and the value for this key is “none, Y,
none”. Next, the endpoint is removed from the auxiliary dictionary, which is now the junction point of
objects X and Y, and the remaining point is added, which was not used when joining X.

b. Y is the neighbor on the left.

Similar to the previous situation, only the first and second elements are interchanged for each object.

5. If Xiis an arrow, then we need to consider the situations when adding to 1 neighbor and to 2 neigh-
bors, but all actions will be similar to attaching a track circuit:
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a. update the data in the nodes that the new node is joining;

b. take into account the possible positions of the “turn line” for objects of the arrow type, checking
which end of the arrow the new node is attached to;

c. clear the dictionary containing the ends of the graph from the already occupied ends in order not
to check once again those to which it should not be physically possible to attach the object. The excep-
tion is the center points of arrow type objects.

Once all the track circuits and arrows have been added to the graph, we can proceed to the next stage.

This stage is divided into 2 parts:

1. Filling in the #/_to_attach dictionary, the key of which is the id of the geo point (for objects from
the database) or XY coordinates (for objects from SVG), and the value is a list of traffic lights attached
to this geo point/coordinate.

2. For each node of graph X (track circuit or arrow), a list of traffic lights belonging to one of the
endpoints of X. This list is placed in the frafficlights dictionary by the key X.

At this stage, the construction of the graph of railway objects can be considered fully completed.

Graph comparison

Here we compare asymmetric graphs whose nodes are different objects [26]: track circuits, arrows,
traffic lights. A node structure was invented to compare these objects, which brought them to a single
view. In addition, the algorithm must identify different types of errors and mark nodes with different
colours [27]: green — no errors, yellow — name error, red — location error or node is missing.

The comparison algorithm consists of the following sequential steps:

1. Checking all nodes for presence in another graph.

2. Check for duplicate nodes, which are track circuits and arrows.

3. Check for non-repeating nodes, which are track circuits and arrows.

4. Checking the nodes that are traffic lights.

Since the graphs are asymmetric, most of the steps are duplicated for both graphs. Next, let us look
at each of the steps of the algorithm.

1. Checking all nodes for presence in another graph.

At this step of the algorithm, the program sequentially passes through all nodes in both graphs and
searches for a matching pair in the other graph for each node. If a match is found, the node is considered
paired. Nodes are only considered paired if they have the same name and type.

2. Check for duplicate nodes, which are track circuit and arrow objects.

At this stage of the algorithm, we check the neighbours of each node, looking for duplicates. A node
can have at most three neighbours: the top, front, and turn neighbours. Only arrow type objects can have
three neighbours; the rest always have at most two neighbours. This is because of physical factors, as this
algorithm was designed for railway station layouts, not abstract graphs.

The check begins with the first paired node in the graph. Its neighbours also have a paired node in
another graph. If the neighbouring nodes match, the node is marked as green; if not, it's marked red.
Then the same process is repeated for all other nodes.

3. Check for non-repeating nodes, which are track circuits and arrows.

At this stage of the algorithm, the neighbours of the nodes are checked, which are not repeated. The
check starts from the first unpaired node in the graph. All its neighbours that have a pair are found, as well as
its position relative to the top node: the front neighbour or the neighbour on the turn. And then it is checked
whether their pairs in another graph have a neighbour with the same location and type. If the same node is
located from each paired neighbour, then both nodes are marked yellow, if not, they are marked red.

4. Checking the nodes that are traffic lights.

The traffic light is located at the junction of two track circuits, so it will always have two neighbours.
When comparing traffic lights, their name and the nearest neighbours are compared. Since checking
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traffic lights is the final stage of the comparison algorithm, when comparing traffic lights, the colour of
their neighbours’ markings is considered.

If the traffic light has a pair in another column, then it can only be marked in red or green. If the
traffic light already has a pair in another graph, it makes no sense to check the name match again, so at
this step the neighbours of the traffic lights, which are marked green, play the main role. If the nearest
neighbour of the traffic light turns out to be marked red, the nearest green neighbours are taken. If they
match, then the traffic lights are marked green, if not, they are marked red.

If the traffic light does not have a pair in another column, then it can only be marked in red or yel-
low. This decision is made based on its neighbours and the neighbours of the traffic light with which the
comparison takes place. The nearest neighbour with a green mark is located, based on it, a traffic light
without a pair is searched in another graph, and if the other neighbours match, the traffic lights turn
yellow, otherwise red.

This comparison algorithm works correctly in most cases. Errors occur only in some atypical con-
nections. Most of the atypical connections are associated with arrows and the problem of unpredictable
rail connections to them.

Software implementation

Based on the created method of searching for the correspondence of the railway station model to its
visual representation, software was developed.

Requirements have been formulated for the product — the user, by uploading two files containing a
model and a visual representation of the railway station, should receive an output including a log file
describing the inconsistencies found, as well as SVG file on which:

1. the objects for which a complete match has been found in the electronic map are displayed in
green,;

2. displayed in yellow are those objects for which a topological correspondence has been found in the
electronic map, but there is some discrepancy in characteristics;

3. displayed in red are those objects for which no match has been found in the electronic map.

Non-functional requirements have been formulated for the product:

1. programming language — Python 3.11;

2. the interface language is Russian;

3. platform — Windows 10;

4. minimalistic application design.

The requirements were met by implementing a simple graphical application using the PySide6 library
[28]. The application contains buttons for uploading files, selecting the type of data reflection and start-
ing file comparison — all the necessary functionality.

The Git version control system was used during development [29].

Results of the system operation

In order to demonstrate the reduction of labor intensity and increase the accuracy of the process of
searching for compliance with the railway station model using a visual representation, a comparison of
the time spent on work and the number of inconsistencies found with and without using the program
was carried out.

Three employees of the same qualifications participated in the measurements, who independently
compared two representations of the same station.

It is demonstrated in Table 2 how long each stage of the work took, from which it is possible to obtain
an average value. The average number of inconsistencies found is also determined.

Then the employees compared the representations of the railway station (already different, but sim-
ilar in complexity, structure and number of inconsistencies of the first station).
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Table 2
Assessment of the complexity of the non-automated process
Worker 1 Worker 2 Worker 3 Average
SVG and DB compliance analysis, min. 16 12 20 16
SVG adjustment, min. 8 10 15 11
Search and cataloging of DB inconsistencies, min. 27 24 24 25
DB adjustment, min. 13 13 16 14
Re-validation of SVG and DB compliance, min. 8 4 4 5
The whole process, min. 72 63 79 71
The number of inconsistencies found 3 7 5 5
In this experiment, automation of the process was used (Table 3).
The calculations are similar to the previous table.
Table 3

Assessment of the complexity of the automated process

Worker 1 Worker 2 | Worker 3 Average
File selection, program launch, min. 1 1 1 1
SVG correction based on the results of automated analysis, min. 4 5 3 4
Database correction based on the results of automated analysis, min. 6 8 10 8
Re-validation of SVG and DB compliance, min. 2 2 2 2
The whole process, min. 12 15 15 14
The number of inconsistencies found 10 10 10 10

The assessment of labor intensity is carried out according to a formula combining a simple summa-
tion of the resources spent on individual components and division by the number of these components
[30]. The average time value in each of the sections is determined by the following formula:

M=
M=

Tij

i
="
n

I
—_
~.

I
—_

where Tij is the time spent on stage j by employee i, 7 is the number of employees, n = 3; m is the
number of stages; for the first section (“Before automating the process”) m = 35, for the second section
(“After automating the process”) m = 4.

Time was measured in seconds, rounded up to minutes; rounding up occurred if the number of seconds
that made up the remainder of the minutes exceeded 30. Thus, we observe that the automation of the
process has significantly reduced the average time required to complete the work — from 71 minutes to 14
minutes, that is, by about 5 times. To demonstrate the results of reducing labor intensity, a histogram was
constructed (Fig. 6) as one of the most common and effective ways to visualize statistical data [31].

The experiment was conducted for a small station (up to 30 graphic elements). During the further
operation of the software, it was revealed that the time gain of the automated process over the non-auto-
mated one increases with the growth of the station size (average values are presented):

1. small station (up to 30 graphic elements) — 5 times;

2. medium-sized station (from 31 to 100 graphic elements) — 5.5 times;

3. large station (from 101 graphic elements) — 6.5 times.
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The average time of the matching process
B Gefore automation After automation
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Fig. 6. The average time of the matching process

In addition, automation improves accuracy: instead of five inconsistencies found, 10 were found —
and these are all the inconsistencies that were between the stations initially. Thus, automation made it
possible to increase accuracy by N = §2/S1 = 2 times, where S/ is the number of inconsistencies found
before automating the process, S2 is the number of inconsistencies found after automating the process.

Conclusion

This article presents an overview and comprehensive comparative analysis of existing approaches to
comparing models to a real object. An innovative method for searching and comparing objects of the
railway station model to the corresponding objects of the visual representation of the station is proposed.
The proposed algorithm is implemented in the model matching software. The results of reducing labor
intensity by 5 times and increasing accuracy by 2 times are demonstrated.

The work was carried out under the supervision of the Scientific Research and Design Institute of
Informatization, Automation and Communications in Railway Transport.
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Abstract. This paper presents the design process of the cascaded (MASH) 2-2 sigma-delta
modulator. For this purpose, several sigma-delta modulator topologies were studied at the system
and schematic levels. Simulation at the system level was used to define the requirements for the
operational transconductance amplifier (OTA), which is a part of the integrator. Sigma-delta
modulators were designed using a 0.18 um CMOS technology library. The influence of temperature
swing, process variations and noise on the characteristics of second-order sigma-delta modulators
was taken into account during simulation. As a result of the simulation, the optimal second-order
topology was selected. This topology was used to design the cascaded (MASH) 2-2 sigma-delta
modulator. The developed modulator has a resolution of 15.97 effective bits, a working frequency
band of 20 kHz, consumes 12 mW of power at a supply voltage of 3.3 V. The occupied area of the
circuit on the chip is 0.22 mm?. A device with such characteristics can be used in interfaces of
micromechanical sensors.
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AnnHoTtanusa. B naHHOI1 cTaThe mpeacTaBieHa pa3padoTka KackagHoro (MASH) 2-2 curma-naenb-
Ta MonyJsaTopa. B xone paboThl ObUIM PACCMOTPEHBI Pa3IMYHbIE apXUTEKTYPhl CUTMa-IebTa MO-
JYJISITOPOB HAa CUCTEMHOM M CXEMOTEXHUYECKOM YPOBHIX. MoaenupoBaHe Ha CUCTEMHOM YPOB-
HE TTO3BOJIMJIO OIPEeAeUTh XapaKTEPUCTUKKU OMEPallMOHHOTO TPaHCKOHAYKTUBHOTO YCUJIUTEJIS
(OTY), Bxomsiero B coctaB MHTeTrpaTopa. JIJist pa3paboTKN CXeMOTEXHUYCCKOM pealn3aiy CHT-
Ma-JIeJIbTa MOMYJISITOPOB MCITOJIb30BasIach TexHoormdeckass omnoimmoreka KMOII-texHOMOTMY C©
HopMmamu 0,18 mxm. Ha cxeMoTexHMYeCKOM YpOBHE OBIJIO MPOBEAECHO MOJSIUPOBAHUE CTPYKTYP
BTOPOTIO MOpsIKa C yUeTOM IllyMa, TeMIIepaTyphl, a Takxke pa3zdpoca mapaMeTpoB TexHoyioruu. B
pe3yJibTaTe MoJeMpoBaHus Obljla BbIOpaHa onTUMaJibHasi CTPYKTypa BToporo nopsiaka. Ha ocHo-
BE 9TOU CTPYKTYpHI ObLJIa MOCTPOEHA CXeMa KaCKaJHOIro CUTMa-JesikTa MoayJisiTopa. PaspadoraH-
HBII MOJIYJISITOp UMEET Pa3peliaollyo criocoOHocTh 15,97 addeKTuBHBIX OUT, Mo0Ccy pabounx
yacrot 20 kli1, 3aHnMaeT Ha Kpucrajuie mromans B 0,22 Mm? 1 morpedisier 12 MBt MomHocTH ripu
HanpskeHuu utanus 3,3 B. YeTpolicTBoO ¢ TaKMMU XapaKTepUCTUKAMM MOXKET TIPUMEHSThLCS B
nHTepdericax MUKpOMEeXaHUUECKUX TaTYMKOB U CEHCOPOB.

Kmouessie cioBa: ALIIT, curma-gensra, OTY, KoMItapaTop, TOIIOJIOTHS

BaaromaprocTu: M. M. [Tununko BeipaxkaeT 6;1arogapHOCTb 3a MOAAEPKKY 0a30BOro MCCIeA0BaHMS,
OKa3aHHYIO B paMKaX TOCYIapCTBEHHOTO 3agaHns «DyHKIIMOHATIbHbIE HAHOKOMITO3UTHBIC Y HAHO-
CTPYKTYpUPOBAHHBIC MaTepHAIIbl TSI TIEPCIICKTUBHEBIX YCTPOMCTB MUKPO- M HAHO3JIEKTPOHUKI»
(FSEG-2023-0016).

Jlna murupoBanusa: Kozlov A.S., Pilipko M.M., Tulaev A.T., Belyaev Ya.V. Design process of the
MASH 2-2 sigma-delta modulator // Computing, Telecommunications and Control. 2024. T. 17,
Ne 4. C. 78—89. DOI: 10.18721/JCSTCS.17407

Introduction

The rapidly growing market for microelectromechanical systems (MEMS) is driving the demand for
precision interface chips. Analog-to-digital converters (ADCs) are an essential part of such circuits, since
without them, further digital processing of the signal from the MEMS device is impossible. The output sig-
nals of MEMS sensors usually do not exceed tens of kilohertz, so ADCs based on sigma-delta (XA) mod-
ulation are most often used to convert them into digital form. A sigma-delta ADC consists of an analog
(sigma-delta modulator) and a digital (filter-decimator) part. This type of ADC is capable of providing
high resolution (up to 24 bits). Typically, sigma-delta ADCs consume much less power than faster ADC
architectures. Sigma-delta ADCs achieve high resolution by using noise shaping and high sampling rates
above the Nyquist frequency (oversampling).

Sigma-delta modulators can be roughly divided into two general categories: continuous-time (CT)
and discrete-time (DT) circuits. In CT circuits, the only clocked unit is the comparator, while the in-
tegrator is implemented as a Gm-C, active RC or passive RC filter. Sigma-delta modulators of this type

© Koznoe A.C., Muaunko M.M., Tynaes A.T., benses f.B., 2024. WU3patenb: CaHkT-MeTepbyprckuili NOUTEXHUYECKUI YHUBEPCUTET MeTpa
Benukoro
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consume less power and are capable of operating at higher clock rates than DT modulators. According
to [1], the highest operating frequency band for the CT modulator achieved to date is 465 MHz, while
for the DT modulator this value is only 40 MHz. However, CT modulators also have their drawbacks.
First, they have increased sensitivity to jitter, since errors in the digital-to-analog converter (DAC)
occur due to an unstable clock signal. In addition, delays in the DAC and quantizer can introduce
additional poles in the signal transfer function (SiTF) and noise transfer function (NTF), which leads
to degraded performance and possible instability of the modulator. This effect is called excess loop
delay (ELD) [2].

In contrast, DT sigma-delta modulators have lower bandwidth and higher performance require-
ments for an operational amplifier, which is a part of an integrator. Nevertheless, they have become
widespread due to their immunity to jitter and ELD. It is also worth noting that the characteristics of
DT modulators are less sensitive to process variations.

>

Simulation of second-order topologies at system level

First-order sigma-delta modulators are easy to design and inherently immune to instability. Nev-
ertheless, the relatively low level of the suppression of quantization noise at moderate values of the
oversampling ratio significantly limits their scope of application. This is why second-order sigma-delta
modulators have become the most widely used.

Interest in second-order sigma-delta modulators has led to the emergence of a number of different
structures. The best known is Boser—Wooley modulator — cascade of integrators with feedback (CIFB)
[3]. Reducing the gains of the integrators improves the stability of the modulator for signals with high
amplitude, and the use of delaying integrators makes it possible to reduce the speed requirements for
the operational transconductance amplifier (OTA). Integrators’ gains are chosen such that STF(z) =
=z2and NTF(z)=(1 -z ")~

The so-called feedforward topology was first introduced in [4]. Some papers also referred to it as
the ideal topology and the broadband topology. The main advantages are the reduced requirements for
the signal swing of the OTA (since the integrator processes only the quantization noise), as well as an
increased dynamic range. This modulator implements STF(z) = 1 and NTF(z) = (1 —z ")

Another version of the sigma-delta modulator, called the cascade of integrators with distributed
feedback topology with capacitive input feedforward (CIFB-CIF), was presented in [5]. The proposed
modifications made it possible to reduce the speed requirements for the modulator components (it is
especially important in the case of a modulator with a multi-bit quantizer, since in this case a multi-bit
DAC with digital element matching is used), and also to omit the adder before the quantizer. Like the
feedforward topology, this modulator implements STF(z) = 1 and NTF(z) = (1 —z ')

The following structure was first considered in [6]. A similar structure was published in [7].

It can be noted that this architecture is also characterized by the absence of an adder in front of the
comparator. In addition, the modulator has only one feedback branch, therefore, to implement this
structure, a single DAC is required, which makes it possible to reduce the area of the circuit on the chip,
as well as power consumption. In this structure, STF(z) = 1 and NTF(z) = (1 — z )%

It is also possible to design a topology with STF(z) = z"' and NTF(z) = (1 — z'')*. This topology was
considered in [8]. A hybrid topology is a kind of CIFB architecture. The hybrid topology, like the feedfor-
ward one, is characterized by reduced requirements for integrator nonlinearities. In addition, in this case,
the number of signal branches is smaller and there is no adder in front of the comparator, therefore the
power consumed by the modulator is reduced.

The noise performance of second-order topologies can be a limiting factor for their use in high-pre-
cision applications. Higher order sigma-delta modulators present an effective way to reduce quantiza-
tion noise in signal band. The main drawback of high-order single-loop architectures is their vulnerabil-
ity to instability. Multi-stAge noise SHaping (MASH) architecture can be immune to instability, while
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demonstrating noise suppression comparable to high-order single-loop sigma-delta modulator. This is
why MASH topologies are of interest.

Theoretically, any of the second-order topologies mentioned above can be used to design a MASH
2-2 sigma-delta modulator. However, different non-idealities should be taken into account. This is why
simulation at a system level is an essential part of the design process. In [9, 10], an analysis of the in-
fluence of various factors on the performance of the first-order sigma-delta modulator was carried out.
Nevertheless, the authors note that such an analysis needs to be performed for various architectures. In
this regard, the effect of the finite gain, the finite gain-bandwidth and the finite slew rate will be dis-
cussed.

According to [11, 12], the finite value of the gain leads to an effect called “integrator leakage”. The
parameter p, which characterizes this effect, is defined as:

k-1
P=—7">

where £k is the amplifier gain. Due to leakage, the gain of the integrator turns out to be different from the
nominal value. It should also be noted that leakage changes the position of zeros in the noise transfer
function, thereby increasing the noise power in the useful frequency band. These effects can greatly af-
fect the operation of sigma-delta modulators based on the MASH architecture.

The influence of the gain bandwidth on the transfer function of the integrator was considered in [13].
Taking into account the gain bandwidth modifies the transfer functions as follows:

Non-inverting integrator:
-1
H(z)=9 2 J1-en| S ||
C 1z C +C,

Inverting integrator:

(el
C+C, )\ 1,

where ft is the unity gain frequency, fé is the clock frequency, C , is the input capacitor, C2 is the feedback
capacitor.

In practice, in switched-capacitor circuits, it is recommended to use amplifiers with gain bandwidth
of at least 5 times the clock signal frequency [14, 15].

The slew rate (SR) of the op-amp output is also an important parameter that determines the overall
performance of the sigma-delta modulator. The finite SR causes the gain to be nonlinear [11]. To ac-
count for this parameter, changes in the output signal are described using the equations from [16].

To implement a high SR, it is necessary to increase the current of the amplifier output stage. This
leads to an increase in power consumption and an increase in the occupied area on the chip (due to
wider devices). It is also possible to increase the SR by using class AB output stage amplifiers; however,
these are difficult to design and generally require frequency compensation.

According to [17], the SR requirements are highly dependent on the gain bandwidth. To achieve
high signal-to-noise-and-distortion ratio (SNDR) values, it is necessary to provide one of two operating
modes of the integrator: slow or fast.
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The normalized SR is determined by the expression:

T
SRy = SR——,

pp

where T' . is the clock period, V;p is the value of the feedback signal of the sigma-delta modulator (deter-
mined by the supply voltage).

In the slow mode, it is assumed to use an amplifier with a relatively small gain bandwidth (few times
of fS ). The normalized SR in this mode must exceed the value of n, which is defined as follows:

T
n.=—,
2t
where T is the amplifier’s time constant
1
T=—",.
2nf,

When working in this mode, two difficulties arise. First, a high SR is required for a broadband am-
plifier to operate correctly. Satisfying this criterion is especially problematic if the amplifier is loaded
with a large capacitance. Second, if the gain bandwidth of the amplifier is higher than expected after the
circuit is fabricated, the SR y may occur less than n_, which will lead to a decrease in the SNDR of the
modulator.

To implement a circuit operating in a fast mode, an amplifier with a bandwidth such that n_> 12 is
required. In this case, the SR requirements are significantly reduced.

To summarize all of the above, it should be noted that for each sigma-delta modulator topology,
system-level models with OTA’s non-idealities were designed. The model for the feedback topology is
shown in Fig. 1.

The simulation results show that for ft = 20]2 the dependence of the SNDR on the amplitude of the
input signal becomes close to ideal (with an infinitely high gain) when the normalized SR is higher than 5.

Similar dependencies were obtained for a finite gain and finite gain-bandwidth. All considered sigma-
delta modulator topologies have shown approximately the same results.

System-level simulations show that for the MASH 2-2 modulator with SNDR > 90dB, input signal
bandwidth of 20 kHz and oversampling ratio of 128, non-idealities of an OTA become negligible (do not
degrade overall modulator performance) if its parameters meet the following requirements:

* DC gain of more than 40 dB;

* Gain bandwidth of more than 100 MHz;

+ Slew rate of more than 82.5 V/us.

Simulation of the second-order topologies at the schematic level

In order to design second-order sigma-delta modulators at the schematic level, several main blocks
are required: a CMOS switch, a comparator, and an OTA. The switch has a finite resistance, which, in
the case of using a single transistor with a certain type of conductivity, turns out to be highly dependent
on the input signal level. Using a switch based on a complementary pair of transistors allows one to ef-
fectively cope with this problem. The clock feedthrough effect, however, remains. One of the options for
reducing the clock feedthrough is to use a CMOS switch with additional dummy transistors [18].

A comparator is required to convert the signal from the integrator output to a pulse train. Clocked
comparators are of interest because they do not consume static power. An example of such a comparator
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is a structure called StrongARM latch [19], shown in Fig. 2. When a low-level signal is applied to the
clock inputs of the comparator, the p-transistors connected in parallel with the bistable cell in the upper
part of the circuit are turned on, and the current source in the form of an n-transistor in the lower part
of the circuit is locked. As a result of resetting the comparator value, a logical zero value is set at both its
outputs, regardless of the signals at the comparator inputs. In order to store the information signal while
the comparator is reset, an RS-latch is used.

In the previous paragraph, the following OTA’s requirements were obtained: DC gain of more than
40 dB, gain bandwidth of more than 100 MHz, slew rate of more than 82.5 V/us. In addition, in order to
ensure high linearity, the OTA should have a rail-to-rail output signal swing. A folded-cascode amplifier
meets these requirements. The amplifier with feedforward compensation from [20] was taken as a basis.
For better stabilization of the operating point, a common mode feedback circuit (CMFB) in the form of
a differential amplifier with diode-connected transistors as a load was used. Fig. 3 shows the final OTA
schematic. Simulation results showed that the designed OTA has the following characteristics: DC gain
of 75 dB, gain bandwidth of 200 MHz and slew rate of 102 V/us with a capacitive load of 4 pF. Perfor-
mance margin is added in order to ensure the reliability of the design across all process corners.

After designing the main blocks, the design of the sigma-delta modulators themselves follows. Based
on the analysis carried out earlier, an implementation with switched capacitors was chosen. All struc-
tures are fully differential.
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As a result of the simulation, the dependence of the SNDR of the output signal versus the amplitude
of the input signal was obtained for different second-order topologies (Fig. 4). The graphs for feedback
(FB), feedforward (FF [4]), hybrid (HY [21]), Gharbiya (GH [5]) and Murayama (MU [6]) topologies

are shown.

Next, the simulation was carried out taking into account the influence of temperature swing, process
variation and the intrinsic electrical noise of the circuit. Further simulation was carried out at a single

signal amplitude of 1.2 V.

To study the effect of temperature on the characteristics of modulators, three temperature values
were chosen: —40°C, 27°C, 85°C. Based on the data obtained, it can be concluded that the Murayama
structure [6] is the most sensitive to the effect of temperature: the decrease in SNDR at the temperature

of —40°C was 24 dB compared to the nominal value.

The technology libraries used in the project allow for simulation with process variations. The largest
deviations of the parameters from the nominal values are called “corners”. The simulation showed that
for all five structures, the change in characteristics turns out to be insignificant.

Simulation with intrinsic noise was performed using the transient noise option. The SNDR value
for the Murayama structure decreased by 24 dB, for the Gharbiya structure — by 6.4 dB, and for the
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Fig. 5. Analog part of the MASH 2-2 sigma-delta modulator

feedforward structure — by 2.5 dB. The SNDR value for the feedback and hybrid structures even im-
proved slightly after adding noise.

According to the simulation results, it is clear that the most reliable structures are the feedback, feed-
forward, and hybrid. In addition, as the feedback structure requires the least number of capacitors, it was
decided to build the MASH sigma-delta modulator based on it.

The MASH 2-2 sigma-delta modulator

Next, the schematic of MASH 2-2 sigma-delta modulator was designed. The analog part is shown in
Fig. 5. The first stage is presented by the feedback topology shown earlier. In the second stage, changes
were made to this circuit. The modulator feedback is implemented using a separate capacitor C12. Ca-
pacitors C6 and C13 are used to subtract the code of the first stage from its residue analog signal. Signals
Y1 and Y2 are then fed to the digital processing circuit. The resulting multibit signal has the properties
of fourth-order noise shaping.
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Conclusion

The paper presents the design process of the MASH 2-2 sigma-delta modulator. Simulation at the
system level was used to define the requirements for the requirements for the operational amplifier,
which is the key building block of the sigma-delta modulators.

The circuits of the main blocks of a sigma-delta modulator based on a 0.18 yum CMOS technolo-
gy library have been designed, and simulation has been carried out. Based on the developed blocks,
five structures of second-order sigma-delta modulators were assembled, simulated and compared. The
influence of temperature swing, process variations and noise on the characteristics of second-order
sigma-delta modulators was taken into account during simulation. Simulation results showed that the
feedback topology is the most suitable for implementing a cascaded sigma-delta modulator.

A schematic for the MASH 2-2 sigma-delta modulator has been designed, and the characteristics of
the developed device have been obtained. With an effective number of bits equal to 15.97 in a signal band
of 20 kHz, the circuit is suitable for audio systems and other high-resolution low-power applications.
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