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Applied problem solving with machine learning

PelwleHne npuknaaHbiX 3agau
MEeTOAaMU UCKYCCTBEHHOIO MHTENNEKTA

Research article @ 018
DOI: https://doi.org/10.18721/JCSTCS.17301 T
UDC 004

EXO-INTELLIGENT HYBRID SUPERCOMPUTER PLATFORMS
FOR SHARED-USE CENTERS

V.S. Zaborovsky, L.V. Utkin ® , V.A. Muliukha =

Peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation

= vladimir.muliukha@spbstu.ru

Abstract. The article discusses the possibilities of increasing the real performance of hybrid
supercomputer platforms consisting of different types of processor nodes (CPU, GPU, FPGA)
operating in the mode of shared-use computational resources. The conceptual difference of the
proposed approach from widespread supercomputing cluster platforms can be metaphorically
expressed as “Less Moore, more brain.” The considered approach shifts the focus of technology
development from classical methods of increasing the performance of HPC platforms by adding
new hardware multi-core computing components to more complex exo-intelligent solutions that
use inductive (internal) and conceptual (external) data to implement machine learning methods
for the purpose of optimally distributing available hardware resources between different classes of
user applications. The proposed three-level architecture of hybrid computing platforms opens up
new opportunities both for efficient scaling of user program execution processes, and for reification
of descriptions of new algorithms by generating corresponding texts of computer programs, as well
as interpreting the results obtained based on the use of statistical information, the carrier of which
is censored data characterizing the experience of executing user applications in the mode of shared
use of hybrid computational resources.

Keywords: high performance hybrid computing systems, machine learning, scheduler, survival
function, explainable artificial intelligence
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9K3O0-UHTEJIJIEKTYAJIbHbIE
TMBPUAHBIE CYNEPKOMMbIOTEPHbBIE NJIAT®OPMbI
LLEHTPOB KOJITEKTUBHOTO NMNOJ1Ib3OBAHUA

B.C. 3abopoGBckuti, J1.B. YmkuH @, B.A. Mynioxa &

CaHkT-MNeTepbyprcknii NoAnUTEXHUYECKUA yHUBEepcuTeT MNeTpa Benunkoro,
CaHkT-NeTepbypr, Poccuitickaa Pepepauma

= vladimir.muliukha@spbstu.ru

Annoranusa. B craTbe paccMaTpuBaloTCS BO3MOXHOCTHU MOBBIIIEHUS] PeaTbHOM TTPOU3BOIM-
TEJIbHOCTU TMOPUIHBIX CYTIEPKOMITBIOTEPHBIX MIATHOPM, COCTOSIIMX U3 MPOLIECCOPHBIX Y3/0B
pasznuunbix TuroB (CPU, GPU, FPGA), padoTtalolux B pexXMMe COBMECTHOI'O MCTTOJIb30BaHUS
BBIUMCIUTENBbHBIX pecypcoB. KoHIenTyanabHOE OTAMYME MpellaraéMoro IMoaxoia OT IIUpPO-
KO pacrpocCTpaHEHHBIX CYyNepKOMMbIOTEPHBIX KJIACTEPHBIX MIATGOPM MOXHO MeTahOopUUECKU
BBIpa3uTh Kak “Menbiie Mypa, 6onblne Mo3ra”. PaccMaTpuBaeMblili moaxod cMmemaeT (QoKyc
Pa3BUTHUS TEXHOJOTMI C KJIACCUYECKUX METOMO0B MOBHILIeHUS TTpon3BoauTeabHocT HPC-1iart-
¢dopM nyTem 1006aBIEHUS HOBBIX amlapaTHbIX MHOTOSIIEPHBIX BEIYMCIUTEIbHBIX KOMIIOHEHTOB
Ha 0oJiee CJIOXHBIe 9K30-UHTEJJIeKTyaJbHble pelleHUs], UCITOJb3YIole UMHAYKTUBHbIE (BHY-
TPEHHME) U KOHLENTYyalbHble (BHEIIHUE) TaHHbIE JJI51 pealu3alui METOA0B MallIMHHOTO 00yue-
HUS C LEJbIO ONTUMAJIbHOIO pacipeaeaeHnsl AOCTYITHBIX annapaTHbIX peCypCoOB MEeXy pa3ind-
HBIMU KJIacCaMU TOJIb30BaTEJIbCKUX MpUIoXeHU . [TpeanoxeHHas TpexXypoBHeBasl apXUTEKTypa
9K30-MHTEJUICKTYaIbHBIX BBIYUCIUTEIbHBIX IIaT(hOPM 00J1agaeT HOBBIMU IIMPOKUMM BO3MOXK-
HOCTSIMU KakK 111 3¢ (heKTUBHOIO MacIITaOMpOBaHUsI MPOLECCOB BBIMOJHEHUS MOIb30BaTEb-
CKUX TIpOTpaMM, TaK W JIJIsI OBELLECTBJIEHUS] ONMMCAHWUI HOBBIX aJITOPUTMOB IMyTEM T'eHepaluu
COOTBETCTBYIOIIUX TEKCTOB KOMITBIOTEPHBIX MTPOrpaMM, a TakxKe MHTEpHpeTalluy MOJTy4YeHHBIX
pe3yabTaTOB Ha OCHOBE MCMOJIb30BaHUS allOCTEPUOPHOM CTATUCTUYECKON MH(pOPMaLlMK, HOCU-
TeJleM KOTOPOM SIBJISIFOTCS IIeH3YPUPOBAaHHBIC TaHHBIC, XapaKTePU3YIOIINE OITBIT BHITTOTHCHMS
MMOJIb30BATEILCKUX TIPUIIOKEHUM B PEKMME COBMECTHOTO MCITOIb30BaHUS THOPUIHBIX BHIYMC-
JIMTETbHBIX PECYPCOB.

KioueBslie ¢i0Ba: BEICOKOTIPOM3BOAUTEIbHEIC THOPUIHBIC BRIUMCINTEIBHBIC CUCTEMBI, MAITH-
Hoe 00y4YeHNe, MHTEJUICKTyaIbHBIM qucTieTdep, (PYHKIINS BBKMBAeMOCTH, OOBSICHUMBIN UCKYC-
CTBEHHBI MHTEJIJICKT

®unancupoBanue: VcciaemoBaHne BRITOTHEHO TTpH (DMHAHCOBOM TTOAAep:kKe MUHICTEpCTBA HAYKHU
U BBICIIETO 00pa3oBaHus Poccuiickoit Pemepaliny B paMKax rocydapCTBEeHHOTO 3amaHust «Pa3pa-
00TKa 1 UCCIe0BaHKEe MOJIEIei MAILIMHHOTO O0YUeHMUsI /ISl pellieHHs] (PyHIaMeHTaIbHbIX 3a1a4 UC-
KYCCTBEHHOT'O MHTEJIJIEKTa B TOIJIMBHO-3HepreTnyeckom Komriekce» (FSEG-2024-0027).

Jna murupoBanmsi: Zaborovsky V.S., Utkin L.V., Muliukha V.A. Exo-intelligent hybrid super-
computer platforms for shared-use centers // Computing, Telecommunications and Control. 2024.
T. 17, Ne 3. C. 9-21. DOI: 10.18721/JCSTCS.17301

The source of coming-to-be for exiting things is that into which destruction,
too, happens according to necessity

Anaximander of Miletus, 610—546 B.C.
Introduction

Currently, the development and application of digital artificial intelligence systems are experiencing a
period of rapid development [1—3], changing technological reality, clarifying the fundamental principles
of computer science and supplementing computer programming paradigms with new mechanisms for the
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interaction of natural and artificial intelligence [4]. It is well known that methods of digital modeling
of physical processes and various types of intellectual activities associated with complex mathematical
calculations are carried out using digital computers and are performed many times faster and with great-
er accuracy compared to human capabilities. At the same time, the cost of electronic memory systems
is rapidly decreasing and the performance of digital microprocessors, called “graphics” accelerators, is
steadily increasing, contributing to a shift in the emphasis of the development of computer technologies [4,
5] from digital modeling methods of complex physical processes towards probabilistic models, processing
of graphic information and the formation of multimodal texts explaining the results of calculations [6, 7].
The ongoing changes caused an expansion of ideas about algorithms based on the ideas of computability of
functions, enumerability and solvability of sets [8, 9], which stimulated the search for solutions to applied
problems of a probabilistic nature, presented using semantic invariants, large linguistic models or topo-
logical data analysis methods. The processes of exponential acceleration and diversification of computer
technologies were associated with the development of pre-trained transformer models (Generative Pre-
trained Transformer, GPT), which have built-in attention mechanisms [10], which de facto became a bi-
furcation point in the evolutionary development of computer science in general. In the dialectical spiral of
improving computer technologies, there has been a transition from digital platforms for the implementa-
tion of the Pythagoras’s ancient formulation that “everything is number” to the reification of the meaning
of the sacred phrase that “In the beginning was the Word” [John 1:1]. The bifurcation turn that occurred
in the development of computer science from the concept of programming to the learning paradigm opens
up new prospects for the use of digital intelligent technologies in various areas of human activity. One of
the areas of application of machine learning methods that has not yet received sufficient attention is the
intelligent control and “self-learning” of the computing platforms themselves, including the tasks of plan-
ning access to multimodal data stores and explaining the results of calculations.

The search for new ways to increase the real performance of computing platforms has become espe-
cially relevant in modern conditions, when the so-called “Moore’s law”, which for many years regulated
of chip's performance and energy consumption, stopped working', and the time frame for the creation
of quantum computers has still not been determined [11]. The article discusses the possibilities of using
machine learning technologies at the “tactical level” to increase real productivity based on planning
application program processing processes using resource managers of hybrid supercomputer platforms
consisting of nodes of various types (CPU, GPU, FPGA) and operating in shared-use resource modes.
The difference between the platforms being developed and well-known solutions based on supercom-
puter clusters is the presence in them of an “introverted” machine learning system for the application
processes dispatcher. The hierarchical architecture of such a platform consists of three levels:

1) planning the load of computing nodes, taking into account the parameters of user requests and a
labeled set of data on the results of previously performed calculations;

2) machine learning models used to assess the influence of internal and external (exo) factors on the
state of the cluster’s computational resources and the success of application programs;

3) explanations/interpretation of the results of performing applied tasks.

The article substantiates an attempt to materialize the ideas of digital intellectualization, for which a
description of computing processes is introduced based on the “survival” function of various classes of
applied tasks being performed. This processing makes it possible to quantitatively characterize the real
performance of a computing platform not by counting the number of machine operations performed,
but by counting the number of successfully completed applied tasks in relation to the total number of
executable programs. The introduced function allows us to evaluate the measure of “usefulness” of the
dispatcher’s work in terms of the probability of successful execution of certain classes of applied tasks,
subject to maximizing the load of all hybrid nodes of the computing cluster. To construct the survival func-
tion of applied tasks of a specific platform, it is proposed to use information about the “credit history”

' Moore's law — Wikipedia, Available: https://en.wikipedia.org/wiki/Moore%27s_law#cite_ref-30 (Accessed 09.10.2024)
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of computing in relation to various types of application programs and categories of registered users. The
data used to calculate this function includes the values of applied task descriptors, the number and type
of computing nodes, the number of successfully or unsuccessfully completed tasks during the time in-
terval allocated for task execution by the dispatcher, etc. The article shows how, using machine learning
algorithms for models that predict the amount of time interval sufficient to successfully complete tasks
and methods for explaining the results obtained (eXplainable Artificial Intelligence, XAl), it is possible
not only to identify, but also to quantify various factors influencing probabilistic characteristics of suc-
cessful completion of applied computing processes. The results of explanations “computed” in this way,
along with the results of executing the applied tasks themselves, are available not only to users, but also
to the computational resource manager, which allows increasing the level of real productivity for the en-
tire exo-intelligent supercomputer platform. In this case, technologies for replenishing the functionality
of existing computers and exo-mechano/energy platforms with additional exo- intelligent capabilities
are in demand and relevant. The use of a combination of high performance computing (HPC) tech-
nologies and big data processing algorithms with intuitive principles of finding solutions and planning
actions under conditions of uncertainty can be considered as a process of conceptual validating idea of
“digital of intelligence”. The essence of the idea is that any observable or measurable physical process
must a priori have some formal description that allows for the implementation of a number of exo- in-
telligent operations, namely:

* copy results in the form of a symbolic code, which opens up new opportunities for storing and
transferring knowledge;

» process information at high speed and constantly improve processing algorithms through machine
learning processes.

However, on the way to implementing the hypothesis, both fundamental and technological problems
arise: modern digital systems and software technologies are not capable of modeling processes that do
not have a formal mathematical description, for example, cognitive processes. Without going into the-
ological details, it can be noted that the need for the hypothesis of digital intelligence presupposes the
existence of an a priori formal description of the observed processes and, as a consequence, the existence
of an environment capable of not only generating such a description, but also implementing mecha-
nisms for translating (reifying) this description into a real physical process.

The article examines all the questions formulated above using the example of the hybrid computing
platform of the Polytechnic supercomputer, operating in the mode of a shared-use resource center.
The article proposes a description of complex computing platforms using the survival function [8] of
applied tasks, which characterizes the probability of successful execution of applied tasks based on the
use of censored data [11] on the functioning of the computing system as a whole under the control of a
resource manager.

The approach proposed in the article to describing computational processes in hybrid computing
platforms is based on the principle of multiple machine learning models (an analogue of the physical
principles of complementarity) used to estimate the time interval sufficient for the successful comple-
tion of various classes of applied tasks [8]. The pre-trained models are used by the dispatcher to quickly
schedule the load of computing nodes in such a way as to increase the likelihood of successful comple-
tion of all applied tasks. The principal ability to solve machine learning problems in such system is based
on the experimentally established fact of statistical stability (Fig. 1) of the observed processes, character-
izing the proportion of applied tasks, the completion of which is marked by the system dispatcher with
a success code of “0”.

The data presented in Fig. 1 reflect the objectively existing features of hybrid supercomputer platforms
operating in the mode of shared-use centers. These features are available for mathematical description
in order to model the processes occurring and explain the results obtained. The obtained explanations
of the results are local in nature and are based on an assessment of the influence coefficients of various
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Fig. 1. (a) number of user tasks; (b) time spent; (c) CPU time

factors characterizing the operation of the supercomputer platform as a whole from the point of view
of the successful execution of various classes of applied tasks. Taking into account the above, the article
proposes a constructive extension of the measure of real performance of a supercomputer platform as
the proportion of successfully solved problems to the total number of applied tasks completed during
the observation time interval. The application of this performance indicator in practice comes down to
solving the inverse problem of algorithmic modeling of “big data”, taking into account the locality of the
digital and linguistic variables used [12], as well as various attention mechanisms [9], including various
methods of information retrieval, for example, based on the so-called inverted index algorithms. Re-
plenishing the architecture of a computer platform with machine learning mechanisms leads to the fact
that exo-intelligent systems no longer “suffer” from large volumes of processed information, but, on the
contrary, acquire fundamentally new opportunities to increase their real productivity by accumulating
experience in solving applied tasks in combination with “inverse” methods. » transformation of calcula-
tion results into process planning algorithms and explanations of the results obtained.

It should be noted that classical methods for solving inverse problems, developed by academician
A.N. Tikhonov [13], are effective for situations, where possible relationships between solutions of com-
putational problems and input data have an analytical representation, for example, in the form of phys-
ical laws. In the situation in which machine learning methods are proposed to used, the analyticity
description of such representation is not available due to the combinatorial complexity of the process
of selecting “inverse” solutions and the uncertainty of the formal description of the input data corpus.
Taking into account this obstacle, the article presents a new approach to the regularization of solutions,
obtained using machine learning methods and based on local interpretable model of the observable
computational processes. Such interpretable model characterizes survival functions of various classes
of user tasks that should be similar to those functions that were obtained experimentally on over large
observation intervals [14].

Polytechnic SCC as a Machine Learning Hybrid Platform

The high-performance hybrid supercomputer platform of the “Polytechnic supercomputer center”
(Polytechnic SCC) is a highly complex technical system that simultaneously performs a quadrillion (a
number with 15 zeros) machine operations per second, which is used to solve various types of user tasks
and algorithms that solve computational problems of various complexity classes. Supercomputer users,
whose number is steadily growing every year, are interested in the successful result of their calculations,
and not interested in the peak performance, which is nominally expressed in the number of floating-point
arithmetic operations per second. All registered users get access to SCC resources from the dedicated serv-
er using the terminal client protocol. SCC resources are managed using the Slurm dispatcher (Fig. 2): the
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Fig. 2. Structure and data flows of the Polytechnic SCC

user requests some resource (processor cores, memory, etc.), placing his task in the queue; the system,
based on the user’s priorities and the current filling of the queue, selects the moment of task launch. A
queue is a sequence of tasks that must be solved on a specific computational resource (a group of nodes).
At the same time, each node at the current time can be occupied by only one task of a user. Thus, the node
is assigned to the exclusive use of the hosted tasks, and other tasks on the busy node will not be executed.

All tasks can be divided into classes depending on the areas of expertise: Astrophysics, Bioinformat-
ics, Biophysics, Energetics, Geophysics, I'T, Mechanical engineering, Mechanics, Physics and Radio-
physics. In Fig. 3 each of the classes is indicated by its own color and occupied one or several nodes of
hybrid cluster: IT tasks are black, Astrophysics tasks are turquoise, Bioinformatics tasks are red, Bio-
physics tasks are pink, Energetics tasks are green, Geophysics tasks are yellow, Mechanical engineering
tasks are blue, Mechanics tasks are gray, Physics tasks are lime, Radiophysics tasks are orange, Uncer-
tain tasks are purple, and white indicates node idleness.

By analyzing Fig. 3, we propose two slogan that explain relationship between machine learning (ML)
and HPC platform, namely “A frontier ML system is HPC”, and vice versa “HPC is a frontier ML
system”. These slogans have not become a truism yet, but they clearly reflect the ideas of computer
evolution tendency — frontier HPC systems become not only the driving force of digital transformation
process, but also an active part of machine learning ecosystem. The Fig. 3 clearly shows that during
runtime SCC activities some cluster nodes are idle for a long time, since there are no applied tasks in
the queue that can use free computational resources upon user request. The Fig. 4 reflects present of
different tasks completed status.

Fig. 4 shows the execution status of various user tasks. Although the cluster nodes are formally busy,
the analogue of the metric known as efficiency in such a cluster is quite low, which clearly indicates
the need to find ways to improve real productivity. Explanation of why the user task “survived” or why
it was not completed within the time specified by the scheduler can speed up the SCC performance,
user’s understanding of the specifics of supercomputer platform and can be used to predicate duration
time which is needed to successfully complete all of user tasks. Obviously, the predictive ability for the
dispatcher is an exo-intelligent function that increases the likelihood of successful completion of an ap-
plied task, as well as “preparing” the cluster’s computational resources for processing new tasks. There
are several well-known models used in survival analysis. First, we should mention the nonparametric
Kaplan—Meier approach for estimating survival functions, which describe the properties of individual
components that influence the assessment of the quality of functioning and the risks of changing the
behavior of complex systems. But survival functions estimator gives only the average view of tasks fea-
tures and does not take into account the individual parameters X of each task. Therefore, based only on
survival functions it is difficult to evaluate how the specific task features impact on real performance of
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Fig. 4. Completed status of different tasks: orange sector (49,1%) — runtime errors;
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SCC. The approach which allows to estimate the survival and cumulative hazard feature depending the
vector X parameter of each task is based on Cox model that is defined as

T
h(t|x)=h0 (t)exp(Xb ), (1)
where hO (t) is an arbitrary baseline hazard function and b = (bl, ey bm) is an unknown vector of re-
gression coefficients or model parameter.

As follows from Fig. 5, to solve the problem of optimizing the structure of the user tasks queue, we
need to use machine learning scheduler system that is implemented to predict the execution time peri-
od, taking into account the current load of the SCC nodes and previous experience. Intelligent sched-
uler can identify:

» spread of the estimated execution time value,
* imbalance of tasks across the ranges of duration time to which they belong,
 insufficient amount of information in the available factors.
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Fig. 6. The distribution of tasks in accordance with their completion time

The survival function analysis processes depicted in Fig. 6 shows that there are no real obstacles to
the cluster node load being evenly distributed, because more than 89% of all tasks with actual duration
between 0 and 10 minutes indicate an approximate execution time between 1 hour and 15 days. The
distribution of tasks in accordance with their completion time is shown in Fig. 6. Therefore, users sig-
nificantly overestimate the time it takes to complete applied tasks. User’s behavior as well as tasks fea-
ture strongly affect task execution time and should be considered as a main factor of machine learning
scheduler system.

It should be noted that the implementation of the intelligent component does not affect the work of
the scheduler Slurm. The module for assessing the time of successful task execution is built in between
the user and the scheduler and adjusts the parameters of the launched task in accordance with the
forecast of the execution time. This ensures a denser queue load, reduces the average waiting time and
increases the probability of successful completion of the computing task in the specified time.
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Survival function in SCC real performance analysis

We represent a dataset D of survival analysis as a set of triplets of the form (X[, 5,1 ) , Where X, =
= (xl.l, s xl.m) is the feature vector which contains all available information about the i-th user task
represented by m features; Tl is the i-th task completion time. In contrast to the standard regression
analysis, proposed model includes additional component 61, which is the indicator function, so that Si =
= 1, if we observe a successful task completion, and Si = 0, if the i-th task has not been successfully
completed. In the first case (81. = 1) , time Tl corresponds to the time between the baseline time and the
time of the successful task completion. This case corresponds to the uncensored observation. In the sec-
ond case (Si = 0) , Tl is the observation time, i.e. the moment when the task is terminated due to several
reasons, and we have the censored observation. The aim of survival analysis is to predict the completion
time of a new task characterized by the feature vector X by using the training dataset consisting of n
examples (X 50, T ) , i=1,..., n. Basic functions of survival analysis are the survival and hazard func-
tions. The survival function, denoted as S (t |x) , reflects probability that the task X is not completed up
to the time ¢, so S (t|x) = Pr{T > t|x}. The hazard function A (t|x) is the rate of the task completion

at time ¢ given that no tasks completed before time #. It can be written as follows:

h(e]x) = tim Pr{tSTSt+At|TZt|X}:f(t|x)’ @
A0 At S(¢]x)

where f' (t |X) is the density function of the task completion.
The hazard function can also be expressed though the survival function as follows:

h(t|x):%1nS(t|x). 3)

Hence, we can express the survival function through the cumulative hazard function H (t) as follows:

S(t[x) = exp(—H (t[x)). (&)

It can be seen from above examples that the functions depend on the vector X.
The survival function S (t |X) is computed as follows:

S(t|x)=(S0 (t))exp(be). 5)

Here S, (¢) is the baseline survival function. It is important to point out that S, () as well as A, (¢)
do not depend on X and are estimated using the Kaplan—Meier estimator. The main peculiarity of the
Cox model is the linear combination of features. On the one hand, it simplifies the model and allows us
to use it in the interpretation of the model predictions. On the other hand, it restricts the Cox model use
because real datasets usually have a more complex structure. Various modifications have been proposed
to generalize the Cox model by replacing the linear relationship with some non-linear functions, for ex-
ample, with neural networks or the support vector machine. A goal of the machine learning algorithm is
to predict the probabilistic characteristics of the task completion, including the survival function and the
task completion time. In the case when the dataset of examples is restricted, it is possible to apply model
of random survival forest as one of the efficient methods dealing with the limited number of training
data. The random survival forest consists of Q survival trees define by vector X that consists of m features
which include the most important for scheduler data: UserID (the ID of a user), GrouplID (the ID of
the group on behalf of which the task was queued), NumNodes (the number of nodes requested or allo-
cated for the task), NCPUs (the total number of processors allocated to the task), NumTasks (the total

17



4 PeweHnune NpUKnaaHbIX 3a4a4 METOAaMnN UCKYCCTBEHHOIO MHTENJIEKTA >

number of subtasks in the task), CPUs/Task (the ratio of the total number of processors to the number
of subtasks), ReqB:S:C:T (the number of different hardware components requested for the task), Socks/
Node (the desired ratio of the number of sockets to the number of compute nodes), NtasksPerN:B:S:C
(the number of subtasks required to run on a specific number of hardware components), CoreSpec (the
number of cores reserved), MinCPUsNode (the minimum ratio of the number of processors to the
number of nodes), MinMemoryNode (the minimum ratio of memory in MB to the number of nodes),
JobID (the task identification number), Priority (he task priority determined by the SLURM schedul-
er), etc. It should be noted that the completion time Tl of different tasks is changed in a large interval of
time. It can be seen from this distribution that the number of “long” tasks is rather small in comparison
with tasks completed in a short time. This causes a difficulty for random survival forest because survival
trees are mainly trained on the “short” task and do not take into account the “long” duration. In order
to overcome this problem, we propose to cluster all training dataset into K groups which are separated
by using the completion time 7 as well as the feature vector X. The completion time is more important
factor in comparison with the feature vector because it determines the distribution of tasks. Therefore,
we propose to introduce weights w and w, of the completion time as well as the feature vector X, respec-
tively, so that w,tw, = 1, W, > W, In such weighted K-means clustering procedure, the distance between
the centroid ¢ of points from a cluster C , and the vector X can be easily computed. One of the important
problems to optimize the real performance is to explain why the user task is characterized by the obtained
survival function or the expected time to the task completion. This problem can be referred to the XAl di-
rection. Methods of XAl try to answer the question, which feature of an example significantly affect a pre-
diction of a machine learning model. Most methods are explained locally, that is, they explain a prediction
of a single example, and assume that the analyzed machine learning model is a black box which means that
we know only its input and output data. A lot of explanation methods are based on local approximating the
unknown prediction function at a point by means of the linear function of features because coefficients of
the function can be regarded as quantitative impacts on the prediction.

In this case, the idea of the task description in terms of natural language requires the development of
more complex and efficient structures based on the attention mechanism and transformers now attract
strong attention. It should be noted that transformers proposed to solve the survival analysis problems
can be solid platform for this. However, as a rule, transformers do not take the peculiarities and context of
the problems, which are solved within completion time optimization problem. Therefore, productive ap-
proach is to combine the random survival forests and the transformer [12]. However, this approach cannot
be directly used in survival analysis of user tasks in SSC. New approaches are needed to develop an efficient
multi-modal transformer-based system based on estimation of system survives function (Fig. 7).

Perspectives

Obviously, multimodal transformers outline of the description of different applied tasks can be added
to the machine learning ecosystem so that the user can conduct a dialogue with the supercomputer in
terms of meaningful queries in the context of specific tasks features, using the capabilities of a pre-trained
transformer (Fig. 8), which generates the source code of the task in response to the meaningful request.
In such system user can analyze the accuracy of the formulated queries, conducting a meaningful inter-
action with a supercomputer, that inevitably improves his qualifications and task understanding. This
approach has two advantages. First, it allows making the clustering procedure more flexible and enhance
real cluster performance. Second, it allows supplementing the explanation procedure and developing
multimodal transformer to solve the survival problems in context of scheduler efficiency. Moreover, the
idea of the task description in terms of natural language requires the development of more complex and
efficient SCC architecture based on machine learning mechanism. It is important to note that one of
the perspective directions is to adapt the trained system to changes in the supercomputer structure, for
example, to new additional computer blocks, which can be supplemented in runtime mode.
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The structure of a hierarchical hybrid HPC platform with an exo-intelligent subsystem for predicting
the execution time of applied tasks and a built-in multimodal transformer that generates source code for
new programs based on user requests is shown in Fig. 8. The results of applying machine learning meth-
ods to a model that estimates the execution time of an applied task and is used to improve the efficiency
of the dispatcher are shown in Fig. 9.

From the Fig. 9 follows that the number of successfully completed applied tasks in Hierarchical
Architecture of frontier Polytechnic SCC increased compared to the result of the system without sub-
system estimating the time required to successfully compute user tasks (see Fig. 4).

Conclusions

The article discusses new way to increase the real performance of hybrid HPC platforms operating in
the mode of shared-use computational resources. The conceptual difference of the proposed approach
can be metaphorically expressed as “Less Moore, more brain.” The use of machine learning approach
shifts the focus of methods of increasing the performance of HPC platforms from hardware components
to more complex exo-intelligent solutions that use inductive (internal) and conceptual (external) data
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Fig. 8. Hierarchical architecture of frontier SCC “Polytechnic”

Fig. 9. Status of mechanics tasks: blue sector (54%) — task completed successfully;
orange sector (33%) — runtime errors; red (13%) — tasks removed by scheduler

to implement machine learning methods for the purpose of optimally distributing available hardware
resources between different classes of user applications. The proposed three-level architecture of hybrid
computing platforms opens up new opportunities both for efficient scaling of user program execution
processes, and for reification of descriptions of new machine learning algorithms by setting up an ap-
propriate survival model, as well as interpreting the results of calculation based on analysis of statistical
information.
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AnHOTanuA. MeTonpl HHTEPIIpETallMM, WU O0bSICHEHUSI, TIPEACKa3aHUM SIBJISIIOTCS HEOThEM-
JIEMOIi YacTbhlO COBPEMEHHBIX MOIeJIeil MalllMHHOTO 00YYeHUsI TUMA «YePHBI SIKUK». OHU T0-
JIYYWJIA IIIMPOKOE PacIpoCTpaHEeHUeE, YTO 00YCIOBICHO HEOOXOAMMOCThIO MTOHUMAaHMUS TTOJIb30-
BaTeJieM TOTO, UYTO TMPeACKa3bIBaeT MOJIEIbh MATMHHOTO O0YyYeHUsI. DTO OCOOEHHO OTHOCUTCS K
MOJIEJISIM aHaIM3a BEDKUBAEMOCTH, TaK KaK OHU UCITOJIB3YIOTCSI B MEIUIIMHE, HAEXKHOCTH, 0€3-
OITAaCHOCTH, a TaKXKe MMEIOT OCOOCHHOCTH, KOTOPHIE YCIOXKHSIIOT MX OObSICHEHNE M MHTEPIIpeTa-
1uio. B pabote paccMaTpuBalOTCS OCHOBHBIC METOIBI MHTEPIIPETAIIUN MOIeIeil BBKMBAeMOCTH,
KOTOpBIE ONEPUPYIOT C LIEH3YPUPOBAHHBIMU JaHHBIMU U OMIPEACISIOT XapaKTePUCTUKU BpEeMEHU
IO OIpeneieHHOro coobIThsl. OCOOEHHOCThIO TAKUX MOJEJEH SIBISIETCS TO, YTO MX IpeacKasa-
HUS TIPENCTABJISIOTCS He B BHIE HEKOTOPOIO TOUYEUHOTO 3HAUCHUS, a B BUIE BEPOSITHOCTHOM
GYHKIMUA BpeMeHHM, HalpuMep, QYHKIINU BBDKMBAEMOCTH MU (YHKIIUM pUcKa. DTO Tpebdyer
HEOOXOMMMOCTH pa3pabOTKHU CIICMAbHBIX METOMIOB MHTepIIpeTalnu. PaccMoTpeHbI Hanboee
n3BecTHbie MeToAbl SurvLIME, SurvLIME-KS, SurvNAM u SurvBeX, SurvSHAP(t), koTopsie
OCHOBAHBI Ha UCIOJIb30BaHUM METOAOB UHTepIpeTanuu npeackaszanuit LIME u SHAP, monenu
Koxkca u ee Mogudukamuu, a Takxe olieHKu bepaHa.

KioueBslie ciioBa: MallimHHOE 00YYeHIE, MOIETb BBDKMBAEMOCTH, 00bSICHUMBII MCKYCCTBEHHBIMN
WHTEJUJIEKT, LIeH3ypUpOBaHHbIE TaHHbIe, Moaeab Kokca, onieHka bepana

®uHancupoBanue: VcciaemoBaHne BBITTOTHCHO MPY YaCTMYHON (PMHAHCOBOI mommepkke MWHU-
CTepCTBa HayKW 1 BBICIIEro obpasoBaHus Poccmiickoit Demepaiii B paMKax roCyIapcTBEHHOTO
3amaHus «Pa3paboTka u ucciegoBaHne Moaeseii MallMHHOTO O0yJYeHUs TSl pelleHus pyHIaMeH-
TaJbHBIX 3aa4 MCKYCCTBEHHOI'O MHTEJJIEKTa B TOTUIMBHO-3HepreTuyeckoM komiuiekce» (FSEG-
2024-0027).

Jlna murupoBanusa: Utkin L.V., Konstantinov A.V., Eremenko D.Yu., et al. Interpretation methods
for machine learning models in the framework of survival analysis with censored data: a brief over-
view // Computing, Telecommunications and Control. 2024. T. 17, Ne 3. C. 22—31. DOI: 10.18721/
JCSTCS.17302

Introduction

The increasing importance of machine learning models, particularly deep learning models, and their
widespread use in various applications has led to the problem of prediction explanation and interpreta-
tion. The development and implementation of intelligent systems based on machine learning models for
solving various application tasks is currently one of the most rapidly growing areas of the artificial intelli-
gence (Al) applications, and it leads to the problem of explaining or interpreting predictions provided by
the models. This problem stems from the fact that, despite the importance of the Al applications in many
real tasks, there are several obstacles to further implementation of Al especially in such areas as medicine,
system reliability, etc. because the corresponding machine learning models are often perceived as “black

© YTkuH J1.B., KoHcTaHTuHOB A.B., Epemenko [.10., u ap., 2024. U3paTenb: CaHKT-TMeTepbyprckuii MoamMTeXHUYeckuin yHusepeuteT lNeTpa
Benukoro



4 PeweHnune NpUKnaaHbIX 3a4a4 METOAaMnN UCKYCCTBEHHOIO MHTENJIEKTA >

boxes” meaning that the inner workings of these models are often completely unknown. As a result, it
is difficult to understand and explain, why the models provide a particular prediction for a particular
input instance. The importance of the explanation problem prompts the development of corresponding
additional models aimed at explaining and interpreting the obtained predictions. The explanation of a
model prediction means to find features of the explained instance that most influence the prediction. In
other words, the meta-model should suggest, which features of the explained instance cause the corre-
sponding prediction.

It should be noted that many explanation methods have been proposed recently, which are discussed
in several review articles [1—4]. If we consider explanation methods in terms of simultaneously ex-
plained instance numbers, all methods can be divided into two large groups. The first group consists of
local methods, which try to explain predictions obtained for a single test instance or for a small set of
instances. The second group contains the global methods which explain predictions of the entire dataset
on average. The first group of methods is more important, because many applications require to explain
a certain instance, for example, a doctor prefers to understand a diagnosis, which is predicted by a ma-
chine learning model for a certain patient, but not for all the patients in a hospital.

Most methods of the local explanation are based on training a special meta-model, which is self-ex-
plainable, and it approximates the black-box model prediction function at a point, which corresponds
to the explained instance. One of the ideas behind several explanation methods is to approximate with
a linear model, because the coefficients of the linear model can be interpreted as quantitative meas-
ures of the feature importance. Following this idea, the well-known explanation model, called LIME
(Local Interpretable Model-Agnostic Explanation), has been proposed by Ribeiro et al. [5]. According
to LIME, a linear approximation of a non-linear prediction function of the black-box model at an
instance is built. It is carried out by generating synthetic instances around the explained instance with
such weights that each weight depends on a distance between the explained instance and the generated
synthetic instance. Another well-known explanation method is so-called SHAP method (SHapley Ad-
ditive exPlanations) proposed in [6, 7]. SHAP is based on the game-theoretic Shapley values, which can
be regarded as the contributions of features into the black-box model prediction. Applications of SHAP
meet two important difficulties. First, its complexity rapidly increases with the number of features. Sec-
ond, it uses subsets of features as inputs for the black-box model, which must be added by some values
of removed features that are not strongly defined.

To improve the linear explanation models and to overcome weakness of the linear approximations,
more complex explanation models have been proposed. They are based on sums of the feature shape
functions, which form the Generalized Additive Model (GAM) introduced by Hastie and Tibshirani in
[8]. The GAM motivated to develop several interesting explanation models, including the Neural Ad-
ditive Model (NAM) introduced by Agarwal et al. in [9], a weighted sum of separate gradient boosting
machines (GBMs) presented in [10].

It is important to point out that the aforementioned models and their modifications have been de-
veloped to deal with various types of data. However, there is a class of datasets, which consider times to
the events of interest.

Machine learning models, trained on data characterizing the time to occurrence of certain events of
some objects depending on the structure of these objects, are becoming increasingly widespread [11].
This is due to their use in a variety of areas, for example, in the system reliability, when events of system
failure are considered, in medicine, when the event is the recovery or death of a patient. One of the cru-
cial features of many models is that events associated with some objects may not be observed, but only
the last moment of observation is recorded, assuming that the event will occur in the future, but we do
not know when. Such data are called censored, and they contain significantly less information about the
object than uncensored data, for which the time of the event is known. However, censored data can also
be used in machine learning models called survival models.
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One of the well-known survival models is the Cox proportional hazard model [12]. According to the
model, the covariates (features) of an object are linearly connected. On the one hand, this feature can be
viewed as a limitation of the model since the relationship between features may be significantly nonline-
ar in some cases. To account for various relationships between features, a large number of survival mod-
els have been developed recently, for example, random survival forests, deep survival neural networks,
modifications of the support vector machine and others [11]. At the same time, each model is a black
box, that is, only inputs and the corresponding outputs (predictions) are known, but it is not known how
a prediction is obtained, which features of the object influence the prediction of the model. However,
an important feature of many survival models is that their predictions are presented in the form of the
survival function (SF) or the cumulative hazard function (CHF). This fact significantly complicates the
solution of the explanation problem and requires special approaches to its solution.

We provide a brief overview of the most important explanation methods within survival models.

Concepts of survival analysis

Let us consider the training set D consisting of 7 triplets (xi,];, 0 l.), i =1, ..., n, where each triplet
characterizes an object, x, € R" is the feature vector; T, is the event time of the i-th object; 8[ is the
indicator of the event, 6i = 1, if the event is observed (uncensored observation), 6i =0, if the event is not
observed (censored observation). We aim to estimate the event time 7" on the basis of D for a new object
having features x.

Important concepts in survival analysis are SFs and CHFs [11]. The SF S (t|x) is defined as the

probability of surviving the object x up to time #. Another concept is the CHF H (t|x), which is ex-
pressed through the SF as H (t|x) =—In (S(t|x)).

One of the base survival models, which can be regarded as the basis for several explanation methods,
is the well-known Cox proportional hazards model [12]. According to the Cox model, the conditional
CHEF is determined as follows [12]:

H(t|x,b) =H, (t)~exp(brx),

where H (t) is the baseline CHF, which can be estimated by using the Nelson—Aalen or Kaplan—Mei-
er estimators; b is the vector of the model parameters.

It can be seen from the expression for the Cox CHF that the linear relationship assumption between
covariates and the log-risk of an event is accepted in the model. This is a very important property of the
Cox model, which allows us to approximate an arbitrary CHF produced as an output of the black-box
survival model by the Cox model and, therefore, to construct methods explaining survival models.

The Cox model is popular in many real tasks. However, its linear assumption significantly restricts
its application, because many real survival datasets violate this assumption. GAM incorporated into the
Cox model instead of the linear expression partially relaxes this assumption. This representation will be
used in one of the explanation methods. Another shortcoming of the Cox model is that it does not take
into account the positional relationship of feature vectors. This difficulty can be resolved by using the
Beran estimator [14]. According to the Beran estimator, a SF can be estimated as follows:

8l

W(x,x,)
S = 1- .
A )

Here the weight W(x, xl.) characterizes how the vectors x, X, are close to each other. It should be
noted that the kernel function measures how similar any two feature vectors are. Therefore, the weights
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are nothing else, but the normalized kernels. For example, if the kernel is Gaussian, then the weight is

>

defined through the softmax operation: W(x, xi) = Softmax(”x—xi”2 / r), where T is a hyperpa-

rameter. It is interesting to note that the Kaplan—Meier estimator can be viewed as a special case of
the Beran estimator, when all weights W(x, xl.) are identical and equal to 1/7, where 7 is the number
of instances in the dataset.

Explanation formal problem statements

Formally, the explanation problem is solved by means of training a meta-model or an explanation mod-
el that approximates the explainable black-box model in the vicinity of the example being explained and
belongs to a set of “simple” models that are interpretable (linear models, decision trees). The explaina-
ble black-box model implements the function f : R" — Rd, for example, in classification f (x) is the
probability (or indicator) that the feature vector x belongs to a certain class. A meta-model is a model
g € G, where G is a class of interpretable models, which is a solution to the optimization problem:

min{L(f,g.0)+Q(g)},

geG

where L ( f,g, 6) is the measure of how poorly g approximates f; 0 is the parameter vector; 2 ( g) is the
regularization term.

One of the most popular interpreted functions is the linear function. This is due to the fact that the
coefficients of a linear function precisely characterize the influence of each feature on the value of the
function. In fact, the local explanation problem comes down to approximating the function f(x) of
the black-box model by a linear function g (x) at instance x. The well-known LIME method [5] and its
modifications are based on this idea. In LIME, to construct the approximating function g (x) , Nin-
stances (vectors z; € R™) are generated in the vicinity of the instance x. Using the black-box model,
the prediction y, = f (zi) is computed for each generated point g, and a new dataset of N points
(zl., yl.) is formed. The resulting dataset is used to construct the linear function g(x). LIME is used
to explain the classification and regression models. However, its application to survival models meets
some difficulties, since, firstly, survival models deal with censored data, for which the construction of a
regression model differs from standard models. Secondly, the output of the survival model, that is y, is
the SF rather than the point value, which also complicates the task of explanation, since the entire SF
has to be interpreted.

Another explanation method is SHAP [6, 7]. According to this method, the i-th feature average con-
tribution is estimated by the Shapley value:

|S]1(m—|S|-1)!

¢i(f):¢i: z

SENTIi) m!

[F(suii)-£(5)),

where f (S ) is a prediction of the black-box model under condition that a subset S of features is used as
the corresponding input; m is the number of all features.

A controversial question in SHAP is how to represent or to fill features from the subset {1, cees m} / S
to apply the black-box model. There are several approaches to partially solve this [14]. However, every
approach has disadvantages and cannot be used in all cases.

Explanation methods in survival analysis

Due to the mentioned peculiarities of the survival machine learning models, the known explana-
tion methods like LIME and SHAP to explain the corresponding predictions cannot be directly used.
Therefore, every explanation method is based on applying a trick, which allows us to adapt it to LIME
or SHAP.
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The main idea behind the first group of explanation methods, called SurvLIME, SurvLIME-KS,
SurvLIME-Inf, is to use the Cox model to approximate the black-box model in a local area around the
explained object x. This idea stems from the fact that the Cox model assumes the linear relationship
b’x of the object features or covariates. An important peculiarity of the Cox model is that functions of
features and the time are separated. Hence, coefficients b in the Cox model can be regarded as meas-
ures how the features impact on predictions. However, we do not approximate a point prediction, but
rather functions, such as CHFs. According to the SurvLIME method [15], synthetic instances (feature
vectors) g, are randomly generated around the explainable example, and for each synthetic vector the
CHEF is calculated using the black-box model. Therefore, we propose to consider the distance between
logarithms of the CHFs H (t |zi) predicted by the black-box model and CHFs H Cox (t |zi) computed by
using the Cox model. The distance is determined as follows:

1

d(z)=] (nH (z) - H (1]z,)) dr.

Let #, <t, <~ <t be the distinct event times obtained from the set of training times {Tl, ey Tn},
where ¢, = kmin T,, t, = max T,. Substituting the corresponding expressions for CHFs into the above
=l,...,n k=l1,....n

expression and using the fact that the CHFs are stepwise functions due to the finite number of the observed
event times, we obtain after simplification:

d(z)= i(lnl—lj (z)-InH,, (zi)_szi)ZTj’

Jj=0

wheret =1, —1; H (z,) isthe CHF H(t|zl.) in the interval [£; 7, ]; H, ; (zl.) is the baseline CHF of
the Cox model in the same interval of time.

Since the CHF in the Cox model is a function of unknown coefficients b, the optimization problem
for calculating the coefficients is determined by the weighted average distance between the CHFs of
the black-box model and the Cox model over all generated points 2 i=1, ..., N, taking into account
weights w, that are determined by the distances between point x and each point z . This implies that the

loss function is of the form:

L(b)= mbingwid(zi )-

It is interesting to point out that the obtained optimization problem is convex, therefore, its solution
does not meet any difficulties.

The general scheme of the method is shown in Fig. 1. If the distance between risk functions is cal-
culated based on the quadratic norm L,, then the optimization problem is reduced to quadratic pro-
gramming, which makes it possible to find a solution (vector b) quite simply. For norms L1 and Lw
(SurvLIME-Inf[16]) it is shown that the corresponding optimization problems are reduced to linear.

To ensure the robustness of the explanation mode, the Kolmogorov—Smirnov bounds for the SF
were introduced in [17]. The proposed method, called SurvLIME-KS, is an extension of the SurvLIME
method and uses the results of this method, but under the assumption that instead of a single SE, a
set of SFs is used. As a result, a maximin optimization problem for calculating the optimal vector b is
constructed, where the maximum is determined over all SFs within the Kolmogorov—Smirnov bounds.
Despite the seeming complexity of the optimization problem, it reduces to a finite set of quadratic or
linear optimization problems whose solutions do not meet any difficulties.

SurvLIME provides explanation of the survival black-box model predictions. However, it is interest-
ing to explain why predicted results of a survival model are uncertain or to answer the question: Which
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features of an explained instance lead the black-box model prediction to be uncertain? Following the
above question, a method for uncertainty interpretation of the black-box survival model predictions
called UncSurvEx (Uncertainty Survival Explanation) has been proposed in [18]. The method like Sur-
vLIME applies the Cox model to approximate the survival model. It is assumed that the most uncertain
density function of the prediction is uniform at times T’ 1o e T - This is similar to the multi-class classifi-
cation, where the prediction is the class probability distribution. The most uncertain prediction is when
all probabilities are identical, and we cannot make decision about a class of an instance. According to
UncSurvEx, an “certainty” measure c(zl.) as the distance d between the actual SF § (t|zi) and the
most uncertain “uniform” SF §* (t |zl. ) is determined. In the same way, the “certainty” measure e (zi , b)
is determined as the distance between the Cox SF S (t|zi,b) and the most uncertain SF S* (t|zl. )
The weighted difference between c(zi) and ¢ (zi,b) is minimized to get the optimal values b, which
show the most important features from the prediction uncertainty point of view.

Another interesting explanation method is a generalization of the NAM method [10] to the case of
censored data, called SurvNAM [19]. The idea behind the method is similar to the SurvLIME method,
but unlike the linear combination b”x of attributes adopted in SurvLIME in accordance with the Cox
model, this combination in SurvNAM is replaced by a set of neural networks that calculates the func-
tions g; (xl.) of features. The modified Cox model is of the form:

H(t|x,g) = H, (1)-exp(g (%) +-+g,(x,)),

where g = (g1 (x1 ) S (xm )) is the vector of functions.

Neural networks implementing functions g, (x[) are trained according to a loss function defined by
the average distance between CHFs of the black-box model and the Cox model over all generated syn-
thetic points. As a results, we obtain functions g; (xi), called the shape functions. In order to explain a
prediction by using the shape functions, the rate of change of each function has to be estimated. It char-
acterizes the impact of the corresponding feature on the prediction. The rate of change can be simply
estimated by computing the variance of g; (xl. )

The Cox model, even with the functions implemented by the neural network, requires the calculation
of the baseline CHF or SF that are independent of features. A more powerful survival model is the Beran
estimator. Therefore, a method called SurvBeX (Survival Beran eXplanation) [20] was developed that
uses the Beran estimator instead of the Cox model. The main idea of the method is that in the Beran

estimator the weight is defined as follows:
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W(x,x,.b)= softmax(”b o(x-x, )”2),

where vector b characterizes the influence of features on predictions, @ is the scalar product.

In general, SurvBeX uses the algorithm of the SurvLIME method with the generation of synthetic
instances near the object being explained, but with the difference that the Beran estimator is used in-
stead of the Cox model. In this case, we obtain a more complex optimization problem. However, nu-
merous numerical experiments show that it can be solved quite simply by existing methods and provide
significantly better interpretation results.

SurvBeX is a flexible method, which can be modified in several ways. First, we can change the kernel
function. For example, if we replace the Gaussian kernel, used in the method, with the triangle kernel,
then only a local area of instances around x will be included into consideration. Second, the set of train-
ing parameters can also be changed. If the number of training instances is rather large, then additional
parameters may lead to a more accurate approximation of the black-box model prediction function.

So far, the explanation methods based on survival modifications of LIME and NAM have been con-
sidered. However, there is an explanation method, which extends SHAP to a case of survival analysis.
The method is called SurvSHAP(t) [21], and it is based on SHAP with solid theoretical foundations and
a broad adoption among machine learning practitioners. According to SurvSHAP(t), the Shapley values
(contributions of the d-th feature) ¢, (x, t) are assigned for the explained instance x at a time moment
t. Since the predicted SF of the black-box model is a step-wise function with changes at times ¢, <7, <
<<t due to the finite number of observations, then values ¢ py (x, t) are determined at all times, i.e.,
d, (x,tl), vy (x, tn). Values ¢, (x,t) are computed for every feature d and every time 7, in the
standard way by taking points of the predicted SF S (t|x) at the point tasa point-valued prediction
of the black-box model for the explained instance x. The obtained time-dependent values ¢, (x, t) are
aggregated to calculate the overall importance (x) of the d-th feature as follows:

W (%)= [ og (x.0)| .
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In contrast to SurvLIME, SurvNAM, and SurvBeX, where the meta-model is based on an assump-
tion of the approximating model (the Cox model, the Beran estimator), an important advantage of
SurvSHAP(t) is that it does not require to make any assumption about the meta-model. On the other
hand, SurvSHAP(t) as a SHAP-based method inherits all problems of using the SHAP method, which
include the problem of representing subsets of features as inputs and the problem of the complexity of
computing the Shapley values.

Conclusion

We have briefly considered only the main explanation methods used in recent survival analysis. Due
to the importance of survival analysis in many applications, including medicine, system reliability, safe-
ty, and predictive analytics, new survival explanation models are being developed and will be proposed
in the near future. There are several areas of survival analysis, for which explanation methods have
not been developed. For example, there are no effective explanation methods for competing risks. The
development of such methods is an active area for further research. The same can be said for specific
applications of survival analysis. For example, the development of explanation methods for models deal-
ing with multi-modal data is another area for further research. New explanation methods that improve
existing methods (SurvLIME, SurvNAM, SurvSHAP(t), etc.) can also be considered as areas for further
research.
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Abstract. Artificial intelligence and machine learning technologies are among the most
promising in the field of computer science. They make it possible to obtain solutions to problems
that until recently were the exclusive prerogative of humans. However, when solving practical
problems, it is necessary to implement machine learning models taking into account the
restrictions on available resources. Such resources can be both computational and temporary (i.e.
the problem must be solved in a certain time and using certain hardware, most often it is about
various mobile platforms), and informational, when it comes to small, censored, incomplete or
noisy data. The paper examines machine learning methods used to solve practical problems in
application areas, such as comparing the shape of three-dimensional objects and intellectualizing
resource dispatching, within the framework of the concept of “Supercomputer for Al and Al for a
Supercomputer”. In the field of solving problems with limited data volume, a method is proposed
that allows training a multilayer neural network using an ultra-small training sample to solve the
problem of quantitatively assessing the proximity of the shape of arbitrary three-dimensional
objects. In the field of applying machine learning models with limited resources, a method has been
developed that ensures asynchronous operation of the machine learning model and the executable
process, which allows for the effective use of machine learning methods under constraints.
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AnHoTamus. TexXHOJIOTMU MCKYCCTBEHHOTO MHTEJ/UIEKTa M MAIIMHHOTO OOYYEHMS SIBJISTIOTCS
ONIHUMU M3 CaMbIX TIEPCIIEKTUBHBIX B 00JACTU KOMITbIOTEPHBIX HayK. OHM TTO3BOJISIIOT TTOJTY-
YUTH pelIeHUEe 3a7a4, KOTOPbIe O HEAABHETO BPEMEHU OBLIM UCKIIOUYUTETBHO MPEepOraTuBoi
yesioBeka. OnHAKO MPU pellieHU N MPaKTUYEeCKUX 3a/1a4 MPUXOIUTCS PEaTu30BbIBATh MOACIU Ma-
LIMHHOTO OOYYEHUs C YYeTOM OIpPaHUYEHU I Ha TOCTYITHbIE PECYPCHI, TPU 3TOM, PECYPCHI MOTYT
OBITh KaK BBIUMCIUTEIbHBIC U BpeMEHHbIE (T.€. 3a/laYa 10KHA OBITh pelleHa 3a ONpeaeeHHOe
BpPeMs M C UCTOJIb30BAHUEM OIPENEICHHOrO anmnapaTHOro odbecneyeHus, yalie BCero peuyb UaeT
0 pa3IMYHBIX MOOWIBHBIX TUIaT(hopMax), Tak U MHPOPMAIIMOHHBIE, KOT/Ia PeYb UIET O MaJIbIX,
LIEH3YPUPOBAHHBIX, HETIOJHBIX WM 3alIyMJIEHHBIX JaHHBIX. B paboTe paccMaTpuBalOTCS METO-
JIbl MAIITUHHOTO OOy4YeHUsI, UCTIOJIb3YeMbIe ISl PEIICHUs TPAKTUUYEeCKUX 3a1a4 B MPUKIATHBIX
00J1acTsIX, TAKMX KaK CpaBHEHUE (POPMbI TPEXMEPHBIX OOBEKTOB U MHTE/UIEKTyaau3aLusl AUC-
neTyepusaluy pecypcoB, B paMkax koHuenuuu «Cynepkomnbiotep it MU u MU nns cynep-
KOMITbIOTEpa». B o6yiacTu perieHus 3a1a4 Mpy HaTWIUKU OTPaHUYCHUI HAa 00BEM TaHHBIX TIPEJI-
JIOXXEH METOJI, KOTOPBIH MO3BOJISIET OCYIIECTBUTH 00y4YeHUE MHOTOCIOWHON HEHPOHHOI CeTH ¢
WCTIOJIb30BAHUEM CBEpXMaJioii oOydaromieit BBIOOPKU, ISl PELICHUST 3aa4l KOJIMYEeCTBEHHOMN
OLIEHKHU OJIM30CTHU (POPMBI TTPOU3BOJILHBIX TPEXMEPHBIX 00beKTOB. B 00/1acT MpyMeHeHUsI MO-
Jeeil MallMHHOTro 00yYeHusl MPY HAJIMYUU OTPAHUYEHU Ha UCTTOIb3yeMble PeCypChl pa3pado-
TaH METOJ, 00eCneynBaloOlINii aCHHXPOHHYIO padOTy MOJIEIU MAaIlIMHHOTO O0YyYEeHUS] U UCITOJI-
HSIEMOTO Mmpoliecca, YTo Mo3BosieT 3(D(HEKTUBHO UCTIOIb30BaTh METOIbBI MAIIMHHOTO O0Y4YEeHMU S
B YCJIOBUSIX OTPaHUYCHUIA.

KiroueBble c10Ba: MalllMHHOE OOYyUeHME, TUCTIETYCPU3ALIMS PECYPCOB, CYMePKOMITBIOTED, Orpa-
HUYEHNS, HEHPOHHbBIE CETU

®unancupoBanue: VcciienoBaHue BHIIOIHEHO IIPY YaCTUYHOM (hMHAHCOBOM noaaepxkke MuHucrep-
CTBa HayKU U BbICIIIero oopasoBaHus Poccuiickoit Deaepaiiny B paMKax rocyIapcTBEHHOTO 3a/1aHus
«Pa3paboTka 1 ucciegoBaHue Mojejeit MalllMHHOTO OOy4YeHUsl ST peleHus hyHIaMeHTaIbHbIX
3a[1a4 UCKYCCTBEHHOTIO MHTEJIEKTa B TOILTMBHO-3HepreTuyeckoM komruiekce» (FSEG-2024-0027).
Pe3synbraThl paboThl MOJYYEHBI C UCTTOIB30BAHUEM BBIYUCIUTEIBHBIX PECYPCOB LIEHTPA KOJUIEKTUB-
HOTO TOJIb30BaHus «CyIepKOMITBIOTEpHBIN LIeHTp “TTomurexHmyeckuii”» CaHkT-IleTepOyprckoro
TouTeXHU4IecKoro yHuBepcureta [lerpa Bemkoro (https://scc.spbstu.ru).

Jna matuposanusa: Muliukha V.A., Vostrov A.V., Motorin D.E., et al. Supercomputer resources
management using machine learning methods under constraints // Computing, Telecommunicar
tions and Control. 2024. T. 17, Ne 3. C. 32—41. DOI: 10.18721/JCSTCS.17303

Introduction

Machine learning is one of the fastest growing fields in modern science. The inductive approach in
machine learning is a process, in which a computing device analyzes the available data and the desired
output, finds correlations between them, and builds a function that relates the input data to the output of
the model. Thus, machine learning models are automatically trained to solve classification and regression
problems, make predictions and decisions in various fields, such as medicine, finance, manufacturing, etc.
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Traditionally, one of the main advantages of machine learning is its ability to process large amounts of data
that were previously unavailable for analysis. However, like any other technology, machine learning has its
limitations and disadvantages. Some of these include the problem of overfitting, where the model begins
to learn from spurious correlations, random noise and errors, rather than from real patterns. In addition, a
problem is the availability of small data for training, when training sample sizes are not enough to identify
statistically significant patterns. The development of large neural network models, in particular large lan-
guage models, reveals the problem of performance and cost of running the models.

The aim of the work is to develop methods for applying machine learning models under constraints.
The paper considers the results of research projects carried out by the team of the Higher School of Ar-
tificial Intelligence Technologies of Peter the Great St. Petersburg Polytechnic University. A distinctive
feature of these works is the use of machine learning models under significant constraints. In the first
case, the constraint was the small size of the training sample and the requirement to provide the user
with the results of the comparison within 15 seconds after the corresponding request was received. In
the second case, it was necessary to use predictive analytics models for task execution time on a super-
computer in a mode transparent to the user, taking into account the possibility of batch task launch. To
solve this problem, an approach was proposed using simple models based on ensembles of decision trees
operating asynchronously in the background.

There are a number of approaches to solving the problem of using machine learning models under
resource constraints. In particular, if there are restrictions on the size of the training sample, you can use
regularization methods, which can reduce the influence of the noise and increase the accuracy of the
model [1]. Another approach is the use of ensemble methods [2], which allow replacing one complex
model that has a large number of parameters and requires a large training sample, with many simple
models trained on different data or on different combinations of input data. Moreover, each of these
simple models has a small number of parameters and can be trained on a relatively small sample. Errors
in solving a problem made by individual simple models are leveled out using collegial decision-making
methods, thereby increasing the accuracy and reliability of the model [3]. You can also increase the sam-
ple size using specialized machine learning models, for example, Siamese neural networks, which learn
not from the examples themselves, but from their pairs, while the number of pairs grows in proportion to
the square of the sample elements and allows training even on a small number of examples [4]. Another
method of increasing the volume of initial data is data augmentation. It is a method of generating new
data by combining the original data, as well as by adding various noise. In addition, the approach used in
augmentation is used to increase the accuracy of the output of various generative models that generate
a response based on the user’s request. Adding additional contextual data to a request is called Retrieval
Augmented Generation (RAG) [5] and is one of the most widely used methods for improving the per-
formance of the large language models.

Machine learning models, especially those built on the basis of neural networks, are quite demanding
in terms of the amount of computational resources required both during the training process and at the
stage of model operation. There are several basic methods for reducing the computational complexity
of machine learning models. One of the main approaches is to try to replace large and complex models
with the simpler ones. In this case, methods, such as knowledge distillation [6] are distinguished, in
which the nodes of the original neural network that make a small contribution to the result are reset and
excluded from the model. In this way, it is possible to reduce the amount of calculations, while maintain-
ing comparable accuracy of the model. The same method is used in the models of explainable artificial
intelligence, when the task is to leave only a small number of nodes that make the greatest contribution
to the formation of the result of the model, thus highlighting the key elements in the source data, be-
cause of which a specific decision was made.

In addition, one solution is to move to other types of machine learning models that are less computa-
tionally intensive, such as forests or deep forests. The Higher School of Artificial Intelligence Technologies
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researchers proposed methods for combining forests and neural networks [7]. Decision trees carry out
the basic classification of the data, spending less resources than the neural networks, since at each step
a decision is made based on only one of the attributes. The use of neural networks in the leaves of such
trees adds flexibility to the approach and allows us to model complex functions that are not available to
classical decision trees.

Further, the article discusses practical problems solved at Peter the Great St. Petersburg Polytechnic
University under resource restrictions within the framework of the concept of “Supercomputer for Al
and Al for a Supercomputer”.

Solving the problem of comparing objects under restrictions on initial data volume

One of the practical problems solved under restrictions on the volume of the training sample was
the development of a system for comparing the shape of three-dimensional objects for Rospatent [8].
The task was calculating the semantic proximity function or determining the similarity of digital three-
dimensional model using neural networks. Comparison of objects in terms of their semantic proximity
in the theory of machine learning refers to a class of tasks that are united under the name of distance
metric learning [9]. The main idea underlying the solution to the object comparison problem is that
the distance between semantically similar objects should be less than the distance between semantically
different objects.

Thus, if there are two training sample vectors Xx; € R" and X; € R"™, then the distance d(xl, X, )
should be minimized, if x, and X, are semantically close objects, and this distance should be max1mlzed
if x, and X, are semantlcally d1stant The most common and popular distance function is the quadratic
Mahalanobis distance d;, (xl , X, ) which is defined for two vectors as:

d;, (xi,xj):(xi—xj)TM(xl. —xj),

where M € R™" is a symmetric positive semidefinite matrix (its eigenvalues are non-negative). The
Mahalanobis distance, unlike the Euclidean distance, is scale invariant and allows having correlations
between the input data.

The distance matrix is symmetric and positive definite, which allows it to be represented in the form:

ST=W'W,WeR", p<M.

Then the Mahalanobis distance can be rewritten as:
2 _
d, (xi , X j) = ‘

This equality means that calculating the Mahalanobis distance is equivalent to finding such a linear
transformation W that each vector is mapped to a lower-dimensional space, in which the Euclidean
distance is equal to the Mahalanobis distance in the original space. Thanks to it, a neural network can
be built that functions similarly to the calculation of the Mahalanobis distance, when the activation
functions of the neurons are linear. In fact, a neural network allows one to obtain a nonlinear analogue
of the Mahalanobis distance by using a combination of linear and nonlinear activation functions.

However, for effective operation, the number of the training sample for neural networks must exceed
several times the number of connection weights (training parameters). To solve this problem, the pro-
ject used a Siamese neural network, which is trained on pairs of data. Thus, having only 600 initial 3D
models allowed us to train a Siamese neural network consisting of two six-layer fully connected neural
networks containing 96, 150, 120, 80, 40, 32 and 16 neurons, respectively. The second feature of the
Siamese neural network is the possibility of using it in so-called one-shot learning (learning from one
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example) or few-shot learning (learning using several examples). Therefore, it learns in a situation,
where there is only one or a few examples in one class and the initial sample is poorly balanced. This
is possible, because the Siamese neural network is trained not on individual examples, but on pairs of
examples. Hence, it is not the number of objects themselves, but the number of possible pairs of objects
that are the elements for learning.

The second challenge addressed by this project was ensuring the required level of performance, when
comparing shapes of 3D models. The models themselves came into the system in the form of wireframe
models of arbitrary size (up to 100 MB per model). At the same time, the comparison of a newly received
model with all existing ones in the database should not, according to customer requirements, last more
than 15 seconds. Due to restrictions on the hardware and the requirement to ensure the functioning of
the system in the customer’s circuit, a transition from a direct comparison of three-dimensional objects
to a comparison of their shape descriptors was proposed, which ensures the identification of significant
features of the appearance of three-dimensional objects.

To form a descriptor of the shape of a three-dimensional object, a three-dimensional modification of
the chord method was used, which made it possible to move from a three-dimensional model consisting
of an arbitrary number of points to a diagram of the lengths of segments connecting points on the surface
of the model. The descriptors themselves were generated in an asynchronous mode, while the model
entered the system, and during the expert’s work, only the calculated descriptor of the new model was
compared with the previously calculated descriptors of other models in the database. The system pro-
vides the ability to change the descriptor for comparison. If a new descriptor appears, for each incoming
model, both old and new descriptors are calculated, until all models in the database are recalculated. In
this case, before a complete recalculation, the models are compared using old descriptors, about which
the relevant information is displayed to the user, and after the recalculation, only new descriptors are
used and the old ones are no longer calculated.

The transfer of data processing procedures to the background allowed us to reduce significantly the
hardware requirements of the developed system, while also ensuring the required level of performance,
which is one of the key elements of the “Supercomputer for AI” approach.

>

Using machine learning to improve supercomputer performance

As part of the “Al for a supercomputer” approach, Peter the Great St. Petersburg Polytechnic Uni-
versity developed methods for increasing the operating efficiency or performance of a supercomputer,
including using artificial intelligence technologies. Research into the prospects for using various meth-
ods of managing computational resources has been actively conducted in different countries over the
past few years. At the same time, the developed mathematical, heuristic and metaheuristic methods for
optimizing task parameters are used to reduce the energy, resource and time costs of performing compu-
tational tasks on supercomputers.

A two-criteria hybrid workflow scheduling algorithm in cloud computing is presented in [10]. The
proposed Heterogeneous Gravity Search Algorithm (HGSA) is a hybrid of the popular metaheuristic
Gravity Search Algorithm (GSA) and the equally popular heuristic Heterogeneous Earliest Finish Time
(HEFT) for scheduling workflow applications. The results show that HGSA performs better than Hy-
brid Genetic Algorithm by 14%, GSA by 20%, and HEFT by 35% in terms of fitness value. The results
were obtained using analysis of variance (ANOVA) statistical test. In our work, this algorithm turns out
to be ineffective, since it significantly underestimates the expected value of the task execution time.

The problem of optimizing the scheduling of large applications with parallel processes in heteroge-
neous computing systems, such as hybrid clouds, is NP-complete and is decisive for Quality of Service
(QoS). The article [11] considers the formulation of the optimization problem of a large number of
homogeneous parallel batches of problems, which are a bottleneck. The planning problem is solved by
a cooperative game algorithm with two-criteria optimization in terms of execution time and economic
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costs and with two restrictions — on network throughput and memory size. The proposed algorithm
showed better results in the execution time of computational tasks compared to such greedy approaches
as G-Min-Min, G-Max-Min or G-Sufferage, and the efficiency increases with the size of the infrastruc-
ture. It should be noted that this algorithm has sufficient accuracy, but at the same time has extremely low
performance, because the entire set of tasks in the queue is optimized. In conditions of receipt of tens or
even hundreds of new tasks per second during batch setting, this method is not applicable to our problem.

A dynamic game-theoretic approach to solving problems of scheduling scientific computing in cloud
systems is considered in [12]. A multi-objective workflow scheduling framework is proposed to reduce
cloud creation times and costs, while maximizing load distribution among heterogeneous cloud virtual
machines. The performance of the developed system was tested on randomly generated templates of
scientific workflows and on data from third-party commercial clouds. This approach, like the previous
one, is intended to optimize the distribution of a finite set of tasks and cannot be used effectively in the
event of new ones arriving. Similar optimization methods are used in [13, 14].

Evolutionary and swarm algorithms are used in problems of scheduling m jobs for n resources for
cloud computing and allow obtaining suboptimal solutions. In [15], the multi-objective bacteria for-
aging optimization algorithm (MOBFOA), which is a modification of the BFOA algorithm for solv-
ing multicriteria planning problems with Pareto optimal front. The modification consists of selecting
bacterial positions from dominant and non-dominant fronts to obtain a diversity of solutions, which
increases the accuracy and the speed of convergence by introducing an adaptive chemotactic step size.
The performance of the proposed algorithm was compared in terms of the speed of convergence to the
Pareto optimal front and the distribution of solutions in space, with NSGA-II and OMOPSO. The use
of these algorithms requires the presence of software agents on all computing nodes, which significantly
complicates its implementation on a functioning supercomputer. A similar approach is used in [16].

The growth in the performance of supercomputer systems is associated with an increase in elec-
tricity consumption. Balancing energy consumption and performance of computational resources is
discussed in [17]. The authors proposed a new scheduling algorithm based on energy-aware duplica-
tion — novel energy-aware duplication-based scheduling (NEADS). During the duplication process,
they are counted as favorite predecessor (FP), and the next FP. If the FP does not meet the duplication
condition, the predecessor FP will not be checked. The second FP is then evaluated. This allows you to
avoid replication of indirect tasks on the same processor. Accordingly, additional communication and
computation costs can be reduced. Experimental results show that for synthetic applications, NEADS is
effective in reducing energy consumption. This approach can be effectively used in systems that process
a large number of small tasks. In case of the SCC Polytechnic, planning is performed at the node level
as a whole and we can determine the type of the executed task indirectly only by meta-features without
access to the executable code of the task.

Accurately predicting the task execution time in a complex high-performance dynamic computing
environment is a complex task, subject to a large number of constraints and parameters. One single
strategy is not suitable for solving all types of heterogeneous problems. To solve this problem, a joint
forecasting model using multiple strategies multi-strategy collaborative prediction mode (MSCPM) was
proposed in [18] to perform online tasks in runtime mode. The accuracy of forecasts was assessed using
the concept “Ensuring forecast accuracy” introduced by the authors. Experimental results based on a
cluster computing environment show that the predictions of the joint prediction model are consistent
with the optimal predictions within the results provided by single strategies, and MSCPM provides im-
proved accuracy in predicting the execution time of online tasks. In our work, we proposed an approach
using different prediction models for different classes of computational tasks. At the same time, unlike
[18], in our work, in addition to the parameters of the task itself, we also use accumulated statistical
data on users and users’ groups that run the analyzed task. Using additional data on users allows us to
increase the accuracy of task execution time estimation by 10—12%.

37



4 PeweHnune NpUKnaaHbIX 3a4a4 METOAaMnN UCKYCCTBEHHOIO MHTENJIEKTA
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Fig. 1. Current scheme for launching a task by a user at the SCC Polytechnic

Our project involved an unbalanced sample of task execution times as part of the task of increasing
dispatch efficiency at the SCC Polytechnic. SCC is a hybrid computing system consisting of several
computing clusters with different architectures (homogeneous and heterogeneous), located in a single
information and computing field, as well as a shared storage Luster, with a capacity of about 1 PB, al-
lowing file exchange between different computing systems.

Registered users gain access to computational resources from the machine loginl.hpc.spbstu.ru.
Login is carried out using the SSH protocol (terminal client).

Cluster resources are managed using the Slurm software package [19]. The principle of its operation
is as follows: the user requests a certain resource (processor cores, memory, etc.), placing his task or
tasks in the queue. The system, based on the user’s priorities and the current filling of the queue, selects
the moment to launch the task. A queue is a sequence of tasks that must be solved on a specific compu-
tational resource (group of nodes). Moreover, each node at the current time can be occupied with only
one task of one user. Thus, the node is given exclusive use to the task hosted on it, and other tasks on the
busy node will not be executed.

The current scheme for launching a task at the SCC Polytechnic SCC is shown in Fig. 1.

The low efficiency of dispatching is determined, firstly, by the low quality of data received by the dis-
patcher and used by it in the process of its work. Most users either incorrectly indicate the expected task
completion time or do not indicate it at all, leaving the default parameter in the metadata.

As part of the project, an intelligent module was developed and implemented that predicts the task ex-
ecution time using data on previously performed calculations, in the context of the user running this task.

The scheme for launching tasks at the SCC Polytechnic using an intelligent module is shown in Fig. 2.

When developing the architecture of the new task launch system, the following principles were used:

* the implementation of the intelligent module should be carried out in a “transparent” mode for
the user, that is, the algorithm and sequence of user actions as a result of the implementation of the in-
telligent module should not change in any way;

 as a result of system actions, user tasks should not be removed from execution in the event of an
erroneously low calculation time prediction;

* when choosing the time to use to schedule a task, Slurm uses the minimum time between predict-
ed and specified by the user.

It was also necessary to take into account the specifics of queuing tasks, namely batch scheduling of
tasks for execution. Using machine learning models to analyze all incoming tasks in a batch in real time
requires significant computational resources that can be more efficiently used to solve user problems. To
implement the principle of transparency for the user, it was decided not to introduce any additional
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Fig. 2. Scheme for launching a task by a user at the SCC Polytechnic using an intelligent module

elements between the user and the dispatcher. Thus, the intelligent module performs asynchronous
processing of tasks that are already in the Slurm database, i.e. are waiting in the execution queue. At the
same time, by adjusting the execution time of the user’s task, the intelligent module changes the time
value of tasks already in the queue, and the dispatcher, during a scheduled review of the queue, adjusts it
based on the new time value and transfers some of the tasks, filling the free slots in the schedule. In this
case, the intelligent module stores the initial time specified by the user, the value of the predicted time,
and monitors the actual time for completing this task. If the predicted time is approaching and the task
has not completed, then the intelligent module iteratively increases the specified execution time up to
the value specified by the user when starting the task.

At the same time, the machine learning model itself, which predicts the task execution time, uses
ensemble learning, in which several simple models, for example, small random forests, are trained on
random subsamples of the original data sample. The use of ensemble models can significantly reduce
the requirements for resources required at the model training stage, as well as speed up the training
procedure itself.

Conclusion

Using machine learning in small sample settings is a complex task that requires careful data analysis
and selection of optimal methods. However, thanks to the development of new methods and technolo-
gies, the possibilities of using machine learning in such cases are constantly expanding.

There are a number of techniques that allow machine learning models to be used even when there
are limitations on the resources used, be it the amount of data used to train the model or the resources
required to train or operate it. The most typical technique is to use specialized models that support
few-shot methods learning or even one-shot learning, when the training procedure takes place using an
extremely small amount of data. In addition, if appropriate, you can use preprocessing of the original
data or post-processing of the obtained results, often using other machine learning models.

We have proposed a method based on the use of Siamese neural networks for estimating the shape
similarity of three-dimensional objects, which allows training a multilayer neural network using an ul-
tra-small training sample of less than 700 objects.

To improve the efficiency of using machine learning models in the presence of limitations on ex-
ecution time and computational resources, when estimating the duration of solving a computational
problem, a method for asynchronously applying a machine learning model and the Slurm dispatcher has
been developed at the SCC Polytechnic. According to the results obtained during modeling, the use of
machine learning methods allows reducing the average time a task spends in the queue by 10—15% and
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increasing the ratio of the number of solved problems to a given period of time. At the same time, the
module does not affect the operation of the Slurm dispatcher itself.

The use of post-processing methods, in addition to increasing the efficiency of the machine learning
model, can be used to implement mechanisms for interpreting (or explaining) the results of the model [20].
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Abstract. Increasing the efficiency of supercomputer centers is an extremely important task,
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analyze the incoming flow of user jobs, generalized linear models and generalized estimating
equations, as well as the autoregressive conditional Poisson model, were used. It allowed taking
into account the dependence of observations and the effect of overdispersion. Based on the results
of supercomputer operation observations, estimates of the time trend were obtained, as well
as indicators of changes in the intensity of the job flow within weekly and annual cycles with
classification by areas of expertise and computing clusters. Indicators of statistical significance of
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analysis using multiple comparison methods, statistically significant orders of the main effects of
the weekly and annual factors were obtained.
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Annoranusa. IToBbieHne 3¢ GHEKTUBHOCTU MCIOIb30BaHUS CYNEPKOMITBIOTEPHBIX 1IEHTPOB
SIBJISIETCS KpaliHe BaXKHOM 3agaueii, 0COOEHHO B YCJIOBUSIX PACTYLLIETO CIIpOca Ha BBICOKOITPOU3-
BOJUTETbHBIE BBIYMCICHUS U AeUIIAT CYyIIePKOMITBIOTEPHBIX pecypcoB. CTaTUCTUYECKUI aHa-
JIU3 Pe3yabTaTOB Pa3IMUYHBIX MoKa3aTenell HyHKIIMOHUPOBAHUS CYTIEPKOMIIbIOTEpa HaIlpaBJeH
Ha co3IaHMre MOJEJICH YIIpaBIeHUS BEIYUCINTEILHBIMU pecypcaMu B (popMupoBaHue 0a3bl IS
HCITOJIb30BaHMSI METOIOB MCKYCCTBEHHOTO MHTEIUIeKTa. Llebfo MaHHOTO MCCIeIOBaHUS SIBIISI-
eTcs M3yYyeHMe BXOMSIIEro IMOToKa 3asBOK IMOJIb30BaTe/Ieli, BO MHOTOM OIIPEACIISIONIETro 3arpy3-
Ky pecypcoB cyrnepkomIbloTepa. sl aHanu3a BXOMASIIETo MOTOKa 3asiBOK MOJIb30BaTeeil uc-
MOJIb3YIOTCSI 0000IIEHHBIE IMHEHBIE MOJEIN U 0000IIEHHbIE YPABHEHUS OLICHUBAHUS, a TAKXKe
MMyacCOHOBCKAasl aBTOPETPECCUOHHAS MOJIE/Ib, IPUMEHEHNE KOTOPBIX MO3BOJISIET YUYUTHIBATh 3a-
BUCUMOCTb HabmoneHuil u a3¢dpdekt u3bbiTouHoit aucnepcuu. [1o pesyasratam HabIOAEHUN 32
paboToii cymepKOMIbIOTepa MOTYYCHBI OLICHKY BPEMEHHOTO TPEHIA, a TaKXKe IMOKa3aTeInu M3-
MEHEHUI MHTEHCUBHOCTHU ITOTOKA 3asiBOK B paMKaxX HEIEeJIbHOTO U TOAOBOIO IIMKJIOB C KJIaCCH-
duxanmeit Mo 06JacTsIM 3HAHUI U BBIYMCIUTEIbHBIM KOMILJIEKCaM. YCTaHOBJEGHBI MOKa3aTeau
CTaTUCTUYECKOW 3HAYMMOCTU M3MEHEHMI B paMKaX HEIEJbHOrO W TOJOBOTO IMKJA C YYETOM
naHHoOU knaccudukanuu. B pesynbrate yriay0aeHHOro aHajiu3a C UCIOJAb30BAaHUEM METO0OB
MHOECTBEHHOT'O CPABHEHUS TTOJTYICHBI CTATUCTUYECKN 3HAUMMBIC IMOPSIAKU TJIABHBIX 3 heK-
TOB HEACTHLHOTO M TOA0BOTO (haKTOPOB.

KnioueBbie ciioBa: UCKpPETHBbIE BPEMEHHBIE PsIbl, 0000IIEHHbBIE YPaBHEHUST OLIEHKU, Iyacco-
HOBCKasl YCIIOBHO aBTOPETrpPeCCMOHHAsT MOJE/Ib, MHOXECTBEHHbIE CPaBHEHUsI, CYNEPKOMITbIO-
TEPHBII KIacTep, TUIAHUPOBAHUE 3a7a4

®uHancupoBanue: VcciegoBaHue BBIMOJHEHO MIPY YaCTUYHOM (DMHAHCOBOM MoiepkKe MuHM-
CTEepCTBAa HayKW W BBICIIEro obpaszoBaHmsl Poccuiickoit Denepalini B paMKax rocyIapCTBEHHO-
ro 3agaHus «Pa3paboTka M WccilemoBaHUe MOJIEIet MaIIMHHOTO OOYUeHUS IJIs pelIeHus (PpyH-
IaMEHTAJIbHbIX 3a4a4 MCKYCCTBEHHOIO MHTE/IEKTa B TOIUIMBHO-3HEPIeTUYECKOM KOMILIEKCE»
(FSEG-2024-0027). Pe3yabraThl pabOTHI IMOJIy4€HBI ¢ UCITOJIb30BAaHUEM BBIYMCIUTEIbLHBIX PECYpP-
COB LICHTPa KOJUIEKTUBHOTO IMOJIb3oBaHUs «CyrepKoMIbIoTepHbIi LeHTp “TloaurexHnyeckuit”»
Cankr-IleTepOyprckoro nojurexuuieckoro yaupepcureta [letpa Benmkoro (Ne 500675, https://
ckp-rf.ru/catalog/ckp/500675/).

Jlna mutupoBanus: Malov S.V., Lukashin A.A. Count time series analysis of jobs scheduling in the
hybrid supercomputer center // Computing, Telecommunications and Control. 2024. T. 17, Ne 3.
C. 42-53. DOI: 10.18721/JCSTCS.17304

Introduction

High-performance computing is an important element in computer-aided engineering and funda-
mental research. Large world-leading research centers use their supercomputers, while the smaller ones
use supercomputers operating in shared-use centers. A shared-use center serves a wide variety of users
conducting research in various domains including but not limited to mechanical engineering, physics,
electronics, life sciences, artificial intelligence etc. This results in very different jobs running on the
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same supercomputer cluster in terms of number of cores, memory, software, and time [10]. This makes
job scheduling more complex and inefficient as it is difficult to set parameters suitable for all types of
jobs.

Modern supercomputers, possessing significant computational resources, simultaneously perform
many jobs belonging to different fields of knowledge and imposing different requirements to compu-
tational resources and software calculations. Users set jobs for execution using a job scheduler, which
forms a queue and schedules their using of the supercomputer resources. The statistical analysis of user
job flow is significant for understanding the specifics of using supercomputers as shared-use centers. It
allows to proceed to the development of intelligent algorithms for increasing the efficiency of super-
computer system resource usage. The load on the supercomputer resources is largely determined by the
incoming flow of user jobs, which is studied in this paper.

Statistical data on supercomputer operation provides new opportunities for optimizing resource uti-
lization. Understanding the parameters of user job flow allows to significantly improve the overall per-
formance of supercomputer systems. The work on data collection and analysis is described in [6], and
works [1, 10] demonstrate statistical and machine-learning analysis of supercomputer data. We perform
statistical analysis of incoming flow of user jobs that determine requirements of the supercomputer re-
sources at any given time. Statistical analysis of the incoming flow of user jobs allows to optimize the
tools of queue management for executing computational jobs and distributing them among computa-
tional clusters. For this study, a dataset containing two years of supercomputer center jobs information
was collected.

The Poisson process model is applicable for an ideal homogeneous flow. The number of jobs in dis-
joint and identically sized time intervals are independent and identically distributed random variables
having a Poisson distribution with some fixed A > 0. The homogeneity requirement of the job flow is
too restrictive in practical cases, prompting the use of advanced models for analysis. Statistical analysis
of heterogeneous job flow is usually based on time series data on the number of jobs obtained in some
equal time intervals (e.g. days). Classical methods in time series analysis require observations to be nor-
mally distributed, which is not applicable to count data, especially if some atoms have sufficiently high
probabilities. In the particular case of counts of jobs with sufficiently high probabilities of small counts,
the classical time series analysis is not applicable. The generalized log-linear regression model (see,
e.g. [8]) can be used for statistical analysis of homogeneous counting time series, if the observed counts
are independent and have Poisson distribution. The property of equidispersion (equality of mean and
variance) of the Poisson distribution is often violated in favor of overdispersion. The same estimating
equations lead to consistent estimator of the regression parameters under some mild regularity condi-
tions, even if the independence and the Poisson distribution properties are not satisfied and the number
of the observed count time series tends to infinity and the length of each time series remains fixed, which
is typical for longitudinal data analysis [2]. The consistent robust variance estimator can be obtained
using so-called “sandwich” method. The use of so-called “working correlation matrix” and the general-
ized estimating equations (GEE) [7, 11] gives more efficient estimators of the regression parameters. It
should be noted that the consistency of the robust variance estimator is confirmed as the number of the
observed time series increases, whereas at a fixed number of the time series of the increasing length, the
consistent variance estimation requires some restrictions on the distributions and dependence structure
of the observations.

The alternative framework in heterogeneous flow data analysis is the conditional Poisson model. The
multivariate 1% order Poisson autoregressive model [4] assumes that the conditional distribution of count
Y. at time ¢ has the Poisson distribution with the following parameter:

W, =a,h, + vitYi,t—l + ’Yitzj'ii vinj,t—l’ (1)
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where loghi, = X|B; logv, =Z,B and logy, =GB, whereas X/, Z, and G are the regressors.
The Poisson autoregressive model as a natural generalization of the Poisson model with independent
counts has much wider application area due to the independent counts property violation and the over-

dispersion effect. In the particular case of the spatial component absence v, = 0 (see [3]),

EY VEREY,
DY =—2~ and Cov(Y,,Y  )=-1"%.
I—V; ( it tt+k) 1_v12t

The multivariate Poisson autoregressive spatial model is widely used in epidemiology. A set of statis-
tical tools for multivariate Poisson autoregressive spatial model is implemented in package surveillance
[5, 9] for the R programming language'.

For stratified statistical analysis of user job flows the Poisson log-linear generalized model and the
independence estimating equations with the robust “sandwich” variance estimator, implemented in
the geepack R-package, were used, as well as the univariate 1st order Poisson autoregressive model. All
observed jobs were divided into 11 groups based on user area of expertise and 5 groups based on the
computing clusters, to which the jobs were submitted, and only 4 of the 5 groups were analyzed. The
generalized regression models included a smooth time trend as well as weekly/annual periodic factors.
The main goal of the statistical analysis was the investigation of the dynamic change of the intensities of
job flow over time in the presence of periodic factors classified by user’s area of expertise and computing
cluster. In addition to the regression fit and the statistical significance analysis of the periodic factors,
some significant partial orders of the main effects using advanced contrasts analysis were obtained.

Explanatory analysis of users’ job flow

The study examined historical data on job execution in the “Polytechnic Supercomputer Center”.
In total, the dataset contained 1545793 records of running jobs. Each record contained a user label, the
number of requested resources (processors and supercomputer nodes), and job execution parameters,
including how many and what resources were issued, when and how the job was completed. Based on
the user label, each job was assigned to an area of expertise, such as physics or mechanics. A total of 11
areas of expertise were identified:

* astrophysics;

* bioinformatics;

* biophysics;

* energetics;

» geophysics;

- IT

* mechanical engineering;

* mechanics;

* physics;

+ radiophysics;

* aspecial group called geovation.

The last group is related to geophysical software, which runs in an automated mode (the jobs are
submitted to the supercomputer queue automatically). Also, these jobs are quite small, but there are
a lot of them processed in parallel. This explains the significant number of such jobs, but compared to
the number of consumed resources (in terms of node-hours) the figures will be different. All jobs were
divided into separate queues representing computing clusters, to which they were submitted:

* “Tornado” — a homogeneous cluster based on CPU (612 node cluster with 28-core compute
nodes);

! The R Project for Statistical Computing, Available: https://www.R-project.org/ (Accessed 25.09.2024)
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Fig. 1. Percentage of jobs: (a) from users in different areas of knowledge; (b) different computing clusters

* “G2” — aspecial cluster for geophysics;

* “Cascade” — a homogeneous cluster with large nodes (81 node cluster with 48-core compute node);

* “Tornado-k40” — a heterogeneous cluster with GPUs (56 node cluster with 28-core nodes with
2 GPUs);

* “NV” — a heterogeneous cluster with GPUs with large nodes (48-core nodes with 8 GPUs).

The percentage of received jobs depending on grouping factors is shown in Fig. 1.

The number of user jobs received from 01.09.2021 to 31.08.2023 is given in Table 1.

Table 1
The number of user jobs divided into groups
Computing cluster
Area of expertise
Tornado G2 Cascade Tornado-k40 NV Total
Astrophysics 2812 0 0 0 0 2812
Bioinformatics 59567 0 0 66 0 59633
Biophysics 23830 2 1 3788 0 27621
Energetics 13893 12 238 145 18 14306
Geophysics 4985 8 1632 1199 2 7826
Geovation 984698 122755 77596 10464 0 1195513
IT 17734 3 421 6780 0 24938
x:ll:jgl;agl 35476 0 51 7174 13 42714
Mechanics 14076 31 44 331 0 14482
Physics 67988 0 0 747 0 68735
Radiophysics 82047 0 0 125 0 82172
Total 1307106 122811 79983 30819 33 1540752

It should be noted, that the distribution of numbers in table 1 is highly unbalanced, with the majority
of jobs (63.9%) coming from users in the geophysics area of expertise and being processed by the “Tor-
nado” computing cluster. Moreover, the simultaneous use of two grouping factors, area of expertise and
computing cluster, is unpractical due to the presence of a large number of empty cells. Since the total
number of jobs received on the computing cluster “NV” the corresponding flow was not analyzed.

Fig. 2 shows the additive time trend estimators of the combined flow using the moving average meth-
od with a window size of 365 days, the smoothed moving average obtained by kernel smoothing of the
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Fig. 2. The additive trend obtained by three different methods
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Fig. 3. The additive time trend for user job flow from different areas of expertise
(except for the geovation area)

moving average estimator with the Gaussian kernel and a sufficiently small smoothing parameter of
30, as well as the Nadaraya—Watson estimator with the Gaussian kernel and smoothing parameter of
120. The window size for the moving average method was chosen to exclude the seasonal component
effect, and the smoothing parameter for the Nadaraya—Watson estimator was chosen to obtain the
estimator sufficiently similar to the moving average. The presence of a time trend in the combined job
flow and a sufficient increase in intensity in 2022 are evident, which explains the need to consider the
time trend in the statistical analysis models. It should be noted, that the time trend of the combined
job flow is determined primarily by jobs in the geovation group, since these jobs are the majority. The
Nadaraya—Watson estimators of the additive time trends with the same smoothing parameter depend-
ing on the user’s area of expertise (except for the geovation group) are presented in Fig. 3. An increase
in the intensity of the job flow from the bioinformatics group in the second half of 2022 should be
noted, while the other groups are not typical by this effect. Additionally, a significant decrease in the
intensity of the job flow for users in the radiophysics area of expertise should be noted and, to a lesser
extent, physics area, as well as a slight increase in the intensity of the job flow for users in the IT area
of expertise.

A study of changes in the intensities of the job flows over time depending on the computing cluster, to
which they were submitted (see Fig. 4.), shows that the increase in the intensity of the job flow observed
in 2022 is characteristic only for “Tornado” cluster, and there is also a decrease in the intensity of the
job flow for “G2” and an increase for “Cascade” clusters.

The variety of the time trends for different job flows is a strong argument in favor of using nonpara-
metric trend estimates in regression models.
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Fig. 4. The additive time trend for user job flow obtained in different computing clusters

Regression analysis of user job flows

The stratified statistical analysis of the job flows groped separately by user’s area of expertise and
the computing cluster was performed. All statistical inferences were adjusted for 15 flows, including the
combined job flow and excluding the “NV” flow, therefore the significance level taking into account the
Bonferroni correction is 1/300 = 0.003.

To investigate behavior of the job flows intensities within the annual and weekly cycles, the GEE
framework based on the generalized log-linear Poisson model with two additive factors Month and Day
of the Week was used:

log (7‘: ) =K T, 1{Month:j} +B. I{Day:r} +log (Xt ) > @)

where ?»t is the intensity of the job flow, Xt is the corresponding estimated time trend and ¢ is a day of
observation from the beginning of the study, and independence estimating equations. In order to fit the
models the R-function geegim() of package geepack was used.

Estimates of the multipliers for weekly and annual cycles are given in Tables 2 and 3, respectively.
P-value in the last column characterizes the statistical significance of the effect of the corresponding
factor on the intensity of the job flow.

The statistical analysis revealed a statistically significant effect of the annual periodic factor for each
of the job flows adjusted to the total number of flows, while the effect of the weekly periodic factor was
significant only for the mechanical engineering, mechanics an radiophisics flows, as well as for the com-
bined flow and for “Tornado”, “Tornado-k40”, “G2” flows. Within the annual cycle, a slight decrease in
the intensity of user job flows in the summer was observed, which is typical only for researchers in some
areas of expertise, and a large variation in intensity throughout the year for researchers in radiophysics,
information technology and bioinformatics areas of expertise. It should also be noted, that the sufficient
increase of the intensity of the “Cascade” job flow at the end of the year had occurred.

The advanced statistical analysis of pairwise contrasts for the main effects of periodic factors allowed
to find several partial orders with a joint reliability of 95%. Let OI, and Gj be the logarithmic main effects of
levels 7 and j, respectively, of the factor under study. The pairwise contrast v, = 91, — Oj allows to determine,
whether the main effect of i-th level is smaller than, equal to or larger than the main effect of j-th level.

In order to obtain statistically significant inferences, two-sided joint confidence intervals for the
parameters with all pairs of levels i and j were constructed using the Bonferroni method. If the confi-
dence interval for the parameter v, lies entirely to the right of zero, the main effect of level 7 of the factor
is less than the main effect of level j, and if it lies entirely to the left of zero, the main effect of level i is
larger than the main effect of level j. All the significant inferences obtained in such a manner have the
joint reliability of at least 95%.
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Table 2
Multipliers and main effects for weekly cycle
Flow MULT MON TUE WED THU FRY SAT SUN P-value
Astrophysics 0.87 0.98 1.02 1.1 1.05 1.13 0.89 0.88 0.7849
Bioinformatics 0.54 1.93 0.69 1.36 1.22 0.8 0.78 0.73 0.5897
Biophysics 0.91 1.16 1.14 1.11 0.94 1.07 1.09 0.62 0.3994
Energetics 0.84 1.27 1.39 1.09 1.04 0.82 0.73 0.83 9.9%10-3
Geophysics 0.83 0.97 1.78 1.15 0.88 1.27 0.59 0.77 0.1600
Geovation 0.83 1.14 1.24 1.25 1.09 1.29 0.69 0.58 3.9%10°3
IT 0.58 1.17 1.02 1.85 0.84 0.97 0.59 0.95 0.3356
gfgﬁ:;‘;a; 0.84 1.42 1.45 1.52 1.37 1.34 0.45 039 | 1.3*10>
Mechanics 0.91 1.36 1.32 1.25 1.06 1.17 0.62 0.58 5.3*10°%
Physics 0.96 1.07 1.02 1.27 1.2 1.04 0.76 0.76 1.3¥102
Radiophysics 0.22 3.78 1.23 1.12 1.43 1.05 1.92 0.07 2.9%10°18
Tornado 0.88 1.25 1.16 1.22 1.08 1.19 0.77 0.58 2.4%1073
Tornado-k40 0.83 1.28 1.4 1.43 0.94 1.17 0.55 0.64 9.6¥10-*
G2 0.76 1.48 1.41 1.34 1.42 1.4 0.39 0.46 2.0%10-12
Cascade 0.74 1.05 1.41 1.36 0.93 1.4 0.65 0.59 7.4%1073
Combined 0.88 1.25 1.19 1.23 1.09 1.21 0.73 0.57 1.3*10*
Table 3
Multipliers and main effects for annual cycle
Flow JAN | FEB | MAR | APR | MAY | JUN | JUL | AUG | SEP | OCT | NOV | DEC | P-value
Astrophysics 1.53 | 2.01 | 1.55 | 1.66 | 1.15 | 1.31 | 0.65 | 0.81 | 1.09 | 0.56 | 0.46 | 0.57 | 2.6*10°"
Bioinformatics | 3.04 | 047 | 047 | 0.38 | 0.52 | 2.44 | 0.61 | 0.13 | 2.16 | 495 | 243 | 1.52 | 7.6*10°1°
Biophysics 096 | 0.89 | 0.86 | 1.13 | 1.04 | 1.97 [ 1.26 | 0.39 | 0.84 [ 091 | 1.27 | 1.22 | 2.2*10°¢
Energetics 0.32 | 0.64 1 1.08 | 1.67 | 1.88 | 1.08 | 1.91 [ 046 | 1.48 | 1.11 | 0.89 | 1.5*10°%
Geophysics 0.61 | 0.96 | 0.88 1.75 1 0.34 | 0.89 | 2.55 ]| 048 | 0.95 | 1.43 1.3 1.68 9.8%10-¢
Geovation 0.5 1.96 | 1.36 | 1.35 | 0.85 1.1 {041 2.1 1.23 | 1.05 | 0.89 [ 0.59 | 1.29*10~%
IT 1.51 | 439 | 091 | 461 | 1.71 | 0.08 | 0.37 | 0.24 | 1.8 1.73 | 1.37 | 0.68 | 4.4¥10°%
x;‘;::g;agl 116 | 093 | 122 | 1.1 | 069 | 1.23 | 0.71 | 0.66 | 0.96 | 1.04 | 1.06 | 1.67 | 2.8*10-"
Mechanics 1.28 1 0.79 | 2.11 | 1.17 | 0.85 | 0.84 | 1.11 [ 0.88 | 0.97 | 1.03 | 0.79 | 0.72 | 2.9*10°°¢
Physics 0.87 [ 0.98 | 0.83 | 0.96 | 0.76 | 1.13 [ 1.05 | 1.11 | 0.83 [ 0.99 | 1.78 1 3.2%10*
Radiophysics 5.89 | 0.24 | 2.01 | 2.13 | 0.14 | 0.04 | 0.13 | 1.21 | 5.61 | 2.33 4.5 | 3.37 | 2.3*10°%
Tornado 073 | 1.72 | 1.17 | 1.17 | 0.73 | 1.05 | 0.45 | 1.87 | 1.3 1.16 | 0.91 | 0.66 | 3.5%10~%
Tornado-k40 1.41 1.23 | 0.82 | 0.63 | 2.21 0.7 1039 056 | 1.34 | 1.14 | 1.65 1.3 1.2*¥10-¢
G2 0.66 | 1.69 | 1.75 | 1.74 | 0.88 | 1.77 | 0.83 | 2.04 [ 0.38 | 0.3 0.87 | 1.13 | L.1*10°V7
Cascade 0.28 | 0.43 | 1.33 | 2.48 1.29 [ 0.72 | 0.41 | 0.85 | 1.97 | 1.76 3.7 0.61 | 7.7*10°1¢
Combined 0.7 1.62 | 1.19 1.23 1 0.78 | 1.05 | 046 | 1.75 | 1.21 | 1.08 1 0.7 3.5%10-
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The P-value is determined as the minimal a < 0.05, such that all the confidence intervals for the pair-
wise contrasts of joint significance level 1— o that were entirely in the region to the right or to the left of
zero still remain in the same region. The obtained significant orders of the main effects can be visualized
as a graph. The nodes of the full graph of significant orders are related to the corresponding levels of
factor, and the edges are present, if the order (smaller than or larger than) is confirmed statistically at the
established level of confidence adjusted to the number of flows and total number of pairwise contrasts.
All levels of the factor can be ordered by the value of the estimator, in which case the edge orientation
can be omitted. The edges of the reduced graph are arranged in increasing order of the effect level esti-
mators, and the edge between every two nodes (right and left) is present only if every node to the right
of the right node and each node to the left of the left node of the pair are connected by an edge at the
full graph of significant orders. Nodes that are not informative for the significant orders can be removed.
Although the reduced graph is not uniquely defined by the full graph, there is a subjective component in
the choice of the reduced graph version, and some significant orders can be missed, the reduced graph
seems more practical for interpreting the results of ordering than the full graph.

The results of the advanced analysis for the multiplicative main effects of the weekly and annual
periodic factors are presented as the reduced graphs (one for each flow) in Tables 4 and 5, respectively.
For example, the intensity of the combined flow in July is significantly smaller than in November, June,
October, March, September, April, November and August; the intensity in July, December and January
is significantly smaller than in September, April, February and August; the intensity in July, December,

Table 4
Partial orders of the intensities of the job flows within the annual cycle

Flow Significant partial orders (reduced graph) P-value
Astrophysics NOV DEC JUL AUG SEP MAY JUN JAN MAR APR FEB 0.0031
Bioinformatics APR MAR__JAN OCT 0.0017
Biophysics AUG APR DEC NOV JUN 0.0024
Energetics JAN SEP FEB DEC MAR APR JUN NOV OCT MAY AUG 0.0026
Geophysics MAY JUL 5*10-4
Geovation JUL JAN DEC MAY NOV OCT JUN SEP APR MAR FEB AUG 45710~
IT JUN AUG JUL DEC MAR NOV JAN MAY OCT SEP FEB APR 0.0028
Mechanical engineering | vjay JUL  MAR JUN DEC 6.2¥10°5
Mechanics DEC NOV FMR 6.8%10~
Physics NMY 0.0011
Radiophysics JUN JUL MAY FEB AUG MAR APR DEC NOV SEP JAN 0.0015
Tornado JUL DEC JAN MAY NOV JUN OCT APR MAR SEP FEB AUG 0.0030
G2 OCT SEP JAN JUL NOV MAY DEC FEB APR MAR AUG 0.0017
Cascade JAN JUL FEB DEC JUN AUG MAY MAR OCT SEP APR NOV 0.0017
Combined JUL DEC JAN MAY NOV JUN OCT MAR SEP APR FEB AUG 0.00213
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Fig. 5. Observed numbers and Poisson autoregressive predictors

January and May is significantly smaller than in April, February and August; the intensity in July, De-
cember, January, May and November is significantly smaller than in August. The intensity of the job
flow for users in the bioinformatics area of expertise in April and March is smaller than in January and
October (other nodes are omitted). Moreover, for example, the intensity of user job flow in “G2” cluster
in December is significantly smaller than in September, but this pairwise order is not marked at the re-
duced graph in the table, due to the method limitations, since the order of December and September is
not significant, whereas the estimator of the intensity in September is smaller than in October.

Table 5
Partial orders of the intensities of the job flows within the annual cycle
Flow Significant partial orders (reduced graph) P-value
Mechanical engineering SUN SAT FRI THU MON TUE WED 1.9*10-%
Mechanics SUN THU FRI WED TUE 0.0032
G2 SAT SUN WED FRI TUE THU MON 9.5%10-
Combined SUN TUE WED MON 0.0021

Next, the univariate Poisson autoregressive models (1) was fitted, where the parameterization for 7‘:
is determined by (2), logv, = a for all 7, and a > 0 is the parameter of autoregression, for each user job
flow separately. In order to fit the models, the R-function #hh4() of package surveillance was used. The
obtained estimators of the base and autoregressive components of the combined flow are visualized in
Fig. 5.

The stratified statistical analysis of user job flows from different areas of expertise and computing
clusters showed the significance of annual and weekly periodic factors for each flow adjusted to the
number of flows (the maximal P-value of the likelihood ratio test 8.1*10~* was obtained for weekly peri-
odic factor of user job flow in radiophysics) and the regression component is formally significant for all
job flows, with the exception of the user job flow with the radiophysics area of expertise. In conclusion,
it should be noted, that the estimators of the base component A _in the Poisson autoregressive model do
not determine the intensity changes due to the presence of the autoregressive component.
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Discussion

All the jobs were initially classified by the user’s area of expertise and by the computing cluster, to
which the job was submitted. Considering the results of the explanatory analysis, a stratified approach to
study the user job flow was applied. Based on the number of jobs per day for each group of jobs, a time
series was generated.

Two approaches were used for stratified analysis of user job flows: the generalized linear model and
generalized estimating equation (GEE) based on pseudo-likelihood function, and the Poisson autore-
gressive model. The GEE analysis revealed significant difference in the intensities in different month of
the year for each of user job flows, but no implicit seasonal changes were found, nor did it reveal a com-
mon form of the intensity changes for all the job flows. Advanced statistical analysis allowed to reveal
some significant partial orders of month by the intensity values for each of user job flow. The statistically
significant difference in the intensities of job flows on different days of the week were found for only
a part of the flows: mechanical engineering, mechanics and radiophysics, as well as the “G2” cluster,
and the combined flow. For each of these five flows, some partial orders of days of the week in terms of
intensity values were obtained.

The Poisson autoregressive analysis showed significantly lower variance of the regression and au-
toregression parameters estimators, which indicated greater stability of the model compared to GEE.
The statistical significance of weekly and annual periodic factors of the base component were detected
for each of the user job flows. The statistical significance of the autoregressive component was detected
for each of the user job flows, excluding users in radiophysics area of expertise. The statistical signifi-
cance of the autoregressive component can be explained both by the dependence of observations and
overdispersion and indicates the inexpediency of using the Poisson generalized linear model, when the
observations are independent.
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Abstract. The paper considers the machine learning problem of simultaneous estimation of the
conditional survival distribution and dynamic characteristics of computational tasks. The problem
arises in cluster workload management and is extremely relevant for optimal scheduling. To solve
the problem, a new method is proposed, based on the combination of the attention mechanism
and the random survival forest. The key feature is the use of a tree structure derived from a random
survival forest. The forest construction algorithm uses only the survival dataset. Each leaf uses
the unconditional Kaplan-Meier estimate, which is a serious limitation of the forest, especially
for rare events in some parts of the feature space. Moreover, the random survival forest does not
allow estimating the dynamic parameters of the task. The proposed method solves these problems
by extending the already constructed random survival forest with the attention mechanism inside
each leaf of the tree. The Beran estimator is used to model survival distribution, and the Nadaraya-
Watson regression with the same parameters is used to predict the dynamic characteristics of
tasks. To do this, subsets of training data corresponding to the same leaf as the input vector are
used. As a result, the joint model is obtained that allows us to estimate the survival function more
accurately and at the same time to predict the dynamic characteristics of the task. The developed
model combines the advantages of smooth models based on the attention mechanism and stepwise
decision trees.

Keywords: machine learning, survival analysis, attention mechanism, random survival forest,
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Annoramusa. B crathe paccMmaTpuBaeTcs 3amadya MaIIMHHOTO OOYYeHMSI, 3aKJII0YaloIascs B
OIHOBPEMEHHOI OlLIEHKE YCIOBHOIO pacmlpenesieHUs] BBKMBAEMOCTU M AMHAMUYECKMX Xapak-
TePUCTUK BBIYUCIUTENbHBIX 3afa4. [IpobjiemMa BO3HUKAET MpU YIIpaBJIeHUU paboUeil Harpy3Koii
KJlacTepa, U KpaiiHe akTyajbHa JJisl ONITUMAaJIbHOIO MIaHupoBaHUs. [IJ1s pelieHus 3aaauu npes-
JIOXKEH HOBBI METOJ, OCHOBAaHHbI/f Ha KOMOMHALMK MeXaHW3Ma BHUMaHUS U CJydyaiiHOM Jiece
BbDKMBaeMOCTH. KiTtoueBoii 0COOCHHOCTHIO SIBISIETCSI MCIIOIb30BaHME IPEBOBUIHOM CTPYKTYPHI,
MOJIyYeHHOH CIIy4aiiHBIM JIECOM BBIKMBAaHUS. AJITOPUTM IMTOCTPOCHMS JieCa OIMUPaeTCs TOJIbKO Ha
laHHbIE 33aJa4l BbKMBAaeMOCTU. B KaXIoM JiMCTe UCMoJib3yeTcsl Oe3ycyioBHas oleHka Karma-
Ha-Meiiepa, 4TO SIBJISIETCSI CEPbE3HBIM OTPaHUYEHUEM Jieca, OCOOEHHO B Cllydyae peakux coObl-
TUI1 B HEKOTOPBIX YaCTIX MPOCTpaHCTBA MpU3HaAKOB. boJjiee TOro, ciaydyailHbIi jiec BIKMBAEMO-
CTU HE MO3BOJISIET OLIEHUTh TMHAMUYECKUEe MmapaMeTpsl 3aaauu. [IpeniaraeMblit MeTO peliaer
IaHHBIC TPOOJIEMBI, TOIIOJHSIS Y3Ke TTOCTPOSCHHBIN CTyYaHBIN JieC BBLKMBAEMOCTH MEXaHN3MOM
BHMMAaHUS BHYTPU KaXKIOro JUCTa aAepeBa. s MogeIMpoBaHUs BEIKMBAEMOCTU IIPUMEHSIETCS
olieHka bepaHa, a i mpeackasaHus IMHAMUYECKUX XapaKTepUCTUK 3aaay — perpeccust Hama-
pasi-BarcoHa ¢ TeMu xe mapamerpamu. it 3TOro MCIOJb3YIOTCS MOAMHOXECTBAa 00yJalolnx
JIAaHHBIX, COOTBETCTBYIOII[IE TOMY Xe JIMCTY, YTO U BXOAHOI BeKTOp. B pedyabrare mojyyeHa co-
BMECTHasl MOJIeJIb, MO3BOJISIOIIAs 060Jiee TOYHO OLIEHUTh (DYHKIIMIO BBIXKMBAEMOCTU U OJTHOBpE-
MEHHO TpecKa3aTh JMHAMUUYECKHUE XapaKTepUCTUKHU 3aaaur. PazpaboTaHHass Mo/ieib COUETAET
B ce0e MperMylecTBa IIaaKuxX MOJesieil, OCHOBAaHHBIX Ha MEXaHM3Me BHUMAaHMUS, U CTyIIeHYA-
ThIX IEPEBbEB PELLICHUN.

KioueBsle ciioBa: MalmmHHOE OOyYeHUE, aHATIN3 BBDKMBACMOCTH, MEXaHW3M BHUMAaHMSI, CITydaii-
HBIH JIec BEIKMBAEMOCTH, OlicHKa bepaHa

®uuaHcupoBanue: VcciaemoBaHre BBITTOTHEHO MPY YaCTWMYHON (PUHAHCOBOM mommepkke MUHU-
CTepCcTBa HayKW M BBICIIETo oOpa3oBaHus Poccmiickoit Demepaliiii B paMKax ToCyIapcTBEHHOTO
3amaHusI «Pa3paboTka 1 MccIeqoBaHUe MOICICH MAITMHHOTO O0YIeHUS TSI pellieHHsT (hyHIaMeH-
TaJbHBIX 32a4 MCKYCCTBEHHOIO MHTEIICKTa B TOTUIMBHO-3HepreTnyeckoM komiuiekce» (FSEG-
2024-0027).

Jlna nmutuposanusa: Konstantinov A.V. Predictive models and dynamics of estimates of applied
tasks characteristics using machine learning methods // Computing, Telecommunications and
Control. 2024. T. 17, Ne 3. C. 54—60. DOI: 10.18721/JCSTCS.17305

Introduction

Computational clusters are widely used to solve problems that require significant computing power,
allowing many computational tasks to be performed simultaneously. One of the key aspects of effective
cluster resource allocation planning is estimating the parameters of computing tasks, such as execution
time, and individual characteristics that are unknown at the time the task is launched. Each computa-
tional task is characterized by a feature vector that is a set of input parameters, including user-specified
characteristics and parameters determined by the state of the system at the time the task is queued, in-
cluding its execution time. After starting a task, two outcomes are possible: the task is completed within

© KoHcTaHTUHOB A.B., 2024. WU3paTenb: CaHKT-MeTepbyprckuii NONUTEXHUYECKUI YHUBEPCUTET MNeTpa Benmkoro



4 PeweHnune NpUKnaaHbIX 3a4a4 METOAaMnN UCKYCCTBEHHOIO MHTENJIEKTA >

the allotted time, or the task is terminated by the control system after the specified time has elapsed, in
other words, censoring occurs. Thus, the task of estimating execution time is to determine the expected
time to an event (completion of a task) under censoring conditions and is the task of survival analysis.

The i-th training observation consists of input feature vector x, time to event 7, censoring indica-
tor 6i and target vector of computational task parameters y. The event in the current problem is task
completion or interruption. The time to event 7, corresponds to the time between the task launch and
completion or interruption, depending on 8[. The censoring indicator 8[. = 1, if the task has finished
normally. Otherwise, the task execution has interrupted. The interruption can be caused by time limit
violation or some program error. In this case, the observation is called censored in terms of survival anal-
ysis. Finally, the training data set D is composed of NV labeled training observations:

D:{(x,'ati’si’ yi)}ilil'

Since the execution time does not depend on the input feature vector deterministically, we introduce
T, arandom variable corresponding to the execution time. The main goal is to estimate the parameters of
an applied task y (x) , including, but not limited to, the expected execution time of the task, conditioned
on the input feature vector x:[E [T |X = x:l . More generally, the survival distribution S (t |x) is of
interest.

Survival Models

In this paper, we consider two base models for survival function estimation. The first is the Random
Survival Forest (RSF) [1]. It is a machine learning algorithm that does not impose any assumptions on
the data distribution, which makes it different from classical survival analysis methods for conditional
distribution estimation, for example Cox Proportional Hazards [2]. Instead, it partitions the data using
feature vector x, and then estimates distribution shape based on unconditional non-parametric statis-
tics. The second model is the Beran estimator [3]. It can be considered as the kernel-based extension
of Kaplan-Meier unconditional estimator to the conditional case. Given the weight function W, the
method estimates conditional survival function as:

Z;=1W(x’xj)

where W is normalized over dataset points, and training observations are ordered such that time ¢, in-
creases by the index i. Specifically, in the original Beran the weights are obtained by normalization of
kernels:

W_(lx, X, )

b

§<t|x):Hzisz 1- 1—

K(x,x,) '
Zj;K(x’ xj)

Let us describe the RSF construction and prediction algorithms. Like in classical Random Forest,
the trees of the forest are built independently of each other, using different random dataset subsamples
and feature subsets (random subspace method). Each tree is built by a recursive algorithm. At each step
the algorithm considers a tree node and tries to make a split, resulting in two child nodes, connected to
the node. The data point falls to the left child node if some selected feature value is less than the specific
threshold, and otherwise it falls to the opposite, right node. When splitting a node, at the training stage,
the feature and threshold values are determined by optimizing goodness of split criterion. The main goal
of splitting is to divide the sample received into it in such a way that the survival distributions for the left

W(x,xl.)z
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and right subtrees are as different as possible. For this purpose, the logrank test is used as a criterion. The
training algorithm stops splitting a node, when the number of training data points falling to the node is
less than some predefined number. The resulting decision trees can be used to estimate the conditional
survival function for a new observed input feature vector: at each leaf of each tree, a nonparametric
Kaplan-Meier estimator is constructed based on the data falling to the leaf. Note that even though such
an estimation is unconditional, each leaf of the tree corresponds to a strictly defined region of space for
which this estimation is valid.

Attention mechanism

The attention mechanism is the main element of the most successful method for processing sequenc-
es, including natural language, the Transformer [4]. It is implemented as a convex combination of vec-
tors called value vectors, where the weights are obtained by kernel applied to the query and key vector
pairs. This mechanism allows the model to focus on the most important parts of the input data when
making predictions. In recent years, attention mechanisms have been successfully applied to problems
from other domains, such as computer vision, speech recognition, and regression and classification [5].
Despite successful application of attention mechanism to many machine learning problems, attention
mechanisms and their combinations with decision trees have not previously been used to estimate sur-
vival distributions, and simultaneously solve survival analysis and regression problems.

Attention mechanism can be formalized as follows. Let g be a “query” vector, {(ki,v[ )}il be a set of
“key-value” pairs, and “score” be a function mapping pair (q,kl.) to relative score or relevance of the
query to the key. Attention of “q” to the given set of pairs is the convex combination of values v.:

Ala k)l )= D a,

where coefficients o, are defined as:

o, = (Softmax [(score(q,kj ))K Dl _ Zexp(score(q,kl.))

Jj=l j‘(=1 exp<score(q,kj)) |

Therefore, attention is a function of vector and a set of pairs of arbitrary size, which maps them the
one vector, characterizing the set for the query linearly. By using this property, attention was successful-
ly applied for improving Random Forest performance [6]. It should be noted that attention resembles
well-known kernel regression algorithm, called the Nadaraya-Watson regression [7]. Indeed, if score is
defined as:

2
s

1
score(q,k) = —E”q - k|

and as pairs (xi, yl.) are considered, then attention is equivalent to the Nadaraya-Watson regression
with the Gaussian kernel. However, the “score” function can be more complex, reflecting complex
structure of the dataset, for example, it can be implemented as a neural network and trained in an end-
to-end manner [8].

Attention-based Random Survival Forest

We propose a new approach based on incorporation of the attention mechanism into RSF for esti-
mating the parameters of applied tasks, called Attention-based Random Survival Forest (ABRSF). The
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key idea of ABRSF is to leverage the same attention weights to improve quality of survival estimation and
to approximate the task parameter vector.

The algorithm consists of two steps. At the first step, a classical RSF is constructed using the surviv-
al dataset. Its leaf nodes estimate unconditional survival distribution by the Kaplan-Meier estimator.
These estimators can be replaced by the Beran models, based on attention weights, instead of classical
kernels. At the same time, the same attention model can also be considered as kernel regression and
applied with the same kernel to solve the task parameter vector estimation problem [8]. Formally, in
each tree leaf attention weights are calculated based on the train data points which fall into the same
leaf as “keys”, and an input vector as “query”. Then, for survival function estimation Beran estimator is
applied, where attention weights are as used instead of kernels. For the task parameter vector estimation
simply the attention mechanism is used, where “values” are training dataset task parameter vectors. It is
important, that the attention in the proposed model is applied only locally, where neighboring points are
determined by the RSF structure, which was optimized for the survival problem. The obtained model is
smooth inside each region defined by leaf, and has discontinuities at separating hyperplanes, defined by
internal nodes of the forest trees.

The described one-step approach allows us to solve the formulated problem but has the following
drawback: different random forest trees, depending on the training subsample and feature subspace,
have different accuracy. In addition, some trees may be accurate in the context of a survival problem
and less accurate in the context of a regression task of estimating target parameters. To eliminate this
drawback, we modify the proposed approach by adding tree weights. In addition to estimating the target
parameters, each leaf of each tree also estimates the input feature vector using the same mechanism,
where feature vectors are used as “values”, as well as “keys”:

f= A(x,{(xz,. X, )}2),

where [ represents indices of train dataset points, falling into the same leaf as x, and Kl is the number of
such points. The negative distance or “score” between x and its reconstruction X can be used as a meas-
ure of attention weights quality. By how close the input feature vector is to its estimate, one can judge
about closeness of the target parameter vector estimate to the true value. So, next, the feature vector
reconstructions obtained from different trees act as keys for the global attention.

Let the )E( J ) be a reconstruction of the input feature vector x by the j-th tree, and the f/( J ) be the
task parameter vector estimation by the same tree. Then the final estimation is defined by the attention:

y:A(x,{()?(j)af’(j))};l)’

where T is the number of trees. The “query” is the original feature vector, the “keys” are reconstructed
feature vectors, and the “values” are the estimates of the task parameter vector. The same technique is
applied to combine tree survival function estimations to the final one.

Finally, the ABRSF model consists of two layers: tree-level estimations and forest-level weighted
combination. The scheme of the ABRSF model is shown in Fig. 1. At the first layer, each tree estimates
three parameters: the survival function, encoded as a vector, the task parameter vector, and the input
vector reconstruction. At the second layer, tree-level estimates are combined by using attention weights,
obtained by collating the input vector reconstructions with the given input feature vector. After passing
these two layers, the final estimates are locally smooth and more precise than piecewise constant RSF
ones. Moreover, the task parameter vector is calculated by using the RSF structure, because only points
in the same leaf are considered in each tree, which lead to more accurate results when the survival data
is correlated with the estimated vector.
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Fig. 1. ABRSF model scheme

Conclusion

The problem of joint target parameter vector and survival distribution estimation has been consid-
ered. The novel method, based on combination of Random Survival Forest and Attention mechanism,
and called ABRSEF, is proposed. The developed method has advantages in comparison to classical forest:
it builds piecewise smooth prediction models and leverages the survival tree structure, when estimating
the task parameter vector. As a further direction, this approach can be expanded by using multilayer
neural networks in the attention mechanism and training the model on regression and survival analysis
problems simultaneously, using the backpropagation algorithm, as well as adapting the approach for
correctly processing missing features in the input data.
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Abstract. The modern job scheduling system in supercomputer platforms is based on the
estimates of the request for computing resources provided by users (often based on subjective
considerations). However, it has been found that such estimates can be significantly inaccurate. In
this regard, a practically important task arises: building a behavior model of user tasks executed in
a supercomputer, identifying and evaluating critical deviations from the predicted behavior profile
(based on an assessment of user confidence). Methods of nonlinear dynamics and topological
data analysis are used to solve this problem. The article presents the results of experimental
studies for various data sets obtained at the “Polytechnic Supercomputer Center” of Peter the
Great St. Petersburg Polytechnic University. The Betti curves of the supercomputer user profile
are calculated. The results of the evaluation of the comparison of several user profiles with the
reference profile are presented. A desirability scale and numerical intervals for the proposed classes
are proposed.
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Annoranusa. CoBpeMeHHasI CCTeMa IUCIIeTYepU3allii 3a1ad B CYIIePKOMITbIOTEPHBIX IIaT-
¢dopMax ocHOBaHA Ha OLIEHKAaX IMOTPEOHOCTU B BEIYUCIMTEIBLHBIX pecypcax, IMpeaoCTaBICHHBIX
MOJIb30BaTE/IIMU (3a4aCTyI0 Ha OCHOBE CYObEKTUBHBIX COOOpaxkeHuii). OmHaKo ObLIO YCTAHOB-
JIEHO, YTO TaKMe OLIEHKM MOIYT OBbITh CYLIECTBEHHO HETOYHBIMU. B CBSI3UM ¢ 3TUM BO3HUKAET
Ba)KHasl B IPAKTUYECKOM OTHOILIEHUHM 3a/1auya — IMOCTPOCHUE MOJIC/IN MOBEACHUSI TI0JIb30BaTE b~
CKMX 3aJaHWi TIPU WX BBITIOJJHEHUN B CYITEPKOMITBIOTEPE, BBISIBIICHHE M OIICHKA KPUTHUECKUX
OTKJIOHEHHUH OT IIPOTrHO3UPYEeMOTO TTPOdUJIs MoBeAcHNUS (Ha OCHOBE OLIEHKM JOBEPHSI K ITOJIb30-
BaTemo). JIs pelreHus 3Toi 3aga9 NCTIOIb3YIOTCS METOIBI HEIMHEMHOM TMHAMUKY 1 TOTIOJIO-
CMYECKOro aHajin3a JaHHbIX. [IpUBOASTCS pe3yabTaThl SKCIIEPUMEHTAIbHBIX UCCIIEAOBAHUMI IS
pa3IMYHBIX HA0OPOB JaHHBIX, MOJy4eHHBbIX B «CynepkoMnbioTepHoM HieHTpe “IlonmurexHuye-
ckuit”» CaHkTt-ITeTepOyprckoro noautexHuyeckoro ynupepcutera Ilerpa Benukoro. TTocum-
TaHBl KpuBble beTTn mpodwis moab30BaTelst cyliepKoMIibioTepa. [IpencraBieHBl pe3yabTaThl
OLICHKM CpaBHEHUS HECKOJIBKUX ITpOodUIIeil TToJIb30BaTelieil ¢ 3TaIOHHBIM TTpodmieM. [Ipemto-
JKeHa IITKaJjIa XeJIaTeIbHOCTH 1 YMCIOBbIe MHTEPBAIIBI IS TIPEIIOXKEHHBIX KJIACCOB.

KioueBbie cioBa: BBICOKOITPOMU3BOANTECJIbHBIE BHIYUCIICHU S, I‘I/I6pI/I,I[HbIC BBIYMCJIMTEIBbHBIC CU-
CTEMBI, TOIMOJOTUYECKUI aHAJIU3 TaHHBIX, CKaJIApHbIC BDEMCHHLIC PAAbI, IINTaHUPOBAHUEC 3a4a4

Jlng murupoBanms: Mezheneva 1.0., Lukashin A.A., Chatoyan S.K. Reconstruction of attractors
of supercomputer user's activity and identification of critical deviations in their behavior //
Computing, Telecommunications and Control. 2024. T. 17, Ne 3. C. 61-70. DOI: 10.18721/JC-
STCS.17306

Introduction

Job scheduling is one of the key systems for supercomputer platforms, which significantly affects
their performance [1]. The basis of this process is an assessment of the resource requirements of jobs,
such as processor time and memory capacity. Based on this information, the dispatcher generates a
schedule for completing tasks. However, existing dispatch systems rely on estimates provided by users,
which often turn out to be inaccurate, resulting in inefficient use of valuable computing resources [2].

As the experience of operating the “Polytechnic Supercomputer Center” (SCC Polytechnic) shows,
the inaccuracy of such estimates is usually due to the following reasons [3]:

 lack of experience of users of supercomputer platform resources in assessing the necessary needs
for computing resources to solve a particular task;

 insufficient consideration of the specifics of the task being solved;

» complexity of predicting the behavior of complex algorithms, especially when using third-party
libraries.

Moreover, since the dispatcher does not allocate resources beyond the requested amount, users tend
to overestimate their estimates to ensure successful job completion.
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The study is performed on the data, which was collected during the operation of the SCC Polytech-
nic. The dataset contains information about around 1.5 million of submitted jobs. SCC Polytechnic
provides access to four different supercomputer clusters with the following parameters:

1. Cluster “Tornado” — consists of 612 nodes with 28-cores computers;

2. Cluster “Cascade” — consists of 81 nodes with 48-cores computers;

3. Cluster “Tornado-k40” — consists of 56 nodes with 28-cores computers with 2 GPUs each;

4. Cluster “NV” — consists of nodes with 48-cores computers with 8 GPUs each.

Each task in the dataset is submitted into one of these clusters and has information about its real
execution and final task status.

In this regard, there is a need to develop methods for analyzing the behavior of users of supercomput-
er platforms — a method for reconstructing the dynamics of resource consumption, in particular, identi-
fying deviations and evaluating them as critical. The proposed approach to computing behavior patterns
is widely used for detecting anomalies in cybersecurity, retail, and other domains [4, 5]. Understanding
the behavior patterns of supercomputer users allows to develop algorithms for improving the efficiency
of using supercomputer resources.

The research methods include the theory of embedding time series in a reconstructed phase space,
the theory of persistent homology, the theory of step functions, and decision theory methods based on
the Harrington function.

The methodology of building profiles

The development of a methodology for building profiles based on complex and voluminous data,
aimed at identifying deep patterns and abnormal behavior, as well as building descriptors reflecting vari-
ous behavioral models, will be considered from the point of view of approaches based on topological da-
ta analysis (TDA) [6]. TDA, as a branch of data science, combines the principles of algebraic topology,
differential geometry, functional analysis, mathematical statistics, and computer science.

In this approach, user behavioral profiles are built based on “data point clouds”, which are disor-
dered datasets that do not depend on a specific metric time (or similar) structure [7]. Topological spaces
are mapped to these clouds of data points, to which TDA methods are then applied.

In particular, in task planning systems for supercomputer platforms, user behavior is often present-
ed in the form of time series that cover multidimensional information about requests for computing
resources: the type of resource, the amount of resources required (number of cluster nodes, processor
requirements, memory, etc.) and the duration of the task (including actual operational data). Therefore,
the first step in building a behavioral profile is to transform data from time series into point clouds and
match them to the corresponding topological spaces. Thus, it is a process that ensures the integrity of
information and the preservation of the existing “geometry” in the data, i.e. the choice of the appro-
priate topological space is carried out in such a way as to “cover” all the elements of the time series [8].

The main idea of TDA is to map a data set to the corresponding topological spaces, approximate
them with simplicial complexes, and then apply the persistent homology technique to study the prop-
erties of these structures [6]. In the context of simplicial complexes, the theory of persistent homology
relies on the mechanism of simplicial filtering, which systematically generates several nested, weakly
dependent complexes, thereby revealing their evolution and stability at different levels of analysis. In
this process, the key metrics are topological invariants, such as persistent homology groups and their
numerical measure, the Betti numbers, which provide a deep understanding of the structural features
of the data, and their geometry. The significance of each property is assessed through its “persistence”
in filtration time — a concept that, although conditionally related to time, more accurately reflects the
changing depth of analysis or the scale of consideration. The significance of this approach lies in the fact
that the duration of the existence of such invariants directly correlates with the geometric structure of
the studied simplicial complexes, which are approximating models of topological spaces corresponding
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to data clouds. Thus, persistent homology acts as a means for quantifying the stability and multilevel
analysis of the topological (geometric) data characteristics.

Step 1. Converting a time series to a point cloud

The development of an approach to the embedding space construction is based on the fundamental
Takens theorem application, which is aimed at the attractor reconstructing of a dynamical system from
a scalar observable [9]. The embedding theory establishes that to obtain a representation of the phase
space of such a system, it is possible to replace true, often inaccessible, system variables with sequences
of d-dimensional vectors with a delay collected from samples of the time series x(t) at successive time
points:

>

()= (x(e), x(t=7)s coes x(1=(d=1)7))

where 7T is the time delay, d is the dimension of the embedding.

The main guarantee provided by the Takens theorem is that such an embedding structure preserves
the key characteristics of the original time series up to continuous maps [8]. This means that when
constructing a topological embedding, we can freely choose any continuous function, among which the
shift introduced through delay is the simplest option among possible transformations.

We will determine the optimal parameters of the embedding dimension and the time delay using an
algorithm developed based on the L-statistical methodology. This technique follows from the concept of
the noise measure, first proposed by Casdagli [10, 11], and aimed at quantifying the embedding quality,
based on the analysis of the disintegration of close trajectories in the reconstructed space. If the attach-
ment is unreliable, even minor changes can significantly distort the true state of the system, increasing
the influence of noise and reducing the accuracy of reconstruction.

Unlike the classical Casdagli approach, the improved L-statistics modifies, freeing itself from the
need to determine a specific prediction horizon for measuring noise amplification [12]. The algorithm
implementing this principle is based on the analysis of the proximity of neighbors and strives to preserve
both the geometric and topological characteristics of the original and restored attractors. The goal is to
maintain a correspondence between the structural features of the original time series and their projec-
tions in the embedding space, ensuring maximum informativeness without loss of significant properties.
Combining the principles of redundancy and irrelevance into a single metric, L-statistics is formalized
as an objective function, the optimization of which seeks to reduce both aspects simultaneously [12].

As a result, the time series is transformed into a discrete cloud of points inside a topological (usually
Euclidean space) space, i.e. R?. Next, TDA procedures are applied sequentially to the point cloud.

Step 2. Topological data analyses

Let us start with the assumption that the point cloud is inscribed in a metric topological space (which
is guaranteed for the embedding procedure) by introducing the Euclidean metric. The next step will
be to triangulate this structure using the Vietoris—Rips complex. Taking into account the sensitivity of
the triangulation process to the level of proximity of points (and, accordingly, the proximity parameter
introduced during the construction), we use a strategy for calculating persistent homology [6], in which
the Euclidean metric gradually increases and the evolution of topological features is recorded in the
form of a filtered Vietoris—Rips complex [13]. Homology groups are calculated for each K’ complex:

H(K')=2,(K')/B/(K), k=1, ..., n.
where Z ,’c () is the cycle group, B,i () is a group of complex boundaries.
Persistent homology groups track the changes that occur, when the Euclidean metric (proximity

parameter) changes — the appearance and disappearance of topological features — and associate the
corresponding persistence with them.
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As a topological descriptor — the basis of analysis, reflecting topological features in a form conven-
ient for analysis — in this work, Betti curves were chosen, expressed through changes in Betti numbers
during the process of filtration. They are step functions describing the life cycles of topological features
and their resistance to changes in proximity scale. Betti numbers B'k (K i) are calculated using the for-
mula (in the context of a vector space):

B, (K')=dimH, (K')=dimZ] (K')-dim B (K').

Betti curves were chosen because, being step functions, they allow us to calculate the average curve
and to provide a simple method for estimating distances [14].

Step 3. Identification and evaluation of deviations from the basic profile

Our hypothesis is based on the idea that any deviation in the user's behavioral model entails a modi-
fication of the point cloud structure (a change in geometry in the data), which, in turn, manifests itself
through noticeable shifts in topological properties. In this context, Betti curves act as a tool for visual-
izing the dynamics of these changes, providing a mapping of the metamorphoses of homology groups
— key topological invariants.

The comparison of the obtained Betti curves with the reference profile generated according to a sin-
gle methodology is performed using the Wasserstein and L1' metrics. The evaluation process following
the topological analysis requires a multidimensional approach to decision making, which involves the
use of complex evaluation criteria — the construction of a generalized indicator. Within the framework of
this task, we have chosen a methodology for constructing a generalized desirability indicator developed
by E.K. Harrington [15].

Table 1
Desirability scale

Gradation names (linguistic meanings) Numerical intervals
Vary bad 0-0.2
Bad 0.2—0.37
Acceptable 0.37-0.63
Good 0.63—0.8
Very good 0.8—1

The generalized Harrington desirability function provides a mechanism for converting complex top-
ological characteristics into homogeneous numerical parameters, which greatly simplifies further in-
terpretation and analysis. The application of this approach allows not only to more accurately assess
the scale of deviations, but also to optimize the comparison process, making it more transparent and
accessible to perception.

To determine the estimate, a “desirability curve” (one of Harrington's logistic functions) is used,
given as follows [13]:

d(x)=exp [—exp(—y(x))],

where y(x) represents the encoded values of individual characteristics (scalar value), and x is a varia-
ble indicating the level or value of each characteristic. The x-axis is interpreted as a scale of individual
indicators, and the d-axis is interpreted as a desirability scale, divided into five discrete ranges that de-
termine the degrees of deviation.
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=
I

The generalized desirability index is calculated as a geometric mean according to the formula [14]:

D= H:ildl’

where m is the number of individual quality criteria; d,' is the individual scores for each criterion.

The choice of the geometric mean in constructing a generalized desirability indicator is because the
geometric mean plays the role of a “smoothing” mechanism that reduces the effect of random fluctua-
tions in estimates and provides a more stable and adequate overall picture of quality [15].

Thus, the mechanism of forming a generalized desirability index works as a highly sensitive filter that
allows to identify significant deviations and evaluate them by a comprehensive desirability scale.

Experimental results

In the framework of the study, the data obtained from the Supercomputer center Polytechnic and
presented as a source of information on the effectiveness of performing computational tasks were select-
ed as the analyzed data.

The studied dataset contains 1545793 records of launched tasks and their execution results. A task
may be completed successfully or it may not be completed due to a user error or lack of the requested
execution time. Information about each task contains the number of requested resources (processors
and supercomputer nodes), as well as the results of the task, including how many and what resources
were issued, when and how the task was completed. In addition, 10 problem areas were identified: as-
trophysics, bioinformatics, biophysics, energetics, geophysics, I'T, mechanical engineering, mechanics,
physics, and radiophysics. Each task belongs to one of them.

Data analysis was made based on the following job parameters from the dataset:

RegNodes — Requested minimum amount of nodes for the job/step.

ReqCPUS — Number of requested CPUs.

CPUTimeRAW — Time used (Elapsed time * CPU count) by a job or step in CPU-seconds.
ElapsedRaw — Job's elapsed time in seconds.

AllocNodes — Number of nodes allocated to the job/step. 0 if the job is pending.
AllocCPUS — Count of allocated CPUs.

TimelimitRaw — What the time limit was/is for the job. Format is in number of minutes.
Priority — Slurm priority.

. Partition — Partition on which the job ran (the name of the cluster, e.g., Tornado).

Th1s data combines user requests for computing resources with detailed performance metrics in the
form of time series, including key parameters such as the requested and actual task execution time, the
amount of processor time used, the degree of launch success, and other critical performance indicators.

Fig. 1 provides a visual representation of the multidimensional nature of these time series for one
particular user. On the graph, each point represents a snapshot of the system state for one of the tasks —
thus, a sequence of 15 such points reflects the results of the analysis for 15 sequentially completed tasks.

For each user, data is extracted and examined individually, taking into account all characteristics as
part of a single multidimensional time series, using an approach where the transformation is carried out
using a Takens embedding based on an algorithm for selecting parameters based on L-statistics. Due to
the complexity of time series that require embedding in a space with a dimension of at least 2n + 1, a
direct visual representation of this point cloud becomes unrealizable at dimensions d > 3.

However, using the theory of persistent homology, we transform these point clouds into analytically
controlled information. We create filtered Vietoris—Rips complexes that allow to extract persistent ho-
mology and construct average Betti curves for each user. This process forms a unique “topological por-
trait” of the user, which reflects his characteristics and behavior within the framework of computational
tasks [16].
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Fig. 2. Betti curves of the user profile

Fig. 2 illustrates an example of such a user profile in the form of Betti curves, where each step on the
curve reflects changes in the topological structure of user data, taking into account different levels of
detail and time scales.

To create a reference profile of the “ideal” user, we used a time series of the most successful users
selected according to two criteria: more than 95% successful completion of tasks and a minimum devi-
ation in the use of resources from the stated needs. The results of this analysis are presented in Fig. 3,
showing Betti curves reflecting optimal topological behavior characteristics.

Table 2 shows the results of evaluating the comparison of several user profiles with a reference profile.

Thus, the proposed methodology allows to compare current user behavior with historical data as well
as to provide a quantitative assessment of their behavioral effectiveness, the basis for determining the
level of trust in each user.

However, it is worth noting the limitation of this approach: for new users, it is required to collect a
sufficient amount of initial data to accurately build their profile and reliable assessment. A lack of initial
data can make it difficult to accurately model behavior and leads to inaccuracies in the assessment.

Conclusion

Within the framework of this study, an algorithm based on topological data analysis is proposed,
which builds user profiles of a supercomputer center with acceptable computational complexity using
simple and effective procedures for identifying behavioral patterns. This approach demonstrates a wide
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Table 2
User profile ratings
Desirability assessment User performance
User Numerical Linguistic Percentage of successfully Estimation error
evaluation value completed tasks (average absolute logarithmic error)
0 0.115 Very bad 0.369 3.875
1 0.824 Very good 0.698 2.838
2 0.339 Bad 0.33 2.556
3 0.085 Very bad 0.001 4.261
4 0.787 Good 0.611 3.06

potential in the field of detection and evaluation of deviations. Experimental verification of the method
based on real data from the SCC Polytechnic confirmed the high applicability of the methodology in the
context of the development of intelligent task allocation management systems.

This approach helps to increase the efficiency of using the resources of supercomputer platforms,
ensuring optimal allocation of tasks and reducing unnecessary costs, ensuring fairness and transparency
of access to resources for all users, based on their behavioral characteristics. It also potentially provides
tools for predicting system load and strengthens the security of platforms, allowing timely detection of
abnormal activity and prevention of possible threats.

The development of adaptive dispatch systems that would take into account the dynamics of user be-
havior and quickly respond to changes in their requests and needs, and the integration of the developed
technology with existing supercomputer infrastructure management systems, which will enhance their
functionality and increase the efficiency of resource management, are promising for the development
of this method.
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Abstract. It is well known that the efficiency of task dispatching in any supercomputer system
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system, which is supplemented with two fundamental clarifications that reflect the features of
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AnHoTamusa. XopoI1o U3BeCTHO, YTO 3(p(PeKTUBHOCTh AMCIIETYEPU3ALINU 3a0a4 B JTI000i Cy-
MEPKOMITBIOTEPHON CUCTEME OIPEACNSIETCS, MPEXAE BCEro, aJeKBATHOCTbIO HCIIOJIb3YEMOM
MOJIEJId CHUCTEMBbI, a TaKXe TOYHOCTbIO OLIEHKM IMapaMeTpoOB caMoil 3Toi momaenu. B craTeke
MpeaiaraeTcsl HoBast BEpCUsl MOIEIU CYIIEPKOMIIBIOTEPHOIO KJIACTEPA, OCHOBAHHAs HA TUIIO-
BOI MOMIEIM CUCTEMBI MacCOBOTO OOCTY:XKMBaHUS Kitacca M/M /oo, KOTopasl IOMOHEHA TBYMSI
NPUHLUNUATbHBIMA YTOUHEHUSIMU, OTPAXKAIOIIUMU OCOOEHHOCTU (DYHKIIMOHUPOBAHUS CyTep-
KoMIbloTepa. Bo-mepBbIx, BpeMsi 00pabOTKM KaxI0ro 3adaHusl OrpaHUIMBACTCS AUCTIETIYECPOM
C TIOMOIIbIO HEKOTOPOM CIIyYaiHOUW BEJIMYMHBI, PACOPEAECIEHHOM IO MOKA3aTEJIbHOMY 3aKOHY.
Bo-BTOpEBIX, cUMTAETCS, UTO KaxX/aasi HOBas 3ajada TPeOYeT MJIsl CBOETO BBHIMOJIHEHUS BbIACICHUS
el cmyyaifHOro yrciia KaHaJIoOB 00CyKUBaHuUs (mpoueccopoB). [TapaMeTpbl mpemokKeHHO MO-
JIeJIM MacCOBOTO OOC/TY>KMBAHMS OLIEHMBAIOTCS HA OCHOBE CTaTUCTUYECKO 00pabOTKU JaHHBIX,
MOJYYEHHBIX B XOJIe pPacueToB, paHee BBIMOJHEHHBIX Ha cylepKoMnbloTepe. [IpuBonsatcs psia
MIPUMEPOB UCIOJIb30BaHUs pa3paboTaHHO# Moaenu. JIist pacuera mapaMeTpoB CUCTEMbI MacCO-
BOTO OOCIIy>KMBaHMSI MPeIaraeTcsi MCMoJb30BaTh METO IMTPOM3BOASIINX (DYHKIIUA.
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Introduction

Analytical research of supercomputer systems is of significant theoretical and practical interest. Cur-
rently, it is generally accepted that when modeling computer systems, the use of queueing theory is an
adequate apparatus [1, 2]. Supercomputer systems (computer clusters) are extremely complex technical
devices. If we try to model such a device as accurately as possible with all the smallest nuances of its be-
havior, the resulting mathematical model turns out to be very complex and, as a rule, makes its detailed
analytical study very difficult. Therefore, it seems reasonable to start with a study of a simplified model,
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which so far takes into account only the most important, fundamental factors that reflect the very essence
of the phenomenon under study.

The queueing model proposed in this article, designed to describe the behavior of a supercomputer,
takes into account two such factors that are fundamentally important for its functioning. First, it is
necessary to take into account that each newly received service request may require a random number
of service channels (processors) for its execution. Second, the execution time of each service request is
limited in a certain way by the task manager. We will examine in more detail each of the two above-men-
tioned assumptions.

Queueing systems with a branching process for executing requests, in which each request is processed
by several servers at once, form a special new class [3, 4]. In the English-language scientific literature
such systems are called “the fork-join queueing systems”. There is no generally accepted terminological
analogue in Russian-language literature yet. Some authors [3, 4] suggest using a term in Russian that is
translated in English as “parallel serving systems”.

In this article we will consider a parallel processing system in which each service request is split into
a random number of subrequests. Such queueing systems began to be studied quite a long time ago, back
in the early 1980s [5, 6]. The general idea of the functioning of a fork-join system is as follows. Its input
receives a random stream of calls (requests). At the time of receipt, any request is divided into a random
number of smaller related requests (subrequests), each of which can be processed by one of the system
servers.

Currently, a large number of works concerning various aspects of the study of fork-join queueing sys-
tems have already been published. They can be found, for example, using a detailed review by A. Thom-
asian [7] or the recently published monograph by S. Sethuraman [8]. Unfortunately, all these works do
not take into account such a practically significant factor as the presence of a limitation on the time for
executing requests by the service channel. Meanwhile, when using these models to describe the behavior
of a supercomputer, the presence of such restrictions is fundamentally important. For example, accord-
ing to the “Polytechnic Supercomputer Center” of Peter the Great St. Petersburg Polytechnic Universi-
ty, up to 70% of tasks are removed from calculations ahead of schedule by the dispatcher program.

Restrictions on the execution time of applied tasks on a supercomputer cluster are formed in a rather
complex way. The approximate task execution time specified by the user, the dispatch algorithms un-
derlying the work of the task scheduler, and the system of priorities and push-out mechanisms used play
a role here. In practice, the limitation on the time it takes to complete tasks appears as some random
variable.

Description of the mathematical model of the queueing system

In this section, we will describe in more detail the queueing system under study, the functional dia-
gram of which is presented in Fig. 1. This system works as follows. The system input receives the sim-
plest (that is, stationary Poisson) flow of requests with A intensity. In such a flow, all intervals T, between
request are independent and distributed according to the same exponential law with probability density

a(t)=nre™, (1)
so that the average interval between requests T is inversely proportional to the intensity of the flow

-1
T= (2)

A fundamentally important distinctive feature of our system is that it is multi-channel, and con-
tains an unlimited number of service channels (servers), and each request entering it requires servicing
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Fig. 1. Functional diagram of the queueing system under study

simultaneously by a random number of servers. The process of executing request can be represented as
follows. First, any request can be divided into a number of smaller elementary requests (subrequests), each
of which can be executed using only one separate server.

Let us denote the random number of subrequests into which one complete request is divided by the
symbol 0. The variable 0 is a discrete integer random variable, which is characterized by the following
distribution series:

o, =P{0=i}, (i=1). (3)

Without loss of generality, we assume a,= 0. Here it is assumed that the values 0 related to different
requests are statistically independent and that all of them do not depend on the intervals between the
requests appearance T,.

All service channels (servers) are considered identical, and the execution time of any elementary task
(subrequest) on each of them is distributed according to an exponential law with the parameter L. This
means that the probability density of service time X is expressed as

b(x)=pe ™, )
and average service time X is given by the formula

¥l (5)
n

The parameter | has the meaning of service intensity.

Our model introduces another important complication that distinguishes it from standard models
of queueing systems. The task execution time is limited by the task manager. This dispatcher (special
program) issues a constraint in the form of a random variable Z, distributed according to a given law
with a known probability density c(z). If the inequality Z > X is satisfied, then the service process is
considered successfully completed. When the opposite inequality is satisfied, Z < X, the task is removed
from execution and sent to the loss flow. In the favorable case, when all the elementary tasks that make
up the complete request have been successfully completed, the request as a whole is also considered
completed. Otherwise, the entire request is rejected and sent to the loss flow.
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This article will examine in more detail the case when the upper bound on the service time is distrib-
uted according to the exponential law of the form

c(z)=ve™, (6)

where v is the intensity of tasks being removed from execution by the dispatcher. In this case, the average
time that dispatcher provided to each task for execution is expressed as

z = l (7)
A%

The numeric parameter z is one of the most important parameters for the task manager and can be
set accordingly.

As a result of the system operating in accordance with the service process discipline described above,
the incoming flow of requests is divided into two new flows: the outgoing flow of fully serviced requests,
as well as a loss flow, including requests removed from processing by the dispatcher of tasks. It should
be mentioned that the calculation of the loss probability, that is, the probability getting into the second
stream, represents an important practical problem.

Obtaining a system of Kolmogorov equations

We will characterize the state of the system described in the previous section using the number of
servers (service channels) N(t) occupied at time #. The indicated process is Markov process [9]. Let us
introduce the probabilities of the states of the considered process

P (1)=P{N(t)=n}, (n=0,). ®)
Process N (t) is ergodic [9], therefore there are final probabilities
P, =limP, (1), (n=0,) ©)

that do not depend on the initial state.

The labeled state graph for the process considered has the form shown in Fig. 2. In order not to
clutter the figure, it shows in detail the picture of transitions only for three states: » =0, n = 1 and an
arbitrary n > 0. From the transition diagram it is clear that from the state # = 0 you can go to the state
n > 0, located in the right part of the figure, with intensity Xan, and you can return to the state n = 0 only
from the state n = 1, and with intensity |l

A state with an arbitrary # > 0 can be reached from any state i located to the left of n, with intensity
kanﬂ., since a new service request is allowed, designed to use an arbitrary number of servers. Similarly,
from the state n > 0 you can reach any state i > n, located to the right of 7, with intensity X(XH. In this
case, the total intensity of the transition to all states lying to the right of 7 will obviously be equal to A,
since the distribution (3) the normalization conditions is always satisfied, which has the form

ioci =1. (10)

i=1

The only way to return to the state #» on the right is to move back from state (n + 1) with intensity

(p + v) (n + 1) .
Using the labeled state graph in Fig. 2, we can write the Kolmogorov system of equilibrium equations
according to the usual rules [9]:
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Fig. 2. Labeled state graph for the queueing system under consideration

—A\p, +(M+V)p1 =0, n=0,

n-l (11)
—[7\.+(H+V)I’l:|pn +(n+v)(n+1)p,., +Zkan_ipi =0, n>0.

i=0

Equations (11) express the balance of random flows that occurs when the system occupies state num-
ber n. In this case, terms with a minus sign are equal to the intensity of flows leaving state #n, and terms
with a plus sign correspond to all possible flows entering this state. Then physical meaning of the equi-
librium equations (11) is that in a steady state, for all states of the system, the intensity of incoming flows
must be equal to the intensity of outgoing flows.

Equations (11) can be rewritten in a universal form, if we introduce the concept of “empty sum”. A
sum is called empty, if its lower summation limit is greater than its upper summation limit. This amount
is considered to be zero by definition. Then equations (11) can be rewritten as one equation valid for all
n>0:

—[A+(u+v)n]p, +(u+v)(n+1)p,., +nz_1:7uocn7[pi =0, (n =0,_00) (12)

i=0

Note, that when n = 0, the third term in (12) is an empty sum.

Writing equations in the form (12) is more convenient, when using the method of generating func-
tions, which will be discussed below.

At the end of this section, an important note should be made. In our system, the total intensity at
which request processing on the server stops is equal to p + v. From the point of view of the final prob-
abilities of the state, it does not matter at all with what intensity this request will be fully serviced, and
with what intensity it will remain unserved, since it will be removed from service by the dispatcher. If
the total intensity of termination of processing requests L + v is given, then the form of the Kolmogorov
equations and the values of the final state probabilities are also specified uniquely.

Therefore, for example, in a system without a dispatcher but with the same L + v service intensity
as before, the final probabilities will be the same as in our system. Of course, the loss probabilities in
the two above-mentioned systems will be completely different. A special section of this article will be
devoted to calculating the probability of losses.

The generating functions method

The concept of generating functions is a powerful tool for solving problems involving the analysis of
numerical sequences, such as the sequence { pn}jzo of state probabilities in our case. The idea of the
method is to move from considering an infinite set of variables p depending on an integer index 7, to a
single function depending on a continuously changing argument.

Let us introduce the generating function G (Z) for probabilities p in the form of the following power
series
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0

G(z):anZ", (|Z|Sl). (13)

n=0

The function G is guaranteed to exist at least in region |z| < 1, since the series

>p, =1 (14)

is undoubtedly convergent.
To calculate the function G(Z), multiply both sides of equality (12) by z" and sum over all n from
zero to infinity. The resulting sums are converted as follows:

inpnz" = zi pnz' =z degz) , (15)
n=0 n=0
i n+1 pn+lZ _ann dG(Z) (16)
n=0 n=l1 dZ

Double sum is calculated by changing the order of summation

(x’nfipiz i a‘n lplZ _Z Z (X’n lplZ =

n=0 i=0 n=1 i=0 i=0 n=i+l
=>pz > a, 2" Zplz’Zockz =G(2)0(z2).
i=0 n=i+1 i=0 =1
Here by Q(z) we mean the generating function of the o, probabilities
0(z)=> o, 2", (l2]<1). (18)
k=1
After these transformations, equation (12) takes the form
dG dG
—}LG—(M+V)Zd—+(M+V)d—+7LGQ:O. (19)
z z

dG
Expressing the derivative d_ from here, we obtain the following differential equation for the func-
z
tion G(z):

G _ M 1-0(z)
dz p+v 1-z

G. (20)

It should be noted that the function Q(Z) here is known, since all probabilities o are specified ac-
cording to the conditions of the problem.
Equation (20) must be solved under the initial condition
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=
I

G(1)=1, 21

which is a universal general property of all generating functions, resulting from the normalization con-
dition (14) for the probabilities p .
Solving equation (20) under initial condition (21) we finally obtain:

A [ 1-0(s) .

G(z)=er" = (22)

Now let us look at some examples of applying the solution we just obtain.
Example 1. Each request is processed by only one server.
In this case, the probabilities o, are given in the form

a, =9,,, (i =1,f00), (23)

where Si , denotes the Kronecker delta symbol, and the generating function (18) is reduced to the sim-
plest linear function

Q(z) =z (24)

Then solution (22) is nothing more than an exponential of the form

A ()

G(z)=e" (25)

expanding which in powers of z we get

M Y n -
p,=e""” (E} , (n = O,oo). (26)

Thus, if each request is processed by only one server, then the total number of busy servers will be

. This result is well known from the

distributed according to Poisson’s law with the parameter
n+v

classical queueing theory as applied to the system of M/M /o class [9].

Example 2. Geometric law of distribution of the number of involving servers.

Let us assume that the number 0 of servers used to process a single request is distributed according
to a geometric law

o, =P{0=i}=(1-)a"", (i=1%), 27)

where 0 < & < 1 denotes the parameter of the geometric law. The geometric law is interesting because it
is the only discrete law that has the property of no aftereffect [9].
It is easy to show that the generating function (18) of the following form corresponds to law (27):

0(z)=2), (28)

| B 74

wherein
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1- Q(z) = ) . (29)
Substituting expression (29) into formula (22), we obtain

A7 ods

G(z)=e""" 1, (30)

The integral in the exponent (30) is tabular. Omitting a number of simple intermediate calculations,
we get

11—z

G(z):(l_%jw. 31)

Example 3. Average number of busy servers.
Using the general formula (20) for the generating function, one can easily find the average number
of busy servers in the entire system in steady state. It is well known, that

_ dG(z)
=M|N|= 32
T=MINI==2 (32)
also it’s obvious that
hnlll_lQ&:Q’(l):@, (33)
Z—> —-Z

where 0 denotes the average number of servers per processed request.
Passing to the limit as z — 1 in formula (20) leads us to the final expression

A
w+v

0. (34)

n=

Thus, the average number of busy servers in the system is directly proportional to the arrival rate and
the average number of servers per request and inversely proportional to the sum of the execution and
reset by the dispatcher intensities.

Calculating the probability of losing a service request

In the classical M/M /oo system, loss of requests is impossible, because such a system is an immediate
queueing system with an infinite number of servers. For any newly received request for service, there is
always a free server that begins to process it, and the service is always brought to its logical end [9].

In our system, processing also starts immediately after the arrival of request, but it may not be com-
pleted due to the intervention of the dispatcher (task scheduler), which dumps partially completed tasks
into the loss flow. As a result, each request leaving the system can end up in one of two flows: either in
the outcoming flow of fully serviced requests, or the loss flow formed by requests removed from service.
In this section we will calculate the probability of being in the first of these flows.

Let us denote by A the random event that the request is eventually fully serviced. We denote the prob-
ability of event A by P . Using the total probability formula, we can write
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P, ;P{A|6:k}7?{6:k}. (35)
Here 0 is the random number of servers that will be required to process the request in question. The
first factor in each term of the sum (35) has the meaning of the conditional probability of event A, pro-
vided that exactly & servers are required, and the second factor, according to (3), is equal to a,.
Let us calculate the conditional probabilities appearing in (35). To do this, we first find the partial
probability p that one server will successfully complete the processing of the subrequest assigned to it.
It’s not hard to understand that

p=P{X<Z}, (36)
where X is the execution time of the subrequest, and Z is the limitation on this time on the part of the

dispatcher.
As a result, we obtain a simple expression for the probability (35)

Pserv :za’kpkﬂ (37)
k=1

in which p remains unknown for now.
To calculate the probability p, we introduce a joint law of distribution of random variables X and Z,
which we denote by fxz (x, Z). According to the assumptions made at the beginning of this article, we get

fe(x.2)= £.(x) £.(2) =b(x)c(z) = pve ), (38)

Probability (36) is represented as an integral

=1\ (x, z)dzdx, (39)

O ey 8
= —— 8

which, due to the fulfilment of (38), can be easily calculated

p=uf_v. (40)

Substituting this expression into (37), we obtain

_N wo Y B
Pm—;ock[wvj —Q(MV], (41)

where Q(z) is the generating function (18) for the probabilities a,, describing the distribution of the
number 0 of servers involved in one complete request processing.

If we use the original formulas (5) and (7), then the expression (40) can be rewritten in the equivalent
form

N|

p= ; (42)

N|
+
=|
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Fig. 3. Dependence of probability P__ on the average time of limitation z for Example 4 for X = 1

which gives an alternative expression for the desired probability

PWV:Q( d j 43)

Z+Xx

Now let us consider some examples that explain the application of the resulting formulas.
Example 4. Requests without subrequests.
In Example 1 the probabilities are given in the form (23), which leads to the generating function
given (24), and then for the probability of successfully completing tasks we get the simplest expression
z
P = (44)

Uz X

The dependence of probability (44) on the average time of limitation is shown in Fig. 3. The graph
shows that when inequality Z > X is satisfied, the probability of successful completion of tasks will be
greater than the probability of their early reset. With the opposite sign of inequality Z < X, on the contrary,
the reset will, on average, occur more often than the normal standard completion of calculations.

If some critical value for probability (44) is specified in the form Pcr and it is required that probability
P, exceedit, then z must be higher than the critical value

P
z =x—<—, 45
cr l—PL‘r ( )

Example 5. Requests that are divided into a fixed nonrandom number of subrequests.
Let us assume that the probabilities o are expressed in the form

o =0, (46)

where k is some integer positive, so that the generating function (18) turns out to be equal to the speci-
fied integer power of z

0(z)=z" 47)

Then using formula (43) we get
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|

Fig. 4. Dependence of probability P on the average time of limitation z
for Example Sfork=1,3,5and x =1

Pserv:( d j (48)

Z+Xx

A graph of dependence of Pserv on Z for different k, relating to this case, is shown in Fig. 4.
The behavior of the curves in Fig. 4 shows that an increase in the number of servers involved leads to
a decrease of the probability of successful completion of tasks.

Conclusion

In this article, we used an appropriately modified classical model of the M/M /oo queueing system
to mathematically describe the behavior of a supercomputer cluster. In this model, each service request
needs to use a random number of servers (processors) simultaneously. Service occurs according to an
exponential law, identical for all running servers. The incoming flow is assumed to be the simplest (sta-
tionary Poisson). The execution time of each service request is limited by the dispatcher (task scheduler)
by a certain random variable distributed according to an exponential law. If during this time the task has
not yet been completed, then the task is discarded from service and falls into the loss flow. The paper
provides an analytical solution to the described problem using the method of generating functions. The
main contribution of this article is that it explicitly obtained the law of distribution of the number of
busy servers, as well as the probability of successful completion of tasks in the form of a certain function
of the average time limitation. The probability that any task will be completed to its logical end is one of
the main indicators of the quality of a computing cluster.
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Abstract. The paper is devoted to the development and testing of a remote biomonitoring
system based on the phenomenon of plethysmography. This phenomenon allows not only to
measure a person’s pulse rate non-invasively, but also to assess physiological state of the person. At
the first stage of the system operation, it is necessary to detect regions of interest. This operation
can be effectively implemented using neural networks. The task of face recognition was performed
by the YOLOv7-tiny architecture, due to its speed and the ability to run on embedded systems.
For the detected face, a rectangle was created, whose coordinates indicated the boundaries of the
face. Next, the average brightness of the selected areas is calculated and stored in the dataset. By
performing fast Fourier transform (FFT) for a given set, it is possible to obtain a signal spectrum.
Using methods of digital signal processing, it is possible to filter the signal and select the part of
the spectrum of interest in the region of 0.7—3 Hz. The maximum amplitude of the harmonic will
correspond to the current pulse.
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Annoranus. CtaThbsl MOCBsIIIEHa pa3pabOTKe M TECTUPOBAHUIO CHUCTEMbl JUCTAHIIMOHHOTO
OMOMOHUTOPUHTA HA OCHOBE SIBJIEHUSI TUieTu3Morpacduu. JJlaHHoe siBIeHre MO3BOJISIeT HE TOTb-
KO HEMHBA3MBHO U3MEPUTH MYJIbC YEJIOBEKA, HO 1 OLCHUTH ero (PU3MOJIOTUIECKOE COCTOSHHUE.
Ha nepBom aTame paboOThl CUCTEMBI HEOOXOAMMO JAETeKTHUPOBATh 00JacTU MHTepeca. JlaHHas
onepanusi MOXeT ObITh 3((GEeKTUBHO peaqn3oBaHa ¢ MCIIOJb30BaHUEM HEHMPOHHBIX ceTeil. 3a-
Jlayy pacro3HaBaHUs Julla BbIMMOJHsIAa apxutekTypa YOLOV7-tiny, 3a cueT ObICTPOAECTBUS U
BO3MOXHOCTH 3allycKa Ha BCTpauBaeMbIX cucTeMax. sl 1eTeKTUPOBAHHOTO JIMIA CO3AaBaICs
MPSIMOYTOJIbHUK, KOOPJAMHATBI KOTOPOTO 0003HAYaIM TpaHUIIbI Julia. Jlajee ocyliecTBIsieTCs
BBIYMCIICHUE CPEHEI IPKOCTU BHIOPAHHBIX 00JIacTeil U COXpaHEeHUE B HAOOpe JaHHbBIX. BbImon-
Hs1s1 Beictpoe npeo6pazoBanue Dypbe 1151 3a1aHHOTO HAGOPa, MOXKHO TTOJYYUTh CIIEKTP CUTHA-
na. Ucnonb3yst MeToAbl LM(pPpOBOii 00pabOTKM CUTHAJIa MOXHO OT(GUIBTPOBATh CUTHAN U BbI-
NeJIUTh UHTEPECYIOIINI Hac ydyacToK criekTtpa B paiioHe 0.7-3 1. MakcuManibHas aMIIdTyna
TapMOHUKHU U OY/IET COOTBETCTBOBATDH TEKYIIIEMY ITYJIbCY.

KnroueBbie cj10Ba: TUCTAHLUMOHHBI OMOMOHUTOPWHT, TeJIEMEIULIMHA, YaCTOTA CEPAEUYHBIX CO-
KpallleHu#, poToruieTusmorpadus, mpeodbpasopaHue Pypbe, HEPOHHAS CETh

Jlng muraposanms: Antonenko M.S., Budanov D.O., Zaitceva A.Yu. Non-invasive heart rate
measurement system based on video stream analysis // Computing, Telecommunications and
Control. 2024. T. 17, Ne 3. C. 84-92. DOI: 10.18721/JCSTCS.17308

Introduction

Nowadays, telehealth systems capable for monitoring human physiological parameters are a promis-
ing area of research. As a rule, these systems are used for non-invasive express diagnosis of pathological
conditions. Non-invasive method for measuring heart rate (HR) is based on the analysis of photople-
thysmogram that is the result of recording changes that occur when small vessels are filled with blood,
depending on the phase of the cardiac cycle [1]. This dependence is periodic and indicates the current
pulse of a person. Moreover, it can be obtained using a conventional camera. By performing frame-by-
frame image processing, it is possible to evaluate changes in skin tone and estimate current HR of a per-
son [3]. In this case, of particular interest in the measurement are forehead and under-eye areas, where
change in skin tone is most noticeable. Then, using methods of digital signal processing and computer
vision, it is possible to obtain information about the current HR from the brightness curve [4].

In this paper, the algorithm for determining regions of interest (ROIs) on a person’s face in a video
stream is proposed. To solve this task, it is necessary to detect a face in the frame and then select the
boundaries of the ROIs and outline them with geometric primitives (rectangles). At this stage, high-per-
formance neural network models should be used. Next, the HR is calculated using classical signal anal-
ysis methods. Based on the results of comparison of existing models for face detection, a neural network

© AHTOHeHKO M.C., Byparos [.0., 3aiiueBa A.t0., 2024. WU3aaTenb: CaHKT-IMeTepbyprckuii NoNMTEXHUYECKUIA yHUBEpCUTET MeTpa Bennkoro
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Fig. 1. Signal measurements: (a) original fingertip photoplethysmogram;
(b) first derivative wave of photoplethysmogram

with the YOLOvV7-tiny architecture was chosen. The algorithm for finding ROIs on a person’s face is
based on coordinate regression, which is used to find the coordinates of a fixed number of points. To
carry out coordinate regression it is possible to use a convolutional neural network based on the Mobile-
NetV2 architecture [5].

Photoplethysmography

Photoplethysmography is the method that evaluates changes of blood volume in blood vessels each
time a heart beats [1] (Fig. 1).

The arterial pulse waveform can be separated into three distinct components:

» The systolic phase, characterized by a rapid increase in pressure to a peak, followed by a rapid
decline. This phase begins with the opening of the aortic valve and corresponds to the left ventricular
ejection.

» The dicrotic notch, which is widely believed to represent the closure of the aortic valve.

» The diastolic phase, which represents the run-off of blood into the peripheral circulation [2].

The principle of photoplethysmography is based on determining the optical density of tissue. The
ROI is illuminated from one side, after which the scattered light reflected and transmitted through the
tissue area is received at the photodetector. The magnitude of its intensity is proportional to the change
in blood supply to the tissue during contraction and relaxation of the heart muscle. The more blood in
the vessel lead to an increase red blood cells that scatter light, the more light is reflected from them [3].

Optical methods of microcirculation analysis of biological tissues are based on the total spectral
optical parameters of the medium (reflectance, scattering, absorption). For different biological environ-
ments, it depends on the functional, physiological and pathophysiological state of tissues, on their anat-
omy as well as on the percentage concentration of certain endogenous tissue chromophores in them,
different forms of hemoglobin, connective tissue collagen, fat, water, melanin, etc. Each tissue chromo-
phore has its own and specific spectral characteristic, which makes it possible to identify these molec-
ular compounds by optical methods and distinguish them from other chromophores contained in the
biological tissue. On this basis, methods have been developed that are now actively and quite successfully
used in clinical practice. It can be single out the well-known and widespread method of pulse oximetry,
which is accurate enough in assessing microcirculation and oxygen saturation. In addition, this method
is fast and accessible, but has some significant drawbacks and limitations in interpreting the result [4].

The disadvantages of such methods and systems are as follows:

» The patient's movements can greatly affect the measurement result.

» Poor tissue perfusion distorts the measurement result and, as a consequence, this method depends
on the pulse component.
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Fig. 2. Steps taken to extract the heart rate from facial video

« Ifthere is abnormal hemoglobins in the blood, such as methemoglobin, the result may be unreliable.

* Microcirculation can be assessed only on certain skin areas: finger/nose/earlobe.

* The technique does not show the status of tissue microcirculation in the periphery, does not ana-
lyze the integral result and requires subjective interpretation of the result by medical personnel.

Changes in the parameters of backscatter radiation, in conjunction with a certain sequence of chang-
es in the color of tissues on the face, can be recorded by wearable sensors and video camera, processed
by machine learning methods to determine the presence and degree of microcirculatory pathology [5].

Heart rate determination algorithm

This section describes the basic steps taken to obtain the HR based on changes of skin tone. The
entire algorithm is presented in Fig. 2.

At the first stage it is necessary to obtain an image from the camera, then detect a face and select
ROIs (in this case, forehead and under-eye areas). This step is performed using the OpenCYV library.

At the next stage, the average brightness of each selected area is calculated. By determining this value
frame by frame for each moment of time, it is possible to obtain the dependence of changes of skin tone
over time (photoplethysmogram). To obtain the numerical value of the HR, it is necessary to process the
received data [7]. This can be achieved by the use of Fourier transform to convert a function from the
time domain into the frequency domain. Then, the frequency with the largest amplitude in the range
of 0.75—3 Hz is selected from the obtained spectrum. This value corresponds to the numerical value of
the HR.

The raw heartbeat signal contains other extraneous high and low frequency components due to am-
bient color and motion noise induced from the data capturing environment. Therefore, to increase
accuracy approximation algorithmes, filters, and signal division into modes are applied [7, 8].

Using methods of NumPy statistical data processing libraries and Matplotlib data visualization li-
braries, the following results were obtained (Fig. 3, 4).

To process the data, first, the average value of the entire set is subtracted to eliminate the constant
component of the trend. Next, appropriate filters are applied to eliminate high and low frequency com-
ponents. After the Fourier transform and obtaining the spectrum, the maximum is checked against the
average value to detect a static image (Fig. 5).

Results of heart rate calculation

The next step is to obtain, detect and outline a face with a primitive rectangle (bounding box). To
solve this problem, a neural network for real-time object detection YOLOv7 was used. YOLOv7-tiny is
the most compact and fastest model, suitable for use on devices with limited resources. Memory con-
sumption and a recognition time were taken into account when choosing the architecture of the neural
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Fig. 6. Interface of an application for heart rate detection

network used in this paper. YOLOvV5 and YOLOV6 offer different model sizes as well, however, on average
they are more resource intensive. Developers provide a comparison of different versions of the YOLO
model in [9]. In [5], for this neural network, recall, accuracy, and average accuracy were used as tracked
metrics, which reached 68.7%, 62.2%, and 86.2%, respectively. All operations are performed during the
single iteration unlike other detection algorithms that need to repeat the same image processing many
times, such as algorithms based on region proposal networks [9]. To train the model the Wider Face
dataset' was used, which contains 32203 images with 393703 labeled faces. Each image has the size of
640x640 pixels. During model training, the computational TPU cores were used in Google Colab with
the following parameters: number of epochs — 17, batch size — 16, workers — 4.

The software part of the proposed system, containing a trained model with a HR detection algorithm
and a user interface, was executed on two hardware platforms: CPU-based and GPU-based. The first
platform consisted of AMD Ryzen 7 3700U CPU and 6 GB of RAM. The second platform consisted
of GeForce RTX 3070 GPU with 32 GB of RAM. The GPU contained 5888 CUDA cores and 8 GB
VRAM, which makes the performance of the platform several orders of magnitude better. Then a video
stream from a web camera was sent to the input of the trained model and a face was detected. The re-
sulting coordinates of bounding box were used in the HR calculation algorithm, for which the average
brightness was calculated in the whole detected area. The image processing window is shown in Fig. 6.
As can be seen from the left side of the figure, the camera detects a face and outlines it. The probability
of detection and average brightness are shown on the top of the bounding box. The right side of the fig-
ure contains a graph of brightness (absolute value) over time (sec). This curve is polyharmonic due to the
constant change in frame size and parasitic facial movements.

According to the obtained results, the influence of the camera matrix resolution prevails over the
influence of the illumination level. Therefore, the influence of the illumination level will not be con-
sidered further. The frame rate of the video stream must be at least 30 fps (supported by any modern
web-camera). The minimum image resolution is 640x640, since a dataset with images with this resolu-
tion was used to train the model.

Fig. 7 shows the signal spectrum before and after filtering with a high-pass filter with a cutoff fre-
quency of 0.7 Hz. The pulse in the state of calm is 58—65 beats per minute, which corresponds to a peak
around 1 Hz.

To identify the dependence of measurement accuracy from the performance of the prototype of the
proposed system, measurements were carried out on two platforms: GPU (CUDA) and CPU. The re-
sults of executing the proposed application when varying the spectrum counting points are presented in
Table.

Table 1 shows that calculations on the CPU have unacceptable accuracy and require more time to
measure, due to the fact that video processing on the GPU occurs in real time (30 fps), while on the CPU
itis 2—3 fps. As a consequence, peaks are often missed and a lot of useful information is lost. The number

! WIDER FACE: A Face Detection Benchmark, Available: http://shuoyang1213.me/WIDERFACE/ (Accessed 13.09.2024)
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of points for fast Fourier transform does not greatly affect the accuracy of measurements. However, the
more points used, the more reliable results are, as there is less influence of unnecessary accidental facial
movements. At the same time, the speed and complexity of calculations increase proportionally. From
this point of view, it is optimal to use 128 points. For embedded systems, it is possible to use the NVIDIA
Jetson platform. This single board computer has a small size and low power consumption. In addition, it
contains GPU with high-performance CUDA cores suitable for machine learning tasks.
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Fig. 7. Signal spectrum
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Table
Comparison of actual and received values from the platform
Ne Obtained Real Number of points Computing platform Error
1 60.7 69 256 GPU 8.4
2 62 74 256 GPU 12
3 59.4 69 256 GPU 9.4
4 54.3 70 128 GPU 15.7
5 56 66 128 GPU 10
6 66 69 128 GPU 3
7 39 65 256 CPU 26
8 51 64 256 CPU 13
9 33 68 128 CPU 35
10 42 65 128 CPU 23

The article [7] uses a similar method for measuring HR based on changes in skin tone, as well as
micromovements of the face. To remove/reduce the extraneous frequency components and trends from
the signal it was decomposed using Hodrick-Prescott filter. The accuracy of the proposed method was
compared with state of the art color and the motion-based methods of [11—12]. The overall error rates
are less than 10% for HR estimation by counting the number of peaks for both motion and color signals.
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In the description of how the application “webcam-pulse-detector” works?, it says, that data was collected
by “measuring average optical intensity in the forehead location, in the subimage's green channel alone (a
better color mixing ratio may exist, but the blue channel tends to be very noisy)”. Measurement accuracy is
not given, however, with a good lighting and minimal noise due to motion, a stable heartbeat should be iso-
lated in about 15 sec. In this paper, it takes 16 seconds to measure heartbeat rate using 128 points.

Several methods are considered in [10] to achieve an error of 5 beats per minute.

An illumination rectification method by using two points on the skin of the face in the same frame
to extract the green spectrum of each point was proposed in [15]. After that, independent component
analysis was applied to extract the photoplethysmography signal from the two green spectrum signals.
Therefore, treating the effect of illumination variance as a blind source separation problem. ROI selec-
tions criteria using facial landmarks fitting was proposed by the authors of this article as well.

Conclusion

Remote biomonitoring plays an important role in modern telehealth systems. It allows to measure
non-invasively the basic parameters of a person’s physiological state without taking samples in a few
seconds using only a camera and specialized software. In this work, a system for measuring HR based
on analysis of video stream was proposed. The results of the experiment showed that for the correct and
affordable work of the system it is necessary to use a GPU in a hardware part of the system. Therefore,
currently proposed system has low accuracy since the entire area of the rectangle that contains face is
taken into account, however this expands the measurement capabilities. In the future work, to increase
accuracy, a neural network model to detect ROIs on the human face will be developed and applied.
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Abstract. This paper describes an approach to the implementation of a system that would
allow automatic database model generation from a natural language description given by the
user. Different machine learning technique, such as transformer, named entity recognition and
relation extraction are considered and applied. The implementation of the neural network model
uses the capabilities of the spaCy framework to organize a generic pipeline for training. Off-the-
shelf implementations of some individual components from spaCy are also used, while the rest
are custom. Moreover, we describe the process of gathering and preparing raw data for training a
neural network model, and generating a proper corpus from them. For this purpose, a specialized
annotating tool, Doccano, is used, which satisfies all requirements and is freely available. Finally,
the paper presents the model parameters used in training and the performance metrics obtained.
We’ve been able to achieve great results for the named entity recognition component, while the
performance metrics of the relation extraction component can still be improved. The paper
concludes with possible directions for further work on the implementation of the described system,
including the relation extraction component improvements and new features implementation.
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ABTOMATUYECKOW FrEHEPALLUM MOLEJIU BA3bl JAHHbIX
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AnHOTanuaA. B maHHOI cTaThe ONMMCHIBACTCS MOAXO K peaTnu3alliid CUCTEMbI, KOTOpasl O3B0~
Juna Obl aBTOMAaTUYECKM COCTABJISATh MOJENIb 0a3bl JAHHBIX 110 MPUBEAECHHOMY MOJb30BaTEIEM
OIMMCAHMIO Ha €CTECTBEHHOM sI3bIKe. PaccMaTpuBaOTCS M TIPUMEHSIIOTCS Pa3IAIHbIE METOIbI
MaIlIMHHOTO 00y4YeHMsI, TaKue Kak TpaHc(opmep, pacrio3HaBaHWE UMEHOBAHHBIX CYIITHOCTEN U
n3BjIedYeHNe oTHOIIeHU. [Ipy peaan3anmmyu HEPOCETEBOM MOIEIN TTPUMEHSIIOTCS BO3MOXKHO-
ctu dpeitmBopka spaCy st opraHu3aluy o0Iero mairuiaiiHa aist ooydyeHus. Takke UCTOb-
3YIOTCSI TOTOBBIE pealu3allid HEKOTOPBIX OTAEIbHBIX KOMIIOHEHTOB U3 spaCy, B TO BpeMs Kak
oCTaJibHbIE SIBJISIIOTCS MOJb30BaTebCKUMU. KpoMe Toro, B cTaTbe OMMchIBaeTCs Mpolecc cbo-
pa MCXOMHBIX JaHHBIX JUIST OOYYeHUsI HEMPOCETEeBOM MOJeH, a Takxke (hopMUpPOBaHUE U3 HUX
HaJjiexaniero Kopiyca. JIJis aTux meeit uCrob3yeTcs CrelinaaIu3upoOBaHHbBI MHCTPYMEHT IS
aHHoTHpoBaHUS — Doccano, KOTOPEIN YIOBICTBOPSIET BCeM (PYHKIIMOHAIBHBIM TPECOOBAHUSIM,
a TaKKe HAXOIUTCS B CBOOOTHOM mocTyrie. HakoHell, B cTaTbe IPUBOASITCS UCITOIb3yeMbIC TIPU
00yYeHUM mapaMeTpbl MOJEIN U IMOJIyUeHHBIE METPUKM MPOU3BOAUTEILHOCTU. B pesynabrarte
MPOBEACHHOIO UCCeA0BaHMS aBTOPaM yIaJIoCh TOCTUTHYTh BBICOKMX IMOKa3aTeaeil Aisi KOMIT0-
HeHTa named entity recognition, B To BpeMsI Kak ITOKa3aTeJIM MTPOM3BOAUTEILHOCTH JUISI KOM-
MoHeHTa relation extraction MOXHO ellle Yay4IlIuTh. B KOHIE CTaTbu TPUBOISATCS BO3MOXHBIC
HaIIpaBJICHUA JaJbHEUIIe pabOThI Ha pealn3aliieii ONMMCaHHON CUCTeMBI.

KioueBbie ciioBa: 06p360TKa €CTECTBEHHOTIO 43bIKa, pACIIO3HABAHME UMEHOBAHHBIX CYLIIHOCTEH,
M3BJICYEHUE OTHOIIEHUIA, aHaJIu3 TEKCTa, KJTaCCI/I(l)I/IKaHI/IH, PCIAIMOHHBIC 0asbl JaHHDbIX, ITO-
CTPOCHUC Mozeei

Jlng uutupoBanug: Lapin [.A., Sabinin O.Yu. Development of the system of automatic generation
of database model on the basis of the task text in natural language // Computing, Telecommunicai
tions and Control. 2024. T. 17, Ne 3. C. 93—102. DOI: 10.18721/JCSTCS.17309

Introduction

In today’s world, it is becoming somewhat of a mauvais to talk about the use of various information
systems in a certain area — so global has become the digitalization of all areas of human activity. It is
hard to imagine that today somewhere such systems are not used. This means that if information needs
to be collected, processed and used, it also needs to be stored. Hence, there is no diminishing need for
data storage tools and specialists, and approaches to this process are becoming more and more complex.
Thus, in the field of databases, because it is through these tools that information storage is provided,
specialists are increasingly in demand, with the growing number and complexity of information systems
being developed, as well as with the need to support and expand existing ones.

It is human nature to look for simpler ways of solving the tasks we are facing, especially if these tasks
become routine and take away time that should be spent on solving more complex requiring an indi-
vidual approach. Therefore, we are trying to teach artificial intelligence (AI) to solve such routine tasks
for humans, thereby freeing up resources for other tasks. Among other things, this is aimed at helping

© NanuH N.A., CabuHuH O.10., 2024. N3paTtenb: CaHKT-MeTepbyprckuii MONUTEXHUYECKUIA YHUBEPCUTET MNeTpa Benukoro
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people who do not have the necessary specialized knowledge in a certain field to get the opportunity to
use various tools, at least their basic functionality.

This article will discuss the process of developing such a solution based on AI, which would allow one
to create an initial representation of a relational database model based on the text description of the task
of building a database in natural language. Such a tool should allow specialists to save time when imple-
menting the developed database architecture, or when planning, being able to visualize different vari-
ants of possible architecture. In addition, such a solution will help to solve simple database development
tasks for students, startup teams that are unwilling or unable to hire a specialist, as well as people who
do not have professional knowledge in the database domain. The description of preliminary research as
well as an assessment of the possibility of creating such a system, is given in [1].

Description of the chosen approach

When developing a software implementation of the system of automatic database model generation
based on natural language text, we faced several major challenges:

1) to find logical entities in the text that represent the tables of the future model, as well as their
attributes;

2) to relate the attributes to the logical entities, to which they refer;

3) to determine data types for the attributes;

4) to determine constraints for the tables (mainly foreign keys).

This article will discuss the solution to the first two challenges. Thus, at this stage, it is necessary to
develop a software solution that would allow to input the text describing the modeling task in natural
language and at the output get a certain set of logical entities with their attributes found in the text.

We decided to use the Python library spaCy' as a basis for building a software implementation, as this
library offers a wide set of ready-made machine learning components for working with natural language
text processing tasks, available for different languages, including Russian. In addition, this library offers
a unified ecosystem of proprietary components, which can also include new, manually created compo-
nents, which ultimately provide a unified pipeline for training and using the final model.

SpaCy uses a deep learning approach consisting of four main stages: embedding, encoding, attend-
ing, and prediction [2]. That is, first, tokenization takes place, where each representation is given a
unique identifier and a table of word representations is formed, the size of which is determined by the
size of the corpus dictionary. As a result, a set of vectors containing different tokens is formed.

The second stage involves the formation of a matrix containing context vectors for each token. This
uses a combination of the Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRU) mod-
els instead of the usual recurrent neural network (RNN) implementation, since the hidden layer in
RNN is constantly being rewritten and thus accumulation of information is problematic, while LSTM
and GRU ensure that the results of the previous pass are saved for use in the next one. Finally, the result-
ing token vectors are composed of the vectors formed during the forward and backward passes.

The third stage uses the attention-mechanism to generate the final vectors. The last step, however,
depends on the implementation of the particular component.

It is also worth noting that spaCy allows us to create joint models using a shared context for compo-
nents, such as a vector store. We can use a transformer, or tok2vec component in the pipeline to form
token vectors, and then use its results in each subsequent component in the pipeline without having to
compute them again, as well as ensuring the integrity and equivalence of the store for all components.
In addition, spaCy allows any transformer implementations, such as loading and inserting models with
Huggingface into the pipeline.

When dealing with the first challenge — to find logical entities in the text that represent the tables
of the future model, as well as their attributes — an approach to natural text processing using machine

! SpaCy, Industrial-Strength Natural Language Processing, Available: https:/spacy.io (Accessed: 20.03.2024)
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Fig. 1. NER model architecture [2]

learning technique was required, which could help to find specific designated classes of entities in the
text depending on the context and the words themselves. Such a technique is called Named Entity Rec-
ognition (NER)?, and has been used and improved for quite a long time. This technique allows solving
tasks of determining named entities in text. Such tasks involve identifying certain entities that fall into
different groups (classes) in unstructured text. NER technique is often used to locate people, organiza-
tions, geographic locations, etc. in text. Our task also fits well under this category of tasks, since we are
solving a similar problem of locate entities belonging to a specific group in unstructured text. Thus, us-
ing NER component allows us to solve the problem of searching in text for logical entities and attributes.

To implement NER component, spaCy uses a transition-based system based on the fragmentation
model proposed by Lample [3]. This is an approach based on computing different state transitions for
prediction. The structure of NER component is shown in [2] (Fig. 1). The tok2vec component performs
the entire process of translating tokens into vector representation. The “lower” component then creates
special vectors for each property by token-property pairs, resulting in some general representation of
the current state for each token. The “upper” component then uses the feed-forward network to predict
weights based on the state representations.

To solve the second challenge we need to find a way to determine the relations in the text between
specific attributes and the logical entities, to which they refer. The very problem of finding dependencies
and relations between words in a text is not a new one and has already received different solutions many
times. While earlier it was mainly pattern-matching, nowadays various machine learning technique are
used, the most common and applicable of which are dependency parsing [4] and relation extraction?.

However, pattern-matching is still often used to solve various special problems, such as one described
in [5], but in a more advanced form of rule-based analysis. Nevertheless, this technique cannot be used
in our case, since the text of the task description can be arbitrary, therefore, it is impossible to identify
specific rules that would be used to determine the relations.

The dependency parsing technique allows us to determine hierarchical dependencies between words,
mostly within a single sentence, by constructing a directed graph with nodes (words) and edges (links).
Despite the examples of existence of applications of this technique in tasks related to the search for re-
lations between NER entities [6] , dependency parsing does not allow us to obtain consistently desired
result in our case, since it does not guarantee the construction of the same dependency graphs for dif-
ferent wording and word orders. In addition, the task of forming a dataset for training the dependency
parsing component turns out to be quite extensive and redundant in this case.

Speaking of the relation extraction, it appears to be much more suitable, since it allows to search
for relations between labeled entities, i.e., between entities found by NER or marked up manually in
advance. In general, the algorithm of relation extraction component is shown in Fig. 2, and it can be
described as follows*:

2 What Is Named Entity Recognition? | IBM, Available: https://www.ibm.com/topics/named-entity-recognition (Accessed: 03.09.2024)

3 Relationship Extraction | NLP-progress, Available: https://nlpprogress.com/english/relationship_extraction.html (Accessed: 20.03.2024)

4 SPACY v3: Custom trainable relation extraction component, Available: https://youtu.be/S8HL-Ap5 Axo0?si=qRJOR-DbxhnZpcxj (Accessed:
13.03.2024)
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1) Vector representations are analyzed and new vectors for relationships are constructed, including
entity vectors and contextual information. In doing so, vectors will be created for all pairs of relations.
This factor can be limited by setting the maximum window size as one of the hyperparameters. It is also
worth noting that vectors will be created for both “direct” and “reverse” pairs.

2) The resulting vectors are assigned an assessment of belonging to a particular class (relation label).
Any suitable classifier can be used, provided that the classification is performed with rejection, other-
wise the relations will be assigned to any entities included in the window. Based on the obtained weights
and taking into account the rejection threshold, the predicted labels are determined.

Since spaCy does not have a native implementation of the relation extraction component, we decid-
ed to use the standard generalized implementation provided by the spaCy developers’. It is worth noting
that a big advantage of spaCy is the ability to easily add custom components to the standard pipeline due
to the flexibility of their interfaces, as well as the capabilities of the thinc library®, used for simplified
implementation of AI components.

We decided to use one of the standard spaCy transformers, the multi-language Bert model, as a com-
mon tok2vec component for our pipeline to improve the quality of vector representations and fully use

5 Custom spaCy Relation Extraction Component, Available: https://github.com/explosion/projects/tree/v3/tutorials/rel_component (Accessed:
20.03.2024)
¢ Thinc — A refreshing functional take on deep learning, compatible with your favorite libraries, Available: https://thinc.ai (Accessed: 20.03.2024)
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Fig. 4. Easy level generated text

the attention-mechanism. NER and the relation extraction components rely on a shared store of vector
representations obtained using the transformer. Fig. 3 shows the scheme of the resulting model.

Data mining and training set formation

To prepare a dataset for model training, we needed to collect a certain number of database modeling
task texts. In the process of studying open access datasets on Kaggle and Huggingface, it became clear
that, with a high degree of probability, the required dataset in ready or partially ready form does not ex-
ist, at least in the public domain. Therefore, a search on the Internet resulted in several open resources
with the required tasks texts in Russian’ [7—8].

Unfortunately, the amount of data found was insufficient to form the minimum required dataset,
since, according to the spaCy developers’ recommendation, the dataset for training should contain at
least a couple hundred records®. However, using the found sources, we managed to form a set of only 58
tasks. We decided that the size of the training set for the trial implementation could be about a hundred
records, and yet, it was necessary to find the missing records somewhere.

Therefore, we decided to use Large Language Models (LLMs), since at this level of development of
Al technologies we can use generative Al models to generate new task texts. We decided to use domestic
solutions: Sber GigaChat’ and YandexGPT'". Web user interfaces in the public domain were used to
work with the models. Using various queries to the models, 30 new tasks of varying levels of text com-
plexity were generated (according to the empirical evaluation of the tasks already in the set), ranging
from simple (Fig. 4) to medium (Fig. 5).

This resulted in a total dataset size of 88 records. This amount was still less than the recommended
number, but was much closer to the minimum recommended one hundred records. There was also the
possibility that generating more records could cause the model to “learn” the pattern of text construc-
tion offered by the generative Al and overtrained as a result. In addition, in general, the use of a large
amount of surrogate data during training is considered to be an acceptable but undesirable practice,
since the artificially generated data can often be very different from the real data that the model will en-
counter during its work. Thus, we decided to settle on a compromise — the number of records in the final
dataset of about a hundred records and the ratio of generated texts to “natural” texts from open sources
and their variability should allow us to obtain adequate results for real-life application.

After the initial dataset was formed, we wanted to improve the quality of the data collected. The data
was examined for anomalies, problems with text formatting and overall low-quality texts that could lead
to undesired interference with training were flagged.

7 Tekhnologii baz dannykh i znaniy — Individualnyye zadaniya dlya samostoyatelnoy raboty [Database and knowledge technologies — Individual
tasks for self-study], Available: http://bseu.by/it/tohod/indv_zadaniya.htm (Accessed: 20.03.2024) (in Russ.); FKN+ANTITOTAL — Varian-
ty zadach — proyektirovaniye baz dannykh [Task options — Database engineering], Available: https://fkn.ktul0.com/?q=node/72 (Accessed:
20.03.2024) (in Russ.); Zadacha i teoriya po SQL, MySQL, PostgreSQL i bazam dannykh voobshche [Tasks and theory for SQL, MySQL,
PostgreSQL and databases in general], Available: https://gist.github.com/codedokode/10539213 (Accessed: 20.03.2024) (in Russ.)

§ Training Pipelines & Models spaCy Usage Documentation, Available: https://spacy.io/usage/training (Accessed: 20.03.2024)

? Sber GigaChat, Available: https://developers.sber.ru/gigachat (Accessed: 20.03.2024) (in Russ.)

1" YandexGPT, Available: https://ya.ru/ai/gpt-2 (Accessed: 20.03.2024) (in Russ.)
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Fig. 5. Average level generated text

Formatting and punctuation problems were corrected first:

1) Unnecessary line breaks were eliminated.

2) Insignificant task headings without punctuation and with unnecessary hyphenation were elimi-
nated.

3) Missing punctuation marks were added.

Then the task texts were analyzed for anomalies — errors, incorrect wording, etc. As a result, most of
the anomalies were corrected; if too significant changes had to be made to correct anomalies, such texts
were discarded, due to the excessive labor-intensive nature of such corrections and were not included in
the updated dataset.

Finally, texts that differed too dramatically from others, while providing either insufficient or poor
quality information about the database model, even from a human perception point of view, were also
excluded from the final set. We decided to consider such tasks as inherently incorrect and not to include
them in the training set. As a result of all the improvements made, the final dataset size was reduced to
80 records.

Data markup and corpus preparation

To use the collected data set as a corpus for training the neural network model, it was necessary to
mark up the data, and to convert the obtained corpus to such a format that would be easily read by spa-
Cy when generating binary files with a special extension, which would then be used to train the model.

Data markup, or annotation, involves selecting all necessary entities and relations in texts — in our
case, these are logical entities and their attributes, as well as relations of attribute dependencies on spe-
cific entities. This required finding a suitable tool that would have sufficient functionality to perform the
required actions, namely to annotate entities and relations between them throughout the text.
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An ideal choice for such a tool would be Explosion Prodigy'!, an advanced text annotation software
with extensive functionality that allows to quickly and conveniently solve a wide range of data annota-
tion tasks, which, moreover, is developed by the spaCy developers. However, since this tool is a paid tool
and this study was conducted without additional funding, we decided to consider free analogs.

Thus, it was necessary to find an alternative tool in the public domain that offered the required func-
tionality. As a result of studying the market of solutions offered in this area, a free open source software
focused on annotating text data, Doccano'?, was selected. This tool turned out to be the only one that
fully met all the requirements and offered a convenient user interface to work with.

While annotating and re-evaluating records from the dataset, we decided to extend the originally
planned set of labels for entities and relations. As a result, the following set of labels was used for anno-
tation:

1) For entities: LENTITY (logical entity), LATTRIBUTE (attribute of a logical entity), DESC
(utility description for any other entities, primarily for attributes).

2) For relations: ATTIBUTE_OF (is an attribute), DESCRIBED_BY (is described).

The LENTITY and LATTRIBUTE labels were used to label logical entities and their attributes,
while the DESC label was added to provide greater precision when labeling attributes in complex cases.
This applies to cases when two or more attributes had the same description in the text, such as “date and
time of order”. In this case, we defined LATTRIBUTE labels for “date” and “time”, and DESC label
for “order” to subsequently form two attributes “order date” and “order time”. To make such a solution
work, DESCRIBED _BY relation label was introduced to show which entity with DESC label describes
an entity with LATTRIBUTE label. Finally, ATTRIBUTE_OF label was used to define the relation
between the attribute and the logical entity to which it refers.

Thus, the original dataset was annotated using Doccano with labels described in the previous para-
graph. The result was a corpus written in JSONL file format with the following structure:

1) The text field is the task text itself in its original form.

2) The entities field is a set of JSON objects with information on annotated entities in the text (id,
start of entity, end of entity, label).

3) The relations field is a set of JSON objects with information on annotated relations in the text (id,
id of parent entity (from), id of child entity (to), label).

Afterwards it was necessary to edit the obtained corpus so that it could be easily converted to the
internal spaCy format. It is worth noting that in the implementation of the custom relation extraction
component, spaCy developers also provide a script for parsing the annotated corpus obtained using their
Prodigy tool to convert into the internal binary format. Since our corpus still lacked some of the infor-
mation needed, according to spaCy internal notation, we decided to write a script to supply the corpus
with missing details and convert it into the required format.

Experiments

The model described in this paper was trained using the generated corpus. The following hyperpa-
rameter values were used for training, as shown in Table 1. The settings for the transformer and NER
component were left at their default values, while the relation extraction component window size was
set to 1000 to ensure that it could cover large intervals between potentially related entities within all or
most of the text. The rejection threshold was set to 0.3, as experiments with the current version of the
model have shown this threshold to be better than the more obvious threshold of 0.5. Table 2 shows the
performance metrics of the trained model.

' Prodigy — Radically efficient machine teaching. An annotation tool powered by active learning, Available: https://prodi.gy (Accessed:
20.03.2024)
12 Doccano — open-source data labeling tool for machine learning practitioners, Available: https://doccano.github.io/doccano (Accessed:
20.03.2024)
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Table 1
Hyperparameter values for training

Hyperparameter Value
Overall batch size 1000
NER hidden layer width 64
Transformer maximum batch items 4096
Transformer window 128
Transformer stride 96
RE window 1000
RE threshold 0.3

It is worth noting the excellent performance result of NER component. Despite the relatively high
total error, the indicators of accuracy, recall, and F-measure are very good, showing that the model cor-
rectly performs 98% of predictions.

Table 2
Performance metrics
Metric
Loss Precision Recall F-score
Component NER 4872 0.96 1.0 0.98
Value RE 8 0.31 0.44 0.36

At the same time, the indicators for the relation extraction component are not as good, with only
36% of the conditional accuracy of predictions. It can be assumed that the problem is largely due to the
fact that we consider not individual sentences, but entire texts, including those that determine the pres-
ence of relations between entities in different sentences. After all, the originally used implementation of
this component was supposed to work more with individual sentences.

Conclusion

This article outlined the details of a partial implementation of a system for automatic generation of
database models based on a task text in natural language. As a result, excellent results were obtained on
the trained model for searching logical entities and their attributes in texts, while the component for
searching relations between attributes and logical entities needs to be improved.

It is worth noting that the system is still a work in progress, since in addition to the refinement of the
existing components, more extensive functionality such as defining attribute data types and searching
for restrictions should be implemented. In addition, it will be necessary to post-process the results pro-
vided by the model after processing the source texts, since it is necessary to form a visual representation
of the database model described in the task for the user.
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Abstract. Optical Coherence Tomography (OCT) is an important tool in the diagnosis of
common ophthalmological diseases, such as age-related macular degeneration and diabetic
retinopathy. However, the processes of analyzing and interpreting OCT data are highly complex
due to the need to process a large amount of data and the time spent on research, as well as the
ophthalmologist's failure to recognize minor or early signs of the disease or rare pathologies. This
paper proposes a comprehensive approach to the development of an OCT image analysis system
based on deep neural networks. In particular, the performance of models based on four neural
network architectures — ResNet50, VGG16, InceptionV4, and ResNet101 — was evaluated. The
results show that the model based on the ResNet50 architecture achieves the highest proportion
of correctly classified images. Furthermore, the integration of the developed model into a chatbot
significantly reduces the time needed to interpret OCT images, which can contribute to increased
availability of preliminary diagnostics and improved quality of medical services.
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Annoranmusa. Onruueckasi korepeHtHast Tomorpacdust (OKT) siBiisieTcst BaXXHBIM MHCTPYMEH-
TOM B AWAaTHOCTUKE PacIpOCTPaHCHHBIX O(GTaTbMOJIOTUUCCKIX 3a00JIeBaHMIT, TAKUX KaK BO3-
pacTHas MaKyJspHas IeTeHepalus M quadeTudecKkass peTUHOIATHsI. TeM He MeHee, ITPOIIECChI
aHanu3za u uHteprnperaunu gaHHbX OKT npenctaBisiioT BBICOKYIO CIOXHOCTb Kak B BUIY He-
00XOIMMOCTH aHajr3a O00JIbIIOT0 KOJMYECTBA JaHHBIX U 3aTPauyeHHOr0 Ha MCCJIeA0BaHUs Bpe-
MEHHU, TaK M MPOIMycKa HE3HAYUTEIbHBIX U PAaHHUX MPU3HAKOB 3a00JI€BaHUS WJIM PEIKUX Ia-
TOJIOTUI BpauyoM odTajibMosioroM. B HacTosieil pabore npeaioxeH KOMIUIEKCHBIN MOAX0d K
pa3paboTke cucTeMbl aHanm3a u3obpaxennit OKT Ha ocHOBe TITyOOKMX HEMPOHHBIX CeTeii. B
YaCTHOCTHU, ObLIIa TIpOBEJcHA OIIeHKA ITPOM3BOAUTEIBHOCTI MOJIC/ICi Ha OCHOBE YEThIPEX apXu-
TeKTyp HelipoHHBIX ceTeii — ResNet50, VGG16, InceptionV4 u ResNet101. PesynbraTsel nmoka-
3BIBAIOT, YTO MOJIE/Ib Ha OCHOBE apxuTeKTyphl ResNet50 mo3BossgeT A0CTUYb HauOodblIel 10U
MpaBWIbHO KiacCUMULIMPOBAHHBIX M300paxkeHuil. Kpome Toro, BHeapeHue pa3zpabOTaHHOU
MOJIEIM B 4aT-00T MO3BOJISIET CYIIECTBEHHO COKPaTUTh BpeMsi untepnpetaunu OKT uzodpaxe-
HUI, 9TO MOXET CITOCOOCTBOBATH YBEIMUCHUIO JOCTYITHOCTH IIPEABAPUTEILHON TNAarHOCTUKY U
YIYYIICHUIO KauyeCcTBa OKa3aHMWS MEIUIIMHCKUX YCIIYT.
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morpadusi, yaT-00T

®unancupoBanme: VccienoBaHue BHITOJIHEHO MpU Toiep:kKe rpanta @oHaa coaeiicTBrsi MTHHOBA-
LUsIM 10 pe3yJsibTataM KoHKypca «Ctapt-23-1 (ouepens I1)», mpoekT «HTe/IeKTyanbHast cucTeMa
ananu3za gaHHbix OKT “EyeTech”» (moroBop Ne 5064I'C1/89527 ot 30.10.2023).

Jna murupoBanmsa: Aksenova L.E., Aksenov A.K., Prysyazhnyuk A.V., et al. Development of an
OCT data classification model for determining the presence and type of ophthalmic diseases //
Computing, Telecommunications and Control. 2024. T. 17, Ne 3. C. 103—113. DOI: 10.18721/
JCSTCS.17310

Introduction

According to the World Health Organization (WHO), some of the most common ophthalmic diseases
are age-related macular degeneration (AMD) and diabetic retinopathy (DR). At the same time, vision-re-
lated diseases often lack obvious symptoms in the early stages and are easily overlooked by patients, lead-
ing to irreversible vision impairment by the time they visit the clinic [1]. Optical Coherence Tomography
(OCT) is widely used in ophthalmology and is considered the gold standard for early diagnosis of many
diseases, identification of prognostic biomarkers, monitoring disease progression, and evaluating patient
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response to treatment [2]. OCT is a non-invasive imaging method that allows for high-resolution imaging
of eye structures, with a resolution of up to 1—5 microns [3]. However, the analysis and interpretation of
OCT data are complex due to the need to analyze large volumes of data and the time-consuming nature
of the research, as well as the possibility of missing minor and early signs of disease or rare pathologies by
an ophthalmologist [4].

In recent years, with the development of artificial intelligence (Al) technologies and machine learning,
there has been growing interest in applying these methods to automate the process of OCT image analy-
sis. A distinctive feature of OCT data, as well as other medical data, is the subtle structural changes that
can indicate the presence of disease. For example, disease identification often requires not only detecting
pathology, but also determining its location and volume [5]. Traditional image processing methods cannot
effectively identify such small anomalies, which necessitates the use of more sophisticated deep learn-
ing (DL) models capable of accounting for spatial and contextual dependencies within OCT images [6].
According to the research, systems based on such Al technologies as deep neural networks (DNN) can
significantly improve the accuracy and speed of diagnosing ophthalmic diseases [7, 8].

A key factor in the development of Al technologies in the field of medicine is the availability of high-qual-
ity datasets [9]. To date, numerous results have been obtained using open datasets for creating models for
analyzing OCT images [10—12]. Moreover, a key task in the development of Al systems for OCT image
analysis is choosing a neural network architecture that will efficiently perform classification tasks. The most
common types of networks are Convolutional Neural Networks (CNNs), whose main distinguishing feature
is their ability to account for spatial hierarchical dependencies in data, allowing them to effectively identify
complex patterns and structures in the images [8, 9, 13]. An important aspect of choosing a neural network
architecture is also the balance between model complexity and the required computational resources. One
promising direction in this area is the use of transfer learning, which allows pre-trained models on large data-
sets to be adapted to a specific OCT image classification task. The works [14, 15] show that transfer learning
can significantly improve classification results, especially in the conditions of limited training data.

The novelty of this study is the creation of a comprehensive OCT image analysis system that integrates
various modules, including segmentation, classification, and quantitative assessment of biomarkers. In
previous stages of the research, we developed and tested a segmentation model using clinical data for de-
termining the type and quantitative parameters of biomarkers on OCT images [16]. The aim of this study
was to compare the effectiveness of different neural network architectures for the task of OCT image classi-
fication to develop a disease classification module. The practical significance of this work is the integration
of the neural network based model with the best accuracy into a chatbot to support doctors and patients by
providing automatic interpretations and recommendations.

Materials and Methods

In this study, we used the publicly available OCTDL dataset, which consists of 2064 images from
821 patients [10]. The images are B-scans in .jpg format obtained using the Optovue Avanti RTVue XR
optical coherence tomography scanner with a raster scan protocol. The images were grouped into the
following categories:

» Age-related Macular Degeneration (AMD),

» Diabetic Macular Edema (DME),

* Epiretinal Membrane (ERM),

* Normal (NO),

» Retinal Arterial Occlusion (RAO),

* Retinal Venous Occlusion (RVO),

* Vitreomacular Interface Disorder (VID) (Fig. 1).

Table 1 provides a description of the dataset. The entire dataset was divided into training, validation,
and test sets in a 65/15/20 ratio to achieve an optimal balance between the amount of data for training
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RAO RVO VID

Fig. 1. Examples of the images from the publicly available OCTDL dataset

and evaluation on the independent images (Fig. 2). The distribution of images across the subsets also
considered the proportion of each class in the overall dataset to minimize the impact of class imbalance.

Table 1
Distribution of image classes in the training, validation and test sets

Class Training Set Validation Set Test Set Total Images
AMD 801 192 238 1231
DME 96 21 30 147
ERM 100 20 35 155

NO 216 36 80 332

RAO 12 1 9 22

RVO 66 13 22 101

VID 49 12 15 76

For the classification of OCT images, we used four types of DNNs: ResNet50, ResNet101, Incep-
tionV4, and VGG 16. These architectures have shown efficiency in the image recognition for tasks such
as skin cancer diagnosis [17], early-stage Alzheimer’s disease detection [18], and retinal vessel detection
in fundus images [19], as well as in quality assessment and classification of OCT images [20, 21].

The neural network architectures ResNet50, ResNet101, InceptionV4, and VGG 16 are deep CNNs
with varying numbers of layers, which were pretrained on large image datasets, such as ImageNet [22].
ResNet50 consists of 50 layers and employs “residual blocks.” ResNet101 has a similar structure, but
comprises 101 layers. InceptionV4 is a DNN with 22 layers that includes “Inception modules” designed
to reduce parameters, speed up computations, and prevent overfitting [23]. The VGG16 architecture
includes 13 convolutional layers, 5 pooling layers, and 3 fully connected layers, and it has a simple and
deep structure [9]. Prior to training the models, we performed data preprocessing and augmentation.
The preprocessing involved resizing images to 224x224 pixels, and augmentation techniques included
random cropping, horizontal and vertical flipping, rotation, shifting, and Gaussian blurring. The per-
formance of the models was evaluated using the following metrics: Accuracy (1), Precision (2), Recall
(3), F1 Score (4), and AUC-ROC.

Accuracy (the proportion of correctly classified objects) measures the proportion of correct predic-
tions among all predictions. This is a basic metric for assessing the overall effectiveness of a model.

TP+TN

, 1
TP+TN +FP+FN )

Accuracy =
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Fig. 2. Visualization of the distribution of images across datasets

where TP are True Positives, TN are True Negatives, /P are False Positives, and F'N are False Negatives.
Precision (proportion of true positive results) measures the proportion of true positive results among
all results classified as positive:

Precision = L (2)
TP + FP

Recall measures the proportion of true positive results among all actual positive cases:

Recall = L (3)
TP+ FN

F1 Score is the harmonic mean of precision and recall, making it useful in tasks, where the balance
between the precision and the recall is important:

F1 Score =2 x Prec.ls.lon x Recall . “
Precision + Recall

AUC-ROC (Area under the Receiver Operating Characteristic Curve) is a measure of the model's
ability to distinguish between classes. The ROC curve is a plot that shows the model's performance at
all classification thresholds. AUC-ROC is calculated as the area under the ROC curve, which is con-
structed based on different values of sensitivity (recall) and specificity (1 — False Positive Rate). These
metrics were calculated for each class using the “one vs rest” method. To evaluate the metrics for the en-
tire dataset, the average value of the obtained metrics was calculated. As performance characteristics of
machine learning models, training time, prediction time, and the number of parameters were measured.

For training the models, we used the early stopping algorithm. Early stopping was triggered, when the
Accuracy metric, measured on the validation dataset, reached its maximum value.

Training and evaluation of the models were performed using the PyTorch DL framework (version
2.1.1) and cloud resources from Yandex Cloud (Yandex Cloud Documentation), which were provided
as a part of the Yandex Cloud Boost program in a configuration with vCPUs on the Intel Broadwell
platform and GPU NVIDIA® Tesla® V100.
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To ensure user interaction with the model, an infrastructure was developed that included a chatbot!
integrated with the DL model. For integrating the model into the chatbot, a server-side component
was created in Python using the Django framework. To ensure flexibility and scalability, the system was
containerized using Docker and deployed on Yandex Cloud resources.

Results and Discussion

In this study, models incorporating neural network architectures, such as VGG16, InceptionV4,
ResNet50, and ResNet101 were trained on the OCTDL open dataset. To evaluate the performance of
the models, metrics, such as Accuracy, F1 Score, Precision, Recall, and AUC-ROC were calcu-
lated, along with efficiency characteristics. Table 2 presents the metric values measured on the test set
across all the classes for four models.

Table 2
Quantitative performance indicators of machine learning models
ResNet50 VGG16 InceptionV4 ResNet101

Accuracy 0.93 0.92 0.93 0.91
F1 Score 0.89 0.87 0.89 0.86
Precision 0.88 0.86 0.89 0.87
Recall 0.91 0.9 0.89 0.86
AUC-ROC 0.99 0.99 0.98 0.99
Number of Epochs 100 100 100 100
Training Time (seconds) 2913 3243 1890 1032
Prediction Time (seconds) 32 38 29 20

Number of Training Parameters (millions) 25.6 138 42.7 44.5

All four models demonstrated relatively high accuracy. The model with the ResNet50 architecture
achieved the highest values for Accuracy (0.93), F1 Score (0.89), Recall (0.91), and AUC-ROC (0.99).
InceptionV4 also achieved the same values for Accuracy and F1 Score. However, the Precision value
(0.89) for this architecture was the highest among all, while Recall and AUC-ROC were 0.89 and 0.98,
respectively.

Table 3 provides the performance values for the classification of individual ophthalmic disease class-
es. All models show satisfactory Accuracy values (above 0.8) for all classes. The Accuracy value for the
RAO class is 1, which is associated with a lack of data in the test sample.

Fig. 3 allows for a visual comparison of accuracy values across four different neural network archi-
tectures — ResNet50, VGG16, InceptionV4, and ResNet101 — relative to metrics, such as Precision,
Recall, and F1 Score. The graph shows that ResNet50 and InceptionV4 architectures demonstrate the
most stable and highest metric values for almost all the classes of ophthalmic diseases. A noticeable
decrease in accuracy is observed for the VGG 16 model for the RVO class, which may be related to the
insufficient volume of data for this class.

Fig. 4 shows the results of the confusion matrix calculation relative to the classes of ophthalmic dis-
eases for four neural network architectures. The most undesirable outcome in the clinical practice of
automated algorithms is classifying a normal image, when there is a pathology present. From the table,
it can be concluded that the ResNet50 and InceptionV4 architectures only misclassified in the AMD
class, which was the most represented class in the test dataset. The VGG 16 and ResNet101 architectures
misclassified both AMD and ERM classes.

! Telegram: Contact @eye_tech_bot. Available: https:/t.me/eye_tech_bot (accessed 11.10.2024)

108



4 Applied problem solving with machine learning >

Table 3
Performance values for the classification of individual ophthalmic disease classes
ResNet50

Class Precision Recall F1 Score Total images
AMD 0.97 0.96 0.97 238
DME 0.82 0.90 0.86 30
ERM 0.86 0.91 0.89 35

NO 0.92 0.88 0.90 80
RAO 1.00 1.00 1.00 9

RVO 0.74 0.77 0.76 22
VID 0.82 0.93 0.87 15

VGG16

AMD 0.99 0.95 0.97 238
DME 0.76 0.93 0.84 30
ERM 0.78 0.91 0.84 35

NO 0.95 0.90 0.92 80
RAO 1.00 1.00 1.00 9
RVO 0.82 0.64 0.72 22
VID 0.74 0.93 0.82 15

InceptionV4

AMD 0.97 0.95 0.96 238
DME 0.79 0.90 0.84 30
ERM 0.87 0.94 0.90 35
NO 0.92 0.91 0.92 80
RAO 1.00 1.00 1.00 9
RVO 0.75 0.68 0.71 22
VID 0.93 0.87 0.90 15
ResNet101
AMD 0.97 0.96 0.97 238
DME 0.81 0.87 0.84 30
ERM 0.75 0.94 0.84 35
NO 0.92 0.88 0.90 80
RAO 1.00 1.00 1.00 9
RVO 0.70 0.64 0.67 22
VID 0.92 0.73 0.81 15

Neural network architectures, such as ResNet50, ResNet101, InceptionV4, and VGG 16, have also
been used by other researchers for image classification tasks. In [11], the OCTDL dataset was employed
to train VGG16 and ResNet50 models. The Accuracy, F1 Score, and Recall values for the ResNet50
architecture were lower than those obtained in the current study, by 0.8, 0.2, and 0.6, respectively [10].
In [13, 23], the high efficiency of ResNet and Inception models for medical image classification tasks
was demonstrated. In [8], the ResNet model achieved an accuracy of 0.97 for OCT image classification,
while in [5] an accuracy of 0.95 using an Inception-based model was achieved.
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Fig. 3. The results of evaluating the accuracy of machine learning models for each class

The developed model was integrated into a chatbot. The response time for producing results is less
than 1 sec, ensuring prompt feedback and enabling rapid analysis even with a high data flow. An example
of the response received by a user through the chatbot is shown in Fig. 5. This study did not compare
these results with the speed of data assessment by clinicians. Nevertheless, according to the literature,
an Al system for radiological image analysis reduced the interpretation time from 11.2 to 2.7 days, high-
lighting the efficiency of automated systems in optimizing healthcare workflows and improving patient
care standards [24].
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Fig. 5. An example of OCT data analysis results using a chatbot integrated with a model
based on the ResNet50 architecture. The results for image 2. Classification results:
1. Age-related macular degeneration — 98.13%; 2. Norm — 0.61%; 3. Vitreomacular traction — 0.39%

Conclusion

In this study, we identified the model with the highest accuracy for evaluating seven classes of oph-
thalmological diseases. This model is integrated into the chatbot and provides the doctor with a prelim-
inary result of the presence of a pathology in less than 1 second. Thus, the results of this study signifi-
cantly simplify and accelerate the process of data analysis for ophthalmologists, as well as allow patients
to receive an initial consultation anytime and anywhere.
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AnHoTanus. B naHHO# cTaThe MpeAcTaBiIeHbl PEe3yabTaThl Pa3pabOTKU YEeThIpEXKaHAJIbHOTO
rnepekayaeMoro 06aHka GUIbTPOB CAHTUMETPOBOTO JMana3oHa 4YacToT, PeaIn30BaHHOTO B BUJIE
CBY MOHOJIUTHOM MHTErpaJIbHOM cXeMbl Ha ocHOBe oTeuecTBeHHOI GaAs pHEMT TexHosnorum.
Ilepexmtoyaemblit 6aHK (GUIBTPOB BKIIOYAET B c€0s1 HAOOP U3 YEThIPEX MOJOCOBBIX (DUJIBTPOB,
paboTatouiux B 6osbiieit yactu C-, X- u Ku-nnana3oHos, a Takxe mupokomnojiocusie SP4T
koMMmyTatopbl. [1onocoBble GUABTPBI HUZIMIMX MOAJMANA30HOB BBIMOJIHEHBI HA OCHOBE COCpe-
notouyeHHbIX LC-371eMeHTOB, a (PUIBTPhI BHICOKOYACTOTHOM 00JIaCT — HAa MUKPOIOJIOCKOBBIX
mnuiaeyHeix pedoHatopax. Ilepexiouarens SP4T moctpoeH Ha ocHoBe SPST mepekiiouaTe-
JIel, KaXIblii 13 KOTOPBIX COAEPXKUT OAWH IMOCIEeI0BaTeIbHO U TPU MapasjieJbHO BKIIOUEHHbBIX
MOJIEBbIX TpaH3ucTopa. [lepexitoyaemblii 6aHK (GUIBTPOB UMEET BHOCHMMBIE TTOTEpU He Oojee
10,8 nb, momasyieHue B mojoce 3arpaxaeHust He MmeHee 43 1b mpu oTcTpoiiKax OT IEHTPATbHON
4acTOThl He MeHee YeM Ha +30% u Koa(phUIIMEHT cTosiuell BOJTHBI 110 HANIPSIKEHUIO BXOJa U
BBIXOHa He Oojee 1,8.

KmoueBsie cioBa: CBYU MoHOMUTHas MHTEerpajbHas cxema, MepekitoyaeMblii 6aHK (GUIBTPOB,
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Jlna murupoBanus: Klimenko D.V., Nikitin A.B., Stroganov A.A. Monolithic integrated circuit of
a four-channel switched filter bank for the centimeter band based on GaAs pHEMT technology //
Computing, Telecommunications and Control. 2024. T. 17, Ne 3. C. 114—123. DOI: 10.18721/
JCSTCS.17311

Introduction

A switched filter bank is a key part of the front-end module in broadband transceivers for various pur-
poses. The main task of the switched filter bank is to suppress unwanted interferences, which depends
mostly on the frequency characteristics of the bandpass filters. For the microwave range, the choice is
between filters on microstrip structures (interdigital, hairpin etc.) and on LC-elements [1].

A centimeter band switched filter bank can be designed using monolithic integrated circuit technol-
ogy [2—6], or printed circuit boards [7—10].

In the switched filter bank, the frequency sub-band selection is carried out using solid-state mi-
crowave switches [11—14]. These switches can be implemented on the basis of transistor [2, 5, 7] and
pin-diodes [4, 8, 9, 11]. A widely used structure of the switched N-channel filter bank is a combination
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of N filters connected to two SPNT switches located at the input and output of a device [2, 4, 5, 7—10].
Along with this structure, schemes are used, in which switching and filtering functions are combined
in one cascade. This solution makes it possible to reduce the size of a monolithic microwave integrated
circuit (MMIC) by eliminating the input and output switches of SPNT [3, 6].

The switched filter banks often play a significant role in determining the final frequency character-
istics, dimensions and cost for many radio systems. Therefore, the implementation of such a device in
the form of MMIC allows to solve the problem of reducing dimensions and increasing reliability of the
final product in comparison with a hybrid implementation. A significant number of works are devoted to
the design of switched filter bank MMICs. But despite this, the devices considered in them, for the most
part, do not fully meet the requirements for Russian radio system manufacturers: significantly different
operating frequency bands, bandwidths of channel filters [2, 3, 5, 8, 9] or technology used for MMIC
manufacturing [4, 6, 7, 10].

Taking this circumstance into account, as well as restrictions on the supply of imported electronic
devices and components to Russia, the task of the centimeter band switched filter bank design becomes
more relevant [15].

This paper considers the issues of the four-channel switched filter bank design. The studied MMIC
covers C-, X- and Ku-bands. It was designed based on the domestic GaAs pHEMT technology using
complex design tools for solid-state microwave devices for the 0.5 pum technological process (PDK
pHEMTO5D) [16, 17].

>

Bandpass filters

The studied switched filter bank contains four channels with filters operating in different frequen-
cy sub-bands: No. 1 — 6 GHz ... 8 GHz, No.2 — 7.5 GHz ... 11.4 GHz, No. 3 — 11 GHz ... 15 GHz,
No.4 —14.5 GHz ... 18 GHz. The maximum allowed insertion loss level was determined for each band-
pass filter: No.1 — 6 dB, No. 2 — 5dB, No. 3 — 5 dB, No. 4 — 4 dB. Also, all filters must ensure VSWR
in the operating frequency band no more than 1.6 and at least 45 dB stopband suppression at 30% offset
or more from the passband center frequency.

A comparative analysis of various options for bandpass filters design has shown that for the consid-
ered sub-bands, in order to achieve the best frequency characteristics, it is advisable to use different
types of filters: filters on lumped elements for lower sub-bands, and filters on distributed elements for
higher sub-bands. The use of filters on microstrip structures for low sub-bands leads to a significant in-
crease in the size of the circuits. The conducted studies have shown that it is easier for filters on elements
with distributed parameters to ensure the required level of insertion loss in a given frequency band. It
should also be noted that such filters are less sensitive to technological deviation of parameters than
filters made on LC-elements.

The bandpass filters under study were designed on the basis of MMIC filters from [18]. These band-
pass filters were optimized during the design of the switched filter bank. As shown in Fig. 1, CLC-res-
onators have simplified the design due to the absence of the need to use matching circuits. Thus, it was
possible to reduce the area of filter No. 1 from 3.2 mm? to 2.7 mm? and filter No. 2 from 2.9 mm? to
2.4 mm?. These changes did not affect the performance of the circuit: stopband suppression at 30%
offset or more from the passband center frequency is more than 49 dB, VSWR is no more than 1.6 in
the passband. Fig. 2 shows a response comparison of the bandpass filters based on LC-resonators with
matching circuits and CLC-resonators without matching circuits for sub-bands No. 1 and No. 2. All
results were obtained on the basis of electromagnetic analysis using the 0.5 pym GaAs pHEMT PDK.

SP4T switch

To switch between filter bank channels, a broadband single-pole four-throw switch (SP4T) was
designed. For the considered SP4T switch, the following parameters were determined: the operating
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Fig. 2. Frequency responses of bandpass filter No. 1 () and No. 2 (b) with LC resonators
and matching circuits (solid line) and CLC-resonators without matching circuits (dashed line)

frequency band is 6 ... 18 GHz, open channel insertion losses are no more than 3 dB, insertion losses
and isolation of closed channels are no less than 30 dB, input and output VSWR of open channels is no
more than 1.6.

This switch is designed on the basis of three single-pole two-throw switches (SPDT), each of which
contains one series-connected field-effect transistor and three parallel-connected field-effect transis-
tors in each channel. A simplified equivalent scheme of a single SPDT channel is shown in Fig. 3.

To increase the isolation between closed channels, it was decided to add an inductor coil to each
channel between parallel-connected field-effect transistors. The frequency characteristics are improved
due to the parallel resonance between the inductor and the capacitances of the connected in parallel
switched-off transistors. As a result, the resistance of the transistor increases in the closed state. When
the channel is closed, the inductor coil is shunted by a small resistance of an open transistor connected
in parallel [19].

A series-connected inductor coil has been added to the input of the SP4T switch for 50-ohm match-
ing. Since the SP4T switch is used at the input and output of the switched filter bank, a series-connected
capacitor was added to ensure DC isolation with other devices.

The results of SP4T switch electromagnetic simulation are shown in Fig. 4, a. The numbers on the
graph indicate insertion losses (1) and decoupling (2) in various operation modes of the switches.

The simulation showed that in the entire frequency band, the insertion losses of open channels is
no more than 2.6 dB, the insertion losses of closed channels are no less than 37 dB, and the isolation

117



4yCTp017ICTBa N CUCTEMbI Nepeaayn, npuemMa n 06paboTku CMrHanos

I
ol S E——
(AT

gz gz - Oy

Fig. 3. Simplified equivalent scheme of single SPDT channel

b)

[
~

Indertion Loss, Decoupling, dB

Frequency, GHz

Fig. 4. Frequency responses of SP4T switch (a), layout of SP4T switch (b)

between closed channels is no less than 33 dB. The input and output VSWR of open channels in all fre-
quency sub-bands is no more than 1.5. It should be noted that the isolation between closed channels in
the switched bank filter increases by the amount of bandpass filters loss. Fig. 4b shows the layout of the
SP4T switch. The dimensions are 2.3x1.4 mm.

Because the SP4T switch consists of three SPDT switches and each of them requires two control
signals to select an output, six control signals are needed to switch between one of the four channels.
However, in this work, the switching between channels is carried out using four control signals. This is
possible due to a sufficiently high level of insertion loss of the closed channel of the SPDT switch (no
less than 37 dB). In each state of the switched filter bank, one channel of the output SPDT switches is
open. However, because one of the channels of the input SPDT switch is closed, the necessary isolation
between the outputs of the SP4T switch is provided. To simplify switching by reducing the number of
control signals, it is possible to use a control driver.

A comparison of the characteristics of the designed SP4T switch and foreign analogues based on
GaAs pHEMT technology is presented in Table 1.

The following parameters are used: f1 - f2 — minimum and maximum bandwidth frequencies; IL —
maximum value of the insertion losses of open channels in the bandwidth; Decoupl. — the minimum
value of the insertion losses of closed channels and the isolation between channels in the stopband; VS-
WR — the maximum value of the input and output VSWR in the bandwidth; Size — MMIC size.

A comparative analysis of the collected data showed that the designed switch surpasses foreign ana-
logues in terms of insertion losses of the open channel and VSWR. In terms of parameters such as decou-
pling, insertion losses of closed channels and MMIC size, the designed switch is inferior only to MMIC
[21]. Thus, the SP4T switch, designed on the basis of domestic GaAs pHEMT technology, demonstrates
competitive characteristics.
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Fig. 5. Switched filter bank layout

Table 1
Characteristics of SP4T switch based on GaAs MMICs
Ref. f,—/t, GHz IL, dB Decoupl., dB VSWR, units Size, mm?
CMD203C4 [20] DC-20 <3.1 >22 <23 16*
HMC641ALP4E [21] 0.1-20 <2.8 >40 <1.8 3.07
PE42542 [22] 9kHz - 18 <4 >26 <1.9 16*
This work 6-18 <2.5 >33 <145 3.22

*packaged MMIC

Switched filter bank

The final circuit of the switched filter bank consists of two SP4T switches at the input and output and
four filters. The layout of the switched filter bank is shown in Fig. 5. The dimensions of the MMIC are
7x7 mm. The filter bank is controlled by four signals supplied to the contact pads located on one side of
the MMIC.

50-ohm microstrip lines were used to connect the bandpass filters to the switches. After combining the
bandpass filters and switches into a single circuit, the following characteristics were simulated (Fig. 6).
Insertion losses are no more than 9.2 dB for channel No. 1, 10.1 dB for channel No. 2, 10.8 dB for chan-
nel No. 3 and 10.1 dB for channel No. 4. Stopband suppression at 30% offset or more from the passband
center frequency are no less than 50 dB for channel No. 1, 43 dB for channel No. 2, 49 dB for channel
No. 3 and 43 dB for channel No. 4. Input and output VSWR in the operating frequency band is no more
than 1.6 for channels No. 1 and No. 2, and 1.7 for channels No. 3 and No. 4.

A comparison of the characteristics of the designed switched filter bank and foreign analogues based
on GaAs pHEMT technology is presented in Table 2 [23].

The following parameters are used in Table 2: f1 — f2 (FBW) — minimum and maximum bandwidth
frequencies (relative bandwidth); IL — the maximum value of the insertion losses of open channels in
the bandwidth; Reject. — stopband suppression at 30% offset or more from the passband center frequen-
cy; VSWR — maximum value of the input and output VSWR in the passband; Size — MMIC size.
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Table 2
Characteristics of switched filter bank based on GaAs MMICs
Ref. J,—1,» GHz (FBW %) IL, dB Reject., dB VSWR, units Size, mm?
5-9(57%) <115 > 40 <2
8—12 (40%) <9.5 >40 <2
BWSBF4-5/18-7C 13.5
11-15 (31%) <9 >40 <2
14—18 (25%) <9 >40 <2
3-5(50%) <9 >20 <2
5—8 (46%) <8.5 >20 <2
PDSBF-3/20-4 12
8—13 (48%) <9 >20 <2
13-20 (44%) <95 >20 <2
5-9 (57%) <10 >40 <18
8—12 (40%) <10 >40 <18
BWSBF5-R8/18-7C8 20.25
11—15 (31%) <10 > 40 <18
14—18 (25%) <95 > 40 <18
6—8 (29%) <92 >50 <16
7.5—11.4 (41%) <10.1 >43 <1.6
This work 49
11-15 (31%) <10.8 >49 <1.7
14.5—-18 (22%) <10.1 >43 <1.7

A comparative analysis of the collected data showed that the designed switched filter bank is not in-
ferior to foreign analogues in terms of insertion losses in the bandwidth and surpasses them in terms of
stopband suppression and VSWR.

The disadvantage of the designed switched filter bank is its dimensions: the MMIC size is at least
twice as large as its analogues. The dimensions of the integrated circuit can be reduced by changing the
layout of the SP4T switch. Instead of using three SPDT switches, it is advisable to connect four output
paths directly at one point, which will reduce the width of the MMIC. The transformation of the filter
structure of sub-bands No. 3 and No. 4 with the transition from microstrip implementation to circuits
based on LC-elements can also contribute to reducing the size of the layout. However, as noted above,
this may lead to a decrease in the yield of the final product.

One of the options for improvement of the designed switched filter bank is its manufacture in the form
of separate MMICs for each subcircuit: switches and filters. The main advantages of a single die are reli-
ability and ease of mounting. The separation of MMIC into individual dies makes it possible to increase
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the yield of the final product, since if any integrated circuit is out of order, it is enough to replace only
this one, and not the entire die. The disadvantages of implementing a switched filter bank in the form of
separate filters and switches include additional insertion losses and a decrease in the reliability of the final
product due to the use of a greater number of wire connections. In addition, the mounting of the separated
switched filter bank MMICs on a printed circuit board is more complicated.

Conclusion

In the course of the work, the switched filter bank was designed, operating in most of the C-, X- and
Ku-bands. As a result of the study, the bandpass filters described in the article [18] were modified, the
broadband SP4T switch was designed that covers all the necessary sub-bands and surpasses foreign ana-
logues in most of the characteristics considered.

The designed preselector has four sub-bands in the frequency band with a relative bandwidth of
22—41%. In all four states, the switched filter bank has followings parameters: insertion losses are no
more than 10.8 dB, input and output VSWR is no more than 1.8 and stopband suppression at 30% offset
or more from the passband center frequency is no less than 43 dB. The switched filter bank is designed
on the basis of domestic 0.5 um GaAs pHEMT technology using integrated design tools for solid-state
microwave devices.

Possible ways of improvement of the designed switched filter bank were also determined. In particu-
lar, options for reducing the size of the MMIC, simplifying the switching of the filter bank, as well as
increasing the yield of the final product are proposed.
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Abstract. This paper presents the design and modelling result of the wideband receiver topology
with an enhanced frequency band using Miller N-path bandpass filter and harmonic-rejection
mixing technique. The wideband receiver has the form of monolithic microwave integrated
circuits (MMIC) based on domestic GaAs pHEMT technology. The receiver consists of low noise
amplifier (LNA), commutated network and harmonic recombination circuit. When using inductors
to compensate the parasitic capacitances, the bandwidth of the LNA significantly increases from
0—2.3 GHz to 0—5 GHz, thereby increasing the receiver frequency band to 0.3—3 GHz. The receiver
achieves a gain of 15 dB, a noise figure of < 4 dB, an out-of-band IIP3 of +8 dBm, and a harmonic-
rejection ratio at the third- and fifth-order local oscillator harmonics of > 50 dB.
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Annoranus. [IpencrasieHbl pa3paboTKa M pe3yiabTaThl MOAEIUPOBAHUS TOTIOJOTUU IIIUPO-
KOTOJIOCHOTO MPUEMHMKA C PaCIIMPEHHBIM IMAMa30HOM YaCTOT MPU UCIIOIb30BAHUU MOJOCO-
Boro N-kaHayibHOTO (hriibTpa Musiepa U MeToaa noaaBiaeHus rapMoHUK. LIIupoKomoaocHbIi
MpUEeMHUK BbINoJHEH B Buae CBY MOHOMUTHBIX MHTETPAJbHBIX CXeM Ha OCHOBE OTE€YECTBEH-
Hoit GaAs pHEMT texnonoruu. [lpueMHUK cocTouT u3 Majotrymsiiero ycuwiurenas (MLIIY),
KOMMYTHUPYEMOI1 1IeTIH U 1IeTT PeKOMOWHAIIMY TapMOHUK. [1py MCIoab30BaHUM KATYIIKA WH-
IIYKTUBHOCTHU [IJIsI KOMIIEHCAIIMU MAapa3suTHBIX eMKocTeil, mojsoca yactor MUY 3HauuTenbHO
yBenuuuBaetrcs ¢ 0—2,3 I'Tiy mo 0—5 I'Tii, TeM camMbIM yBelWUMBas MOJOCY YaCTOT MPUEMHUKaA
no 0,3—3 I'Tir. [TpuemHuK nmocturaeT Koadduimenrta ycuiaenus 15 n1b, koadbdbunmreHnra myma
< 4 nb, BHenosiocHou ITP3 +8 nbwm, kKoadduimenTa nomaBieHUss TapMOHUK Ha FapMOHUKAX
YaCTOTBI TE€TEPOINHA TPETHhETO U ISITOTo Topsiaka > 50 nb.

KitoueBbie ciioBa: MpoOKOMNOJOCHBI TPUEMHUK, MHOTOJMANa30HHbII MPUEMHUK, IMUPOKOTIO-
socHblii MITY, cMecutens mogaBieHUs] FTapMOHUK, MOJI0COBOU N-KaHalbHbIN huisTp MuJiie-
pa, MUC, GaAs pHEMT
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Introduction

With the increase in the number of standards in the frequency band from 0.3 GHz to 6 GHz (such as
LTE, 5G, ...), the number of narrowband receivers in devices designed for each of their own standards
increases. Then the device becomes bulky and expensive. Therefore, it is necessary to develop a wide-
band (multi-band) receiver capable of receiving several standards. In a wideband receiver, such blocks as
low noise amplifier (LNA) and mixer are used for several bands and the off-chip surface acoustic wave
(SAW)-based bandpass filters are removed. Thus, the size and cost of the device will be saved.

Due to the lack of the off-chip SAW filters, out-of-band blockers enter the receiver without filtering
and desensitize it. Therefore, firstly, the blocks located near the antenna, such as the LNA and mixers,
must have extremely high linearity. Secondly, these high-power blockers must be filtered as early as pos-
sible in the receiving path in order to reduce the linearity requirements for subsequent blocks. In other
words, this means that in the receiving path these out-of-band blockers must be filtered before they are
amplified. In wideband receivers N-path filter is a popular choice for on-chip blocker filtering because
of their wide tuning range and high Q factor [1-5].

© YaH T.4., 2024. U3paTensb: CaHKT-TMeTepbyprckuii NONMTEXHUYECKUI yHUBEpcUTET MeTpa Bennkoro



4yCTp017ICTBa N CUCTEMbI Nepeaayn, npueMa n obpaboTkn cMrHanos

b)

3 .
@ (ljl 4'—|7

V()

o L T

Fig. 1. Schematic of N-path filter (), normalized control function of the k-th switch (b)

:
%

This paper describes the design of wideband receiver with enhanced frequency band using N-path
filtering and harmonic-rejection mixing techniques with Miller effect based on the domestic GaAs
pHEMT technology.

Features of N-path filtering technique

Fig. la, presents the circuit of a N-path filter. The input network is modeled by a voltage source
U, (o) with its impedance Z_(j®). In the commutated network N switches are periodically commutated
with the switching frequency fC using the non-overlapping square pulses signal VOk(t) (Fig. 1b, where
V.(t) =V, ()/V, is normalized control function of the k-th switch; ¥ is the maximum value of the
pulses). RSW is the resistor of the switch when it is ON.

Using the method used in [6], when ®./2<o<3w/2(where ® = 27IfC ) the output voltage Uout(oa)
of the N-path filter is calculated by:

Uow (@) = [RSW ' (1+ g(coa(;;zlf:v (J;];) (j(o)):l stliirlzfj)jm) ’ W
where:
Nsin((n -jb(m)jsin[”b](f)]za (jo.) .

For an ideal N-path filter, Zm(]'(n) is the resistor RS. Then from (1) we have the transfer function of
the N-path filter in the range 0/2<0 <30 /2
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When o is close to @, then (® — @ )/o_= 0 and b(w) = w/®_ = 1. Then from (2) we see that [c(®)|
has a much larger value than R,. Then formula (3) becomes:

I R S
= (b(w)+IN) i (1+IN)

For wideband receivers, N is usually 8. Then K(®) = 1. That means that when the frequency ® ( is
close to ) is within the passband of the N-path filter, the maximum value of transfer function Kmax ~1.

On the other hand, when the frequency o is far from ®_, |c(®)] is very small compared to R_ because
|Z.. (jo )| is very small compared to Ry. Then formula (3) becomes:

R
K(m)z—R :V_VR <. (4)
SW S

This means that when the frequency o is outside the passband of the N-path filter, the transfer func-
tion of the N-path filter K(®) is very small compared to 1.

Miller N-path bandpass filter

Formula (4) shows that the out-of-band interferences rejection capability of the N-path filter is lim-
itedby R /(R + R,). Thus, to decrease K(®), when ® is outside the passband of the N-path filter, it is
necessary to decrease R or/and increase R. If R__ is too small, the parasitic capacitance of the switch-
es will be very large and increase the leakage of the control signal VOk(t). Therefore, a more feasible way
is to increase RS. In addition, [7] also shows that the bandwidth of the N-path filter is determined by:
BW = 1/(rNRC)). For standards with small bandwidths (e.g. from a few hundred kHz to a few MHz),
CL has a fairly large value and significantly increases their area on the chip. Therefore, increasing Rs is
also necessary.

Article [7] shows how to increase R by placing the commutated network at the LNA's feedback.
Then by using Thevenin equivalent model the internal resistance of the equivalent source will increase
(1 —A,) times, where 4 is the voltage gain of LNA and needs to be a negative real number. For the re-
ceiver to work in a wide frequency band, 4 , needs to keep its value constant in that frequency band. With
the LNA design in [7], |Ao| is often reduced at 2—3 GHz due to parasitic capacitances, thereby reducing
the frequency band of the receiver.

Design of LNA

To increase bandwidth of the LNA in this paper, we add inductors in series with the load resistors of
each stage of the LNA developed in [7]. These inductors will compensate the parasitic capacitances and
keep |Ao| from decreasing at high frequencies, thereby increasing the bandwidth of the LNA (Fig. 2a).
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Fig. 2. Schematic of LNA (a), frequency responses: S, , noise figure NF and voltage gain |AO|
with inductors (L, L,, L,) (b) and without inductors (L, L,, L,) (¢)

The LNA is designed based on the domestic GaAs pHEMT technology using Microwave Office cir-
cuit design tool. Frequency responses (S|, and |4 |) of the LNA design with inductors (L,, L,, L,) and
without inductors (L, L,, L,) are shown in Fig. 2b and 2c, respectively. The LNA design with inductors
ensures flat voltage gain |4 o| ~ 27 dB, noise figure NF < 2 dB and S ,; <—10dB in the frequency range
from 0.2 GHz to about 5 GHz. Meanwhile, for the LNA design without inductors, S S —10 dB when
the frequency is greater than 2.5 GHz (Fig. 2¢). In addition, the voltage gain |A0| is also reduced at fre-
quencies around 4—5 GHz.

Design of wideband receiver

The schematic of wideband receiver is presented in Fig. 3a. It consists of LNA, commutated network
and harmonic recombination (HR) circuit. The LNA and commutated network form Miller N-path
bandpass filter, which acts to pass the desired signal and filter the interferences at the output of the LNA.
Therefore, these interferences cannot cause nonlinear effects to the LNA. In addition, in this design,
R,C, >>T (where T — period of Vk(t)), so the Miller N-path bandpass filter also acts as a mixer [8—9].
This mixer converts the RF frequency voltage at the output of the LNA to the baseband voltage at the
capacitors C| . In this case, the local oscillator (LO) frequencnyO of the mixer is equal to the switching
frequency f.

On the other hand, due to the lack of filtering of the bandpass filter at the input of the receiver, the
mixer converts not only the desired signal at the frequency fin =~ fLO’ but also the interferences at some
harmonics of the LO frequency kf. ., (k # £ 1). To solve this problem, a HR circuit is used. The prin-

LO?
ciple of operation of the HR circuit is that a “pseudo-sine-LO” signal is generated. Unlike the V' (7)
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signals, which have a square wave shape, the “pseudo-sine-LO” signal has a shape similar to a sine wave.
Therefore, it does not contain 3 and 5*" harmonics. Consequently, interferences in these harmonics are
eliminated at the output of HR circuit. In Fig. 3a, the baseband voltages at the capacitors C are convert-
ed to currents with corresponding transconductances (with a ratio of 1: f 1) by the common-source
(CS) amplifiers. They are then summed and converted to voltages at the outputs of these CS amplifiers.

The wideband receiver is designed based on the domestic GaAs pHEMT technology using Micro-
wave Office circuit design tool (Fig. 3a). MMIC topology of the receiver designed on its basis (Fig. 35).
Its performances are shown in Table.

Table
Performances of the wideband receiver

Parameters Value
Frequency band of input signal, GHz 0.3-3
Gain, dB 15
Noise figure, dB <4
Out-of-band I1P3, dBm 8
HR3, dB 50
HRS, dB 52

where HR3 and HRS are the ratios of the conversion gain for the desired signal to that for the signals at
3" and 5" harmonics respectively.

The frequency band of the receiver is reduced compared to the frequency band of LNA due to the
parasitic elements of the switches. Simulation results show that if the LNA does not use the inductors
(L,,L,, L,), the frequency band of receiver is only 0.3—1.5 GHz.

Conclusion

The design of wideband receiver with enhanced frequency band using Miller N-path bandpass filter
is described. By using inductors to compensate the parasitic capacitances, the bandwidth of the LNA
is significantly increased from 0—2.3 GHz to 0—5 GHz, thereby increasing the receiver frequency to
0.3—3 GHz. The MMIC topology of the receiver is designed and simulated based on the domestic GaAs
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pHEMT technology using Microwave Office circuit design tool. The performances of the receiver in its
frequency band: gain is 15 dB, noise figure is < 4 dB, out-of-band I1P3 is § dBm, HR3 and HR5 are 50
and 52 dB, respectively.
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Abstract. The article presents an analysis of the influence of the comparator parameter spread
in the digital-to-analog converter (DAC) self-calibration circuit on the reduction of the conversion
nonlinearity. DAC on sources with a switching-based self-calibration circuit is considered. The
comparator response threshold value due to the spread of component parameters for 0.18 um
CMOS technology (HCMOS8D by “Mikron”) is estimated. The comparator response threshold
values are obtained for three sizes of comparator components. Functional modeling of the switching
calibration taking into account the finite threshold of element comparison showed that the choice
of the sorting algorithm affects the reduction of the conversion nonlinearity. It should be noted that
for the smallest comparator option, only quick sort can provide an improvement in the integral
nonlinearity for all considered conditions. The optimal size of the comparator components is
determined in terms of the efficiency of nonlinearity reduction. The quick sort algorithm shows
the best results both in nonlinearity reduction and in the influence of the comparator switching
threshold sign.
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Annoranus. [lpencTasieH aHaIM3 BIUSIHUS pa3Opoca MapaMeTpoB KOMIIapaTopa B IIENU ca-
MOKanIuMOpoBKM LM po-aHanoroBoro mnpeodpazosatenst (LIAIT) Ha cHukeHUMe HEJIMHEHHOCTHU
npeobpazoBaHus. PaccMoTpeH LuGpo-aHAIOToBbIil Mpeodpa3oBaTeb Ha UCTOYHUKAX C LIEIMbIO
KOMMYTAIIMOHHOU caMoKannOpoBKU. [IpoBeeHa olieHKa BeJTMIMHBI TOPOTa CpadaThIBaHUST KOM-
rapaTopa, o0yCJIOBJIEHHOTO pa30pocoM MapamMeTpoB KOMIMOHEHTOB 11st TexHosoru KMOITT 0.18
um («Mukporn» HCMOSSD). IToaydeHBl 3HaUe€HUS ITOPOTOB CpabaThIBAaHUS KOMITapaTopa s
TpeX pa3MepoB KOMIIOHEHTOB KoMItapaTopa. MyHKIIMOHAIbHOE MOAEIMPOBAHNE KOMMYTALIOH-
HOI KaTMOPOBKY C y4€TOM KOHEUHOTO MOpora CpaBHEHMS 3JIEMEHTOB IM0KAa3aj10, YTO BHIOOP ajiro-
pUTMa COPTUPOBKU BIUSET Ha CHIKEHWE HEJIMHEMHOCTHU Mpeodpa3oBaHus. [1py aToM oT™MeTHM,
YTO ISl HAMMEHBIIIETO BapruaHTa KOMIIapaTopa TOJIBKO ObICTpasi COPTUPOBKA MOXKET 00ECITeYnTh
yIIydlIeHre MHTeTPaTbHOM HeIMHEWHOCTH TS BCEX pacCMaTpUBaeMBbIX YCIIoBUiA. OmpeneaeH oIl-
TUMaJIbHBI pa3Mep KOMIIOHEHTOB KOMIIapaTopa ¢ TOYKM 3peHMST 3((GEKTUBHOCTA CHUKCHMUS
HenuHeitHocTu. Hamnydinme pe3ynsraThl Kak 10 CHUKEHUIO HETMHEHHOCTH, TaK U 10 BIUSIHUIO
3HaKa Iopora MepekIYeHUs] KoMIlapaTopa IMoKa3bIBaeT aJITOPUTM OBICTPOI COPTUPOBKHU.

Kiouesnie ciioBa: mucpo-aHAIOTOBEI ITpeoOpa3oBaTeib, MCTOYHUK TOKAa, KOMMYTAaIlMOHHAS
KaJMOpOBKa, paccorjacoBaHMe, TOPOT KoMITapaTopa, COPTUPOBKA JIEMEHTOB
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s murupoBanus: Yenuchenko M.S., Kvashina N.V., Piatak I.M. Influence analysis of comparator
parameters spread on decision accuracy in DAC self-calibration circuit // Computing, Telecome
munications and Control. 2024. T. 17, Ne 3. C. 131—-139. DOI: 10.18721/JCSTCS.17313

Introduction

High-resolution digital-to-analog converters (DACs) impose strict requirements for components
matching in order to provide sufficient linearity of conversion. For resolutions higher than 12 bits, the
common approach to improve component matching is an electronic calibration. The calibration process
includes analysis phase when component values or their ratios are assessed and the information about
actual values of elements is used to minimize conversion nonlinearity. For this purpose, switching-based
calibrations changes a manner of element switching [1-5].

As switching-based calibration aims to reduce part of analog blocks in favor of digital ones, a com-
parator is employed for analysis of element values [6—9]. The accuracy of matching assessment depends
on the threshold of comparison determined by comparator properties. One of dominant factors that
determine comparator threshold is a spread of its component parameters. However, there are no re-
searches examining the effect of mismatch in the comparator on calibration results. This paper focuses
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on assessing the influence of parameters on the accuracy of decision making in terms of the self-cali-
bration circuit.

Calibration structure

This paper focuses on a switching-based self-calibration of current-steering DACs. One of the main
phases in the switching-based calibration is a sorting phase. During this phase, an ascending (or de-
scending) order of elements is established in accordance with their actual values. After that, a sorted
order of elements is used to setup a new elements switching order for minimizing integral nonlinearity
(INL). Fig. 1 shows the general structure of such a calibration circuit. The key component of such a cali-
bration performing an assessment of element values is a comparator. A sorting procedure is the follow-
ing. During the calibration stage, two elements under comparison are switched off from the DAC output
and connected to the comparator’s input. The comparator waits for the end of switching transition in
one clock cycle and compares values of the current sources in the next clock cycle. Fig. 2 illustrates the
described process. An obtained decision is used by sorting algorithm for swapping (or not) of elements.
Wrong decision from the comparator may break partially or entirely the sorted order of elements.

Comparator circuit

In this paper, a dynamic comparator is considered [10]. It consists of resistor pair, differential ampli-
fier and RS-trigger circuit. Schematics of comparator blocks are depicted in Fig. 3—5. The comparator is
designed with 0.18 pm “Mikron” HCMOS8D technology. The current of two elements under comparison
is converted into a voltage with resistor pair (110, Fig. 5). Then their difference is amplified (Fig. 3) and is
stored in the RS-trigger (110, Fig. 4) as a digital signal (“0” or “1”’). The comparator is designed to have a
nominal current value at the center of supply voltage range. The considered current sources are based on a
schematic of cascode current mirror with transistor sizes of 5 um/4 um and 16x multiplier.
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Process variations effect the properties of transistor and make them different from the nominal val-
ues. As the result, the left and right branches become different, and comparator threshold drifts from
zero. The effect induced by deviations can be reduced by an increase of components area. Therefore,
the optimal area of comparator’s components is a matter of concern. The present work investigates this
issue in terms of subsequent effects of mismatch on the correctness of sorted order.

Simulation

The following approach is considered for a simulation of the comparator threshold. There are two
current sources: one with the constant current value, another changes its current around the value of
the first one. A difference between input voltages at the comparator’s input, when the output changes,
defines the comparator threshold. A Monte-Carlo simulation with 1000 runs is used to collect statistics
of threshold value. Moreover, as components’ area affects their matching properties and consequently
threshold, different area of transistors in the comparator is considered (area of the resistors has not been
changed). Simulation results are presented in Fig. 6 and in Table 1.

The threshold has approximately zero mean value as expected and covers both negative and positive
values. The standard deviation of the threshold decreases with components’ area increase. However, this

134



4 Circuits and Systems for Receiving, Transmitting, and Signal Processing >

<
o
L)

1Ny

ua

voD 4
vss 4y

2%k5§é

s
5
VDD

ck
\/DDT 13

In+ Comppmlorn  nOut

= vp out—I—.mOut

CLK v

———m—{clk t&.o t
C \/ééou u

VSS

+
=

In—

Fig. 5. Comparator block

dependency has the saturation and the threshold deviations do not noticeably (< 3%) decrease, when
the transistor sizes increase by 5 times from 20 pm/10 um to 100 um/50 um. Whereas, a transition from
4 um/2.5 um to 20 um/10 um (x5 area increase) decreases threshold standard deviation by 5.1 times.
Therefore, there is an optimal value of components’ area in terms of threshold deviation reduction.
The finite value of the threshold leads to wrong decisions when assessing the element values, in par-
ticular, elements, whose difference is equal to or less than threshold. To assess, how the threshold leads
to calibration decline, a function-level simulation is used. In this type of simulation, an array of unit
elements with random errors is generated. The number of generated arrays is 100. The generation of
element values relies on assumption that error distribution is normal. To get dispersion of the element
distribution, the mismatch of the current source is simulated by Monte-Carlo analysis. Statistics of the
current source mismatch is shown in Fig. 7. The mean value is 40.35 pA, the standard deviation of ran-
dom errors is 0.23%, which converts into 2.1 mV at comparator inputs. The ratio of the threshold and
standard deviation of the current source is 0.74, 0.15 and 0.14 relative to the threshold values in Table 1.

Table 1
Simulation results of the comparator threshold
W, um L, pm th, ,mV th_, mV
4 2.5 —0.53 1.51
20 10 —0.056 0.30
100 50 0.18 0.29

For the simulation, the following sorting algorithms are considered: bubble sort, merge sort, quick
sort and selection sort. For each algorithm, the maximum error between the results of an ideal sort and
a certain sorting algorithm is calculated and averaged across all generated arrays. Then, the obtained
error is normalized by the threshold values. In order to assess subsequent effect on the calibration re-
sults (i.e. INL), the 1F1D algorithm [6] is considered. This algorithm is the simplest one and is used
for a demonstration of sorting accuracy effect on the calibration results. The maximum values of INL
after calibration are normalized to the INL before calibration and then averaged over all 100 cases for a
comprehensive assessment of the calibration effect. Since the threshold also covers negative values along
with positive ones, both sign cases are considered.
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The results are presented in Tables 2 and 3 for different N resolutions and positive and negative
threshold values respectively. In terms of positive threshold values, the best error and INL reduction is
obtained by the selection sort. The bubble and merge sorts in some conditions demonstrate worse results

than before calibration (normalized INL > 1).

Table 2
Simulation results of the calibration (positive threshold)
. mV Error/th_ Normalized mean max. INL
‘ Bubble Merge | Quick | Selection Bubble | Merge | Quick Selection
N=6
1.51 3.276 2.021 1.488 0.910 1.497 0.993 0.713 0.612
0.30 2.563 1.745 1.649 0.968 0.575 0.560 0.559 0.557
0.29 2.525 1.738 1.607 0.968 0.571 0.559 0.558 0.556
N=38
1.51 4.485 2.810 1.303 0.916 1.558 1.617 0.633 0.538
0.30 5.818 2.491 1.823 0.987 0.813 0.470 0.459 0.456
0.29 5.791 2.495 1.811 0.987 0.788 0.468 0.458 0.455
N=10
1.51 5.468 3.550 1.261 0.927 1.462 2.975 0.898 0.519
0.30 12.580 3.301 1.681 0.990 2.876 0.438 0.384 0.384
0.29 12.567 3.275 1.711 0.991 2.838 0.436 0.385 0.383

In terms of negative threshold values, the bubble sort has the best results, while the selection sort
has the worst ones. Merge and selection sorts in some condition demonstrate worse results than before
calibration. The results of merge and quick sorts weakly differ at both positive and negative thresholds,
which makes them resilient to the threshold sign altering. However, in case of bubble and selection sorts
the threshold sign matters and must be determined.

Conclusion

Mismatch and process variations between the comparator branches leads to an appearance of a com-
parator threshold. This threshold defines a difference between the input signals, when the comparator
switches. If difference is smaller, the relation between the two elements cannot be reliably established
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Table 3
Simulation results of the calibration (negative threshold)
. mV Error/th_ Normalized mean max. INL
’ Bubble Merge | Quick | Selection Bubble | Merge | Quick Selection
N=6
—1.51 —0.889 —2.079 —1.394 —3.003 0.617 1.029 0.725 I.115
—0.30 —0.960 —1.701 —1.587 —2.566 0.556 0.560 0.559 0.572
—0.29 —0.954 —1.692 —1.622 —2.528 0.555 0.559 0.558 0.570
N=38§
—1.51 —0.893 —2.800 —1.193 —4.267 0.538 1.573 0.621 1.149
—0.30 —0.972 —2.509 —1.765 —5.559 0.456 0.470 0.456 0.702
—0.29 —0.975 —2.487 -1.779 —5.468 0.456 0.469 0.457 0.692
N=10
—1.51 —0.875 —3.536 —1.151 —5.362 0.508 3.019 0.929 1.080
—0.30 —0.964 —3.279 —1.642 —12.063 0.383 0.429 0.384 1.579
—0.29 —0.960 —-3.271 —1.684 —-12.017 0.383 0.424 0.384 1.615

and the further calibration process may be unsuccessful. In particular, the finite threshold leads to wrong
decisions during the sorting phase of switching-based calibration. This paper investigates the influence
of comparator component mismatch on the results of switching-based calibration.

The simulation results of the comparator designed using 0.18 um “Mikron” HCMOSS8D technol-
ogy shows that there is an optimal comparator area in terms of threshold variation reduction. Increas-
ing the components area is expected to reduce the standard deviation. Increasing of components by 5
times from 4 um/2.5 um to 20 um/10 pum has corresponding reduction of the threshold standard devia-
tion. However, further increasing the area cannot noticeably (< 3%) improve the comparison accuracy.
Therefore, the component sizes of 20 um/10 um seem to be optimal values for the comparator.

The obtained comparison accuracy is verified by its influence on the results of the switching-based
calibration. For this purpose, the 1F1D calibration algorithms are used as an example. In addition,
the comparison accuracy has different effects on different sorting algorithms. The simulation of the
calibration process shows that all sorting algorithms are able to establish almost correct order of the
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elements. However, for the smallest comparator variant (4 um/2.5 um) only quick sort can provide INL
improvement for all considered conditions. The medium comparator (20 pm/10 pm) is able to provide
a significant INL improvement (up to 61%). The largest comparator (100 um/50 um) has almost the
same threshold and provides from 0.2% to 3% INL improvement compared to the medium comparator.
Therefore, the largest comparator can be discarded as an impractical solution and the optimal compar-
ator area can be used without significant losses.

As for the choice of the sorting algorithm, the quick sort is the most effective and reliable solution.
Although bubble and selection sorts can show slightly better results, they are sensitive to the influence
of the threshold sign.
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Abstract. The paper presents an asymptotically substantiated compact model of the Peltier
element. The problem of stationary temperature distribution in a one-dimensional thermoelectric
medium with temperature-dependent physical parameters is considered. A direct asymptotic
approximation is constructed under the assumption that the ratio of the temperature difference at
the boundaries of the Peltier element to the mean absolute temperature of the module is a small
value. Expressions for heat fluxes on the absorbing and radiating sides with a nonlinear dependence
on the applied current and boundary temperatures are obtained. A method of synthesis based
on the obtained solution of a compact system model of a thermoelectric module is proposed. A
numerical example is used to compare the obtained model with the classical model with averaged
material parameters. It is shown that the heat fluxes of the two models take different values at
sufficiently large electric currents. Promising areas of using the proposed new analytical model of
the Peltier element in industrial problems are discussed.
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AnHoTamus. B paboTe BBITIOJNHSIETCS TOCTPOCHNUE aCUMIITOTMYECKY 000CHOBAHHOM KOMITaKT-
Hoii Mozxenu sneMeHTa [lenbrhe. PaccMaTpuBaeTcst 3amaya 0 CTallMOHAPHOM pacrpeneieHun
TeMITepaTypbl B OMHOMEPHOI TepMOBJIEKTPUUECKOI cpene ¢ GU3NISCKIMHU ITapaMeTpaMu, 3aBH-
CSIIUMU OT TeMItepatypsl. [1ocTpoeHO MpsIMOEe aCUMITOTUYECKOE TIPUOIKECHIE B TIPEATION0-
JKEHUU O TOM, YTO OTHOIIICHUE Pa3HOCTHU TeMIIepaTyp Ha TpaHuUIlax aeMeHTa [1enbThe K cpemHeit
a0COJIIOTHOI TeMIlepaType MOMIYJIS SIBJIsIETCS Maioil BeauuuHou. [TonydyeHbl BbipaxkeHuUs 111 Te-
TUTOBBIX ITOTOKOB Ha TOTJIONIAIONIEH M M3JIydalollleil CTOpOHaX C HEeJWHEHHOI 3aBUCHMMOCTBIO
OT TIPUJIOKEHHOTO TOKa M TPaHUYHBIX TemIitepatyp. [IpennoxkeHa MeTonIMKa CUHTE3a Ha OCHOBE
ITOJTYYEHHOTO pEeIIeHUsT KOMITAKTHOM CHCTEMHOI MOMIEIM TepMO3JIEKTpUIecKoro Monyis. Ha
YUCJICHHOM IIpUMEpE MPOBEACHO CpaBHEHME ITOIYYCHHOM MOMEIN C KIACCUICCKOU MOICIBIO
C OCpeIHEHHBIMM ITapaMeTpaMu MaTepuaja. IToka3zaHo, YTO TEIJIOBbIE ITOTOKU ABYX MOJIEJCH
MIPUHUMAIOT pa3Hble 3HAYSHUSI IMPU JOCTATOYHO OOJIBIIMX JEKTPUUECKUX ToKaX. O0CyXaal0TCs
MEepPCIIeKTUBHBIC HATIpaBJICHUS UCITOIb30BaHUS TTPEIIOXKEHHON HOBOI aHAIMTUYECKON MOJETN
aneMeHTa [leabThe B 3aa4ax TPOMBIIIIEHHOCTH.

Kmouessie cioBa: 6arapes [1ensrbe, Matlab, Simscape, MeToa mpssMOro aCUMITOTUYECKOTO pa3-
JIOXKEHUSI, CHCTEMHOE MOJIEJIMPOBAaHUE, MOACJIM ITOHMKEHHOTO TIOpsIIKa
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Introduction

Thermoelectric modules based on the Peltier effect are an important part of modern thermal stabiliza-
tion and cooling systems [1—11]. Such systems are widely used, for example, to create miniature refriger-
ation units and sensors that register temperature differences [11].

In practice, constant physical parameters of the object are used for analytical estimations of depend-
ence of the main parameters of thermoelectric modules (cooling capacity, maximum temperature differ-
ence between module surfaces, etc.) on the boundary values of temperatures and heat fluxes. The obtained
estimates under this assumption do not always coincide with experimental data [1-3, 5, 6, 12, 13]. Tak-
ing into account the dependence of material parameters on temperature can strongly change the module
performance and its output parameters with respect to similar values calculated with constant material
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parameters. For a more accurate description of the battery parameters or design (selection of material
properties of p- and n- types) of the battery, a correct mathematical model is required.

A one-dimensional analytical model of the stationary state of a thermoelectric element is investigat-
ed in [1, 2]. Temperature distributions along the Peltier element as a function of current density under
boundary conditions of the first and second kind are obtained. In [5—9], the methodology of modelling of
Peltier elements based on the system approach with application of compact models is proposed. Numeri-
cal dependences of temperatures and heat fluxes of the Peltier element are obtained based on the solution
of the linear boundary value problem with constant material parameters. The presented approach is useful
and practical, since only manufacturers' data sheets are used to obtain the system model parameters. In
[10, 11], expressions for the optimal current value, at which the maximum temperature difference occurs
in the Peltier element, are given. A nonlinear equation for temperature distribution taking into account
temperature-dependent material properties is obtained. The influence of temperature-dependent physical
parameters on the temperature distribution along the Peltier element is discussed. It is shown that the heat
conduction model with temperature-dependent properties significantly refines the temperature distribu-
tion in comparison with the model with averaged material parameters. In [14—19], mathematical models
of unsteady pulse impact on a thermoelectric element leading to the so-called supercooling effect were
constructed and investigated.

In this paper, we consider the problem of finding an approximate analytical solution to the prob-
lem of stationary temperature distribution for a Peltier element, when temperature-dependent physical
properties of the material are taken into account. Using the mathematical apparatus of perturbation
methods, modified expressions of heat fluxes at the boundaries of the Peltier element are determined.
A compact system model of the Peltier element is proposed, taking into account the obtained refined
thermoelectric characteristics.

Mathematical model

The stationary thermoelectric state of a one-dimensional medium is described by the equation [1—3]:

K(T) d2T+dK_(T)(d_Tj2_ 'de_T:_i~ (la)
d dr \dx) °° dT dx o(T)
T(sz):TL, T(x:L):TR, (10)

where 7 is the temperature; (T ), G(T ), S (T ) are the temperature-dependent thermal conductivity,
electrical resistivity and Seebeck coefficients, respectively; j0 is the current density, x is the spatial co-
ordinate.

A schematic representation of the problem under consideration is presented in Fig. 1.

An example of the dependences of experimental parameters K(T ), G(T ), S (T ) for BiSbTe n-
(Ki (T), 0: (T), SnT (T)) and p- (K; (T), 02 (T), S; (T)) types in the temperature range from 300
to 500 K is given in Fig. 2, 3 [19]. The experimental data were approximated by parabolic polynomials,
where the lower index », p defines the material properties calculated for n- and p-type BiSbTe material.

Expressions for KZ,p (T), o’ (T), Slip (T) are written as:

n,p
i, , (T)=xg” +&/"T +x5"T?;
o, ,(T)=0y" +0]"T+0,"T?; ()
S, (T)=85"+8"'T + S8, T?.
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Fig. 1. One-dimensional model of a p-type element (constant cross-section A)
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Fig. 3. Polynomial approximation (solid line) of experimental data
for n-type x| (T), o, (T), S, (T) (points) BiSbTe material

Based on the representation of physical parameters by expressions (2), equation (1) is characterized
by a degree nonlinearity with respect to the variable 7. The analytical representation of the material

T T
parameters K

n,p> “n,p?

solution for the temperature distribution (1a).
Let us introduce dimensionless quantities:

Then equation (1) is rewritten in the form:

S nT » (2) allows us to apply asymptotic methods [20, 21] to find an approximate

€)
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| -
e R e e

dg® du | dg du dg T gy
u(g=0)=T T u(z=1) =TT (4b)

where u is the small and finite relative temperature change; K(u), G(u), S (u) (lower indices n, p
omitted hereafter) are defined as:

k(u)=k,+ku+iu’, o(u)=6,+6u+6u’, S(u)= S, +Su+Su, (5)

A A A

and the coefficients K, ¥, K,, G,, G,, O,, Sy, 5|, S, take the form of:

A r r2oA r2oA 2,
K, =K, +x7T+x,T°, «, =x,T+2x,T°, ¥, =x,T";
6,=6,+06,l +0,T°, 6,=c,T +25,T%, 6,=0,T"; (6)
o _ . 72 Q _Q r2 Q Q2
So =8, +ST+8,17°, §=8T+25,T", §,=5,T".

In practice, u is often a small value [10, 11, 20], the temperature difference across the Peltier ele-
ment is of the order of a few tens of degrees, while the average temperature is of the order of hundreds
of degrees Kelvin. Problem (4), together with equations (5), forms a second order nonlinear differential
equation, which has no analytical solution. To evaluate the solution of this problem, it is assumed that u
is a small value, and the asymptotic method of direct expansion is applied [20—22].

Asymptotic solution of the one-dimensional thermoelectric problem

To find a uniformly suitable solution of the third order of smallness, we decompose u into the fol-
lowing series:

u(&,e)=¢eu, (&)+&u (&)+&u, (§)+ ..., (7)

where € is a small parameter.
Let us consider the term in the right part of the equation (4a), for this purpose we divide equation (4)
by the value K, then:

(L)) 1 I’R® dT

= =—F=—, (8)
T x,0 T T
o . 1L N 1L
where [ = j A is an electric current through the element, R = —Z is an electric resistance, ® = —
(¢ L
is a thermal resistance of the element, dT is a temperature difference in the element at the heat flux equal

to the electric power I°R.

From a practical point of view, it makes sense to apply a thermoelectric element only in the region,
where the heat flux from the Joule—Lenz effect is significantly smaller in comparison with the basic
Fourier heat flux. In this regard, we will assume that the summand in the right-hand side can be attrib-
uted to quantities of the order €. Let us take into account the smallness of the heat fluxes caused by the
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|
JoLS, .
Thomson effect for the class of materials under consideration ~107" |. We will assume that the
KO

summand with the Seebeck coefficient of equation (4a) does not enter the generating problem, that is,

ds
L—~c¢.
Jo du

Substituting the equations of expansion (7) into equation (4) and equating the coefficients at the
same powers of €, we obtain:

€
-2L2
u(’)lz_ /:]i) ~ 2 (9a)
T'k,0,
T -7 T,-T
u :O = LA , U :1 = RA 5 9b
82
-L A jal .
KO KO GO 0
ul(§:0)=0, ul(é';:l):(); (102)
83

ﬂ_joLSl ' Kl A " "
uy ==Ly ( +— (uout) +uuy ) —

K, G,

K, & 2k, K, G,
11 2, ”2
juouo [ —+—— juouo— (11a)

0

%, &
—@ ulu {+M[[1+ S +28 Ju ul,

Ko Ko

u, (§=0)=0, u,(§=1)=0. (11b)

The first approximation problem given by equations (9) is similar to the thermoelectric problem with
constant (averaged) material properties:

uoz—%o§2+clﬁ+cz, (12)
where
2 2 -
L T, -T T -T
cozAjoA _A,CI_C_0+ o = (13)
K,0, T T T
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By substituting the solution (11) into the boundary value problem (9), it is possible to obtain the
solution for u,. Any further refinements of the solution become more complex in structure, however,
their explicit form can be obtained using computer algebra methods [23] and then transferred to the sim-
ulation environment for direct calculations or optimization procedures. For typical parameter values,
the constructed solutions converge to a direct numerical solution quickly: a two- or three-term approxi-
mation can satisfy the practical needs. In the numerical example (see Section 4), the maximum relative
error with respect to the direct numerical solution of the nonlinear boundary value problem realized
using the Matlab bvp4c built-in function [23] is 0.69% and 0.042% for the two- and three-term solution,
respectively. In the following calculations, the trinomial solution will be used.

Substituting (13) into equations (10, 11), we obtain expressions for temperatures u, and u,. Due to
the adopted system of notations, € = 1 [21]. In this case, the equation for the dimensionless temperature
u is written in the form of:

u=d&®+d,t +d e’ +d,& +d ' +d 5 +d.E +dE+d,, (14)

where the constants d,_, i= 1,_9 are determined from equations (9—11).
The heat flux profile g = g (u, EJ) can be calculated as [1, 2]:

~

q(u,é)=—%K(u)u'+j0fS(u)(u+l). (15)

Consider the values of heat flux g on the left g, and right g, sides of the Peltier element.
From equation (15), taking into account (3), (13), the heat fluxes q,, g, have the following form:

T -T T .
QLZQL L aoj:ZKL” (0)+]0SLTL’

T
. . (16)
T.-T T , )
dr :q£ Rf‘ ,IJ:ZKRu (1)+]0SRTR,
or:
d.x .
q,=— ;LL (TR+TL)+]OSLTL7
(17)
8d +7d,+6d,+5d,+3d.+2d, +d
QR:_( 1 - : : . ! S)KR (TR+71L)+joSRTRa

2L

where K, K, S rareKand S calculated on the left and right sides of the Peltier element.

Equations (17) are modified expressions for heat fluxes on the radiating and absorbing sides of the
Peltier element in the case of temperature-dependent material parameters. Further on the basis of ex-
pressions (15, 17) the heat fluxes on both sides of the Peltier element are estimated.

Numerical examples

The following examples show the results of calculations of temperature and heat fluxes of the ther-
moelectric element. The material properties taken in the calculations are given in Table 2 for p-type
material. The dependence of material properties on temperature is assumed according to Fig. 2 [1, 2].
For n-type material, the constructions are similar and are not given.
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Table 1
Values of thermoelectric cell parameters for BiSbTe n-type material
Variable Value
T, 300 K
T, 320K
J 0.83 MA/m?
A 38.6 mm?
L 5 mm
K, 1.22 W/(m-K)
%, —0.65 W/(m'K?)
%, 1.1 W/(mK?)
5, 1.1x10* (Q'm)~!
G, —9.93x10* (Q'm)~'/K
G, 5.05x10* ('m)~'/K?
§0 —1.8x10*V/K
S, —1.6x10- V/K?
S, 1.85%10* V/K?
<> 1.198 W/(m-K)
<o> 70x10° (Qm)~!
<85> —2x10*V/K
Table 2

Values of thermoelectric cell parameters for BiSbTe p-type material

Variable Value
%, 1.17 W/(m'K)
K, —0.86 W/(m'K?)
K, 1.12 W/(m'K?)
S, 13.96x10* (Q'm)~!
6, —17.97x10* (Q'm)~'/K
S, 9.4x10* (Q'm)~'/K?
s, 1.74x104 V/K

>

1.56x10~* V/K?

S, —1.38x10* V/K?
<> 1.06 W/(m'K)
<o> 82x10° (Q'm)™"!
<S> 2.1x10~* V/K

where <> , <o>, <$> are averaged material parameters defined as
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Fig. 4. Temperature profile distributions in the cases of numerical solution (crosses),
results obtained with the approximated solution (blue, green and black solid lines)
and the solution with averaged material parameters (red solid line)
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Fig. 5. Distributions of heat flux profiles in cases of numerical solution (crosses),
results obtained with the approximated solution (blue, green and black solid lines)
and the solution with averaged material parameters (red solid line)
Tmax Tmax Tmax
[ x(r)dr [ o(T)dr [ s(r)dr
<K>="———— <o>=" < §>="m (18)
max _ijn Tmax _Tmin Tmax _Tmin

T o = D00 K, T i = 300 K are maximal and minimal temperatures (see Fig. 2, 3).

We compare the temperature and heat flux distributions in the Peltier element in the case of p-type
BiSbTe material between the numerical solution of equation (4) in Matlab (using bvp4c function), the
asymptotic solution (9—14) and the solution of equation (4) with averaged material parameters (18) (see
Fig. 4, 5).

Fig. 4, 5 show that in the case of temperature-dependent material parameters, the direct expansion
method gives more accurate temperature and heat flux profiles compared to the case of averaged ma-
terial parameters [1, 2]. The first asymptotic term gives better results than the solution with parameters
averaged over the total temperature interval of the input data. This is explained by the fact that the physi-
cal parameters of the Peltier element are a series that decompose with respect to the average temperature
of the Peltier element 7.

Compact Peltier battery model

To simulate the behavior of the Peltier element, a system-level model has been developed to simu-
late the behavior of the Peltier battery and predict the amount of heat it can transfer. The principle of
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Fig. 6. Models of Peltier batteries

these models is to isolate the thermal and electrical parts of the system and to model them based on the
thermal and electrical circuits with concentrated parameters [5, 6, 24]. Many works (see, for example, [5,
6]) are devoted to the study of the case of averaged material parameters, which do not depend on temper-
ature and simplify the construction of equivalent circuits. Further, we propose to modify the scheme [5]
shown in Fig. 6 by adding temperature-dependent material properties K = K(u, T ), S=S (u, T ), c=
= G(u, T ) , which are obtained after solving problems (4, 5).

The heat fluxes in the case of average material parameters Q, and O, on the cold and hot sides of the
Peltier element can be expressed as [10, 11]:

T -T
0, = M+ SIT, —%1213,
(19)
T -T, 1
O, = MJF SIT, +512R
and the voltage drop across the thermoelectric element is written as:
V=S(T,-T,)+IR, (20)

where R is the electrical resistance, ® is the thermal resistance, [ is the electric current.
The averaged material parameters R, ®, S in equations (19) are written in terms of n- and p-type
material properties in the form [4]:

2

Y|
21)
0= ! + ! £
<x,> <Kk,>)4
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Fig. 7. Distribution of heat fluxes as a function of current strength
in the cases of asymptotic solution (dashed lines) and solution with averaged material parameters (solid line)

The Matlab/Simulink software package is used to build compact thermoelectric models of the Peltier
element. In accordance with the above, Fig. 7 shows the diagrams of Peltier battery described by equa-
tions (16, 19) with material parameters given in Tables 1, 2. The upper part of the diagram shows the
Peltier battery model with averaged material properties (21), which is specified by the “Peltier Device”
block, and the lower part of the diagram shows the case of temperature-dependent material of the Peltier
battery model (19). The defining equations of the thermal state of the “Peltier Device” block are similar
to the expressions (19, 20). The lower blocks “QcPtype”, “QcNtype”, “QhPtype”, “QcNtype” are a
compact record of the heat flux expressions given by expressions (17).

Fig. 7 shows the dependences of heat fluxes O, QL according to the defining equations (16, 19).

As can be seen from Fig. 7, the model of the Peltier element calculated with temperature-dependent
parameters gives different values of heat fluxes in comparison with the model with averaged material
parameters. This effect is because in the case of initial averaging of material parameters, the calculation
of the thermal state is carried out at the temperature corresponding to the averaged values of material
parameters. In the asymptotic solution, the system parameters depend on both the boundary conditions
and the applied current, which leads to differences in the results.

Conclusion

In the present work, a model of reduced dimensionality for a Peltier element is constructed using
the asymptotic direct expansion method. It is shown that taking into account temperature-dependent
material parameters can significantly affect the boundary heat fluxes and integral characteristics of the
thermoelectric device. The implementation of the proposed Peltier battery circuit in the Matlab/Sim-
scape software package is demonstrated. The model can be useful for the analysis of quasi-stationary
thermoelectric processes, when the total heat capacity of the Peltier battery is negligibly small in relation
to the heat capacity of the thermostabilized object. The subject of further research may be the extension
of the proposed approach to the modelling of fast non-stationary thermoelectric processes, in particular,
to the modelling of the so-called “supercooling” phenomenon [11].
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