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Research article @ 018
DOI: https://doi.org/10.18721/JCSTCS.17201 T
UDC 004.5

THE INFLUENCE OF HIGHLIGHTED TEXT
ON ITS PERCEPTION WHEN PERFORMING INTERPRETING
FROM A COMPUTER SCREEN

V.E. Yanchus 2 , V.Y. Kukulian

Peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation

= victorimop@mail.ru

Abstract. This paper examines an experimental study of the effect of highlighted text with
color underlays on the efficiency of its perception when translating from a screen. The study was
conducted using eye-tracking technology and oculography methods, to analyze the perception
of stimulus material by interpreters when translating from a screen. Methods of mathematical
statistics were used to process the experimental data obtained. During the experiment, participants
were asked to interpret from the screen sentences presented in stimuli with different options for
highlighting the text with color. Factor analysis of the experimental data obtained from the eye
tracker revealed statistically significant differences in text perception effectiveness depending
on the combination of the investigated factors. The analysis demonstrated that the use of a serif
font, a contrasting black background, and white underlay for highlighting the semantic centers of
sentences can significantly improve the quality of an interpreter's work with on-screen text. The
results of this study can be applied in the development and optimization of the interface design for
specialized simulators and training systems for professional training of interpreters.

Keywords: eye tracking, experiment, highlighted text, text perception, translation, education,
training simulator

Citation: Yanchus V.E., Kukulian V.Y. The influence of highlighted text on its perception when
performing interpreting from a computer screen. Computing, Telecommunications and Control,
2024, Vol. 17, No. 2, Pp. 7—16. DOI: 10.18721/JCSTCS.17201

© Yanchus V.E., Kukulian V.Y., 2024. Published by Peter the Great St. Petersburg Polytechnic University
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UCCNEAOBAHMUE BJIUSAHUA BbIAENTEHUA TEKCTA LBETOM
HA DODPEKTUBHOCTDb EFrO BOCIPUATUA
NMPU NEPEBOAE C 3KPAHA

B.3. Anuyc =, B.IO. KykynvsiH

CaHkT-MNeTepbyprcknii NoAnUTEXHUYECKUA yHUBEepcuTeT MNeTpa Benunkoro,
CaHkT-NeTepbypr, Poccuitickaa Pepepauma

= victorimop@mail.ru

AnHotamusa. B pabore paccMaTpuBaeTcs dKCIEpUMEHTAIbHOE MCCIIeTOBAaHUE BIUSHUS BbI-
JieIeHUsI TeKCTa 1BeTOM Ha 3((hEeKTUBHOCTh €r0 BOCIIPUSTHS TPU TepeBoae ¢ akpaHa. Mccne-
JIIOBaHWE MPOBOAMIOCH C MCIOJIb30BAaHNEM METOIOB OKYJIOrpapUuM, TEXHOJIOTUM alTpeKWHTa
IS aHaJIM3a BOCIIPHSITUSI CTUMYJIBHOTO MaTepHralla IepeBOIUYMKaMHU TIpH TIepeBOIe C dKpaHa.
J1st 06paboTKM MOJIYIeHHBIX SKCIIEpUMEHTAIbHBI JaHHBIX MCITOJb30BAIMCh METOABI MaTeMa-
TUYECKOI CTaTUCTUKU. B Xo[e sKcrepuMeHTa y4aCTHUKAM IPEAIarajgoch BHIITOJHUTh IIEPEBOI
¢ 9KpaHa IpeaoXeHU, MPeACTaBICHHBIX B CTUMYJIAX C pa3IMYHbIMU BapyMaHTAMU BbIICICHUS
Tekcra 1BeToM. MaKTOpHBINM aHaIu3 IMOJYYEHHBIX ¢ alTpeKepa 3KCIIePUMEHTAIbHbIX JaHHBIX
TTO3BOJIVJI BBISTBUTH CTATUCTHYECKN 3HAUMMBIC pa3Inaus B 3P (MEeKTUBHOCTH BOCIIPUATHS TEKCTa
B 3aBHCUMOCTH OT COYETAHMSI MCCIeAYeMBIX (haKTOpPOB. AHAIN3 TTOKa3aj, YTO MCII0JIb30BaHNE
mpudTa ¢ 3aceuKaMu, KOHTPACTHOTO YepHOTo (poHa U OEJIOro IIBETOBOTO BBIACICHUS CMBICIO-
BBIX LIEHTPOB MPEII0XEHUI MOXET 3HAUMTEJIbHO YIYYIINTh KA4eCTBO PabOTHI IIEpEeBOAYMKA IIPU
paboTe ¢ SKpaHHBIM U300paxkeHrueM. Pe3yibraThl JaHHOTO UCCIIEA0BAHUS MOTYT ObITh IIPUMEHE-
HBI TIpU pa3paboTKe U ONTMMU3ALIUMU TM3aliHa nHTepdelica crenraiu3MpoBaHHbBIX TPEHAXKEPOB
¥ 00YJaOIINX CUCTEM IJIST PO eCCUOHATBHOM TTOATOTOBKH TTEPEBOIUNKOB,

KnroueBslie ciioBa: aiiTpeKMHT, 3KCIEPUMEHT, BbIAEJIEHUE TEKCTA, BOCIPUATUE TEKCTA, ITEPEBOI,
oOyueHue, 00yJalonii TpeHaxep

Jlng murupoBanns: Yanchus V.E., Kukulian VY. The influence of highlighted text on its perception
when performing interpreting from a computer screen // Computing, Telecommunications and
Control. 2024. T. 17, Ne 2. C. 7—16. DOI: 10.18721/JCSTCS.17201

Introduction

The modern world is characterized by an increase in the volume of information and a variety of
forms of its presentation. In this context, the efficiency of textual information interpretation becomes
a key component in intercultural exchange of knowledge and information. Modern interpreter training
methods must adapt to these conditions, integrating advanced technologies and research to improve
training effectiveness. One of the tools for studying the process of interpreting textual information is
eye tracking, which provides an opportunity to study the process of perception of on-screen text and
interpreters' attention to various aspects of textual information. The works of S. O’Brien, C. Walker, and
E.M. Federici [1, 2] have significantly influenced the development of this area of research, highlighting
the potential of eye tracking in the context of interpreter training and analysis of their professional ac-
tivities. These studies became the starting point for further research aimed at optimizing the translation
process using eye-tracking technologies.

The use of eye tracking in the context of interpreter training is of particular significance, since it pro-
vides an opportunity to identify key aspects of text perception based on reliable parametric data of the
stimulus material viewing pattern. Analysis of eye movements in real time allows not only to determine

© SAHuyc B.3., KykynbsH B.tO., 2024. W3paTensb: CaHKT-TMeTepbyprckuii NonMTeXHUYeckuii yHusepcuteT MeTpa Bennkoro
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which areas of text the subject pays special attention to, but also to analyze the sequence of perception
and transitions between different parts of the text.

The aim of this study is to examine the perception of color-highlighted text by interpreters using
eye-tracking technology. This research will examine the relevance of color highlighting text when inter-
preting from a computer screen. Analysis of experimental data obtained using eye-tracking technology
is aimed at identifying statistically significant features of color-highlighted text perception.

The research objectives are:

1. To determine the factors influencing the interpreter’s perception of the text.

2. To develop stimulus material.

3. To determine the task for experiment participants.

4. To process the experiment results using mathematical statistics methods.

The research hypothesis is that the use of color-highlighted text can improve the quality of an inter-
preter’s work with on-screen text. The results obtained during this study are to be used in the develop-
ment of a training simulator for translators.

Previous studies

The results of studies conducted by V.A. Demareva, S. Toldova, and K. Rayner [3, 4, 5] have provided
valuable data on readers' behavioral strategies during text perception. In particular, they identified the
main patterns of viewing stimulus material, indicating a saw-tooth nature of sequential text scanning.
This process is predominantly carried out from left to right and from top to bottom, which corresponds
to the direction of writing in the subjects’ native languages. However, in the case of languages with a
reverse direction of writing, a similar movement is observed in the eye movement of the subjects. These
results highlight the universality of certain reading behavioral strategies applicable to various writing sys-
tems and confirm the relevance of using eye tracking for analyzing text perception in different linguistic
and cultural contexts.

Eye movements during text reading represent a sequential alternation of fixations and saccades, the
proportions of which are influenced by several factors:

« Complexity of the text. If the text contains complex or unfamiliar terms, phrases or constructions,
the interpreter may slow down, making longer fixations for a more thorough understanding of the text.

» Presence of specialized vocabulary. Knowledge of the topic, subject area, or text specifics can
speed up the reading process and reduce the length of fixations, since the interpreter more easily recog-
nizes and understands specific terms.

» Language skills. The interpreter’s language skill level affects reading speed, as well as the propor-
tions of fixations and saccades. Experienced interpreters may use more effective text scanning strategies,
which contributes to faster and more accurate perception of information [6].

» Individual characteristics of the translator. Interpreters’ personal characteristics regardless of text
complexity can also influence information scanning strategies during reading, creating unique patterns
of fixations and saccades [7].

According to studies by Rayner and C. Clifton [5, 8], the average saccade length during text reading is 8
characters. About 15% of saccades are regressive, with a significant part of them being short, consisting of
several characters. This may be because readers make too long saccades, and short regressive movements
are performed to clarify information. In addition, short regressive saccades within a word may be associated
with difficulties in processing the current word on which the reader's attention is focused. However, regres-
sions longer than 10 characters indicate more serious difficulties in understanding the text, highlighting
the importance of studying and analyzing regressive eye movements during reading using eye tracking for
a deeper understanding of text perception mechanisms and the processes of text reading by interpreter [5].

During saccades, as well as immediately before and after them, the perception of visual information
is practically absent. This time is characterized by rapid and brief eye movements, during which the eyes
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move from one fixation point to another. The perception of visual information occurs precisely during
fixation, when deep and detailed processing takes place. During saccades, on the contrary, low-level
visual processing occurs, which emphasizes the importance of analyzing fixation time for a more com-
plete and meaningful perception of the text in the process of reading or translation [12]. This dynamics
of the visual system's operation are important when considering the relations between eye movements
and the effectiveness of text perception in the process of professional interpretation of text from a com-
puter screen.

The use of eye tracking in the field of applied linguistics and translation studies makes it possible to
obtain more accurate and objective data on visual information perception by interpreters when trans-
lating text from a computer screen. This, in turn, contributes to a deeper understanding and analysis of
the professional translation process, as well as optimization of interpreter training methods. One of the
forms of translation considered in this study is sight translation, which involves translating a written text
from the source language into spoken text in the target language [6, 9]. Discussions regarding this type
of interpretation emphasize the ambiguity of its status: whether it is a separate form of interpretation or
a training exercise for other forms of interpreting [11]. Eye tracking allows for a deeper investigation of
this issue, providing data for objective analysis, which is an important step towards determining the role
and significance of sight translation in the general context of translation practice.

Current research widely supports the concept that sight translation has several key characteristics:

* Time constraints, due to limited time for text perception and translation decision-making, as well
as high speech speed, are highlighted as one of the key characteristics of this type of translation [6, 9].

 Strict self-control, which is recognized as an important aspect, requires the accuracy of the orig-
inal translation, and prohibits corrections [11, 12].

» Limited access to the context of the source text, which challenges the interpreter to convey accu-
rately the nuances and meaning of the text.

From a cognitive load perspective, sight translation represents multiple interconnected operations
that the interpreter performs in parallel. With this type of translation, the interpreter must simulta-
neously perceive and process visual information in the source language, form an oral message in the
target language, and maintain strict control over the entire process. Thus, sight translation requires the
interpreter not only to know two languages, but also to be able to effectively coordinate various cognitive
tasks in real time.

In her research [1], O’Brien highlights the challenge of reproducing a realistic task and environment,
which significantly affects the results of experiments. She emphasizes that when conducting research
on translation process, it is crucial to ensure participants' natural behavior, consistent with their usual
behavior during translation practices. Given that such experiments inherently have a certain degree of
artificiality, creating a comfortable environment, ensuring anonymity, and providing information about
the research objectives are key to ensuring the reliability of the results. These measures aim to minimize
the potential influence of stress factors or unnatural conditions on study results.

>

Methods and materials

At the initial stage of experiment development, factors were identified that presumably influence
information perception when working with on-screen text:

» Contrast. Variations in the color contrast between background and text, represented by a black
background with white text and a white background with black text.

» Highlighting the semantic centers of sentences in blue, orange, black, and white underlays.

» Font. Variations in typeface design, represented by sans-serif fonts (“PT Sans”) and serif fonts
(“Times New Roman”).

Based on the results of a previous study, it was found that abrupt changes in background caused dis-
comfort in participants [13, 14]. Consequently, modifications were made to the stimulus material for
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The past year has witnessed i[new shopping malls in downtown Damascus.

Fig. 1. Stimulus material with white background and text written in black with orange underlay

America’s mining industry injured 34 coal miners last year.

Fig. 2. Stimulus material with black background and text written in white with blue underlay

the present experiment. To smooth the transition between stimuli and reduce participants’ eyestrain, the
stimuli were interspersed with gray screens. The display time for these intermediate screens was 500 ms.

Additionally, changes were made to the method of highlighting the semantic centers of sentences.
Instead of bold text, colored underlays were used. This choice was based on the results of researches by
M.L. Gaddy, M. Gumbrecht, and M. Yeari, highlighting the effectiveness of this method for retaining
text information [15, 16, 17].

In her experimental study [15] on the impact of color-highlighted text on the perception and reten-
tion of information, Gaddy identified the following key results:

» Highlighted or underlined information was remembered significantly better by the participants in
the experiment compared to non-highlighted information.

» The color of the underlays did not significantly affect memorization process.

Gumbrecht's eye-tracking study confirms that highlighted text areas play a crucial role in the percep-
tion of visual information during reading. The data obtained show that users not only pay more attention
to these areas, but also actively focus their gaze on them, with approximately half of their fixations oc-
curring on highlighted areas of the text. This finding highlights the importance of considering highlight-
ed areas when designing digital interfaces, as it can substantially affect users’ ability to effectively find
and process necessary information in digital textual contexts.

Yeari's eye-tracking study on the effect of text highlighting on the processing and retention of textual
information also confirms that highlighting central information with color underlays in text reduces
the rereading of information in the peripheral vision zone, while highlighting peripheral information
increases the rereading of this information. Other studies also confirm the statistically significant in-
fluence of this method of highlighting information in the context of memorization process [18, 19, 20].

The task for experiment participants was to translate sentences displayed on a computer screen. As
a part of the experiment, stimulus material consisting of 12 sentences was developed, including various
combinations of the factors described earlier (Fig. 1—2). Parametric data on the pattern of viewing stim-
ulus material, obtained from the eye-tracker were processed using statistical analysis methods.

The experiment involved 41 student from the 4 year of bachelor's and Ist year of master's programs
in linguistics at Peter the Great St. Petersburg Polytechnic University. Thirteen participants underwent
the experiment in the Human-Computer Interaction Laboratory at the Higher School of Design and
Architecture using the SMI RED 250 eye-tracking hardware-software complex. Twenty-eight partici-
pants took part in the experiment at the Digital Linguistics Laboratory at the Higher School of Linguis-
tics and Pedagogy using the Tobii TX 300 eye-tracking system.

Results

The analysis of experimental data was conducted using the automated software complex “Statistics”.
To identify statistical dependencies, multivariate analysis of variance was used. To confirm the statistical
hypotheses, a standard ANOVA procedure was performed with the significance level (p-value) set at 0.05.

11
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Fig. 3. Density distribution of stimulus viewing time in relation
to the factors of background, highlighting, and font

Analysis of the total time spent working with the stimulus material indicates statistically significant
differences in the time spent by participants on solving the experimental task when observing stimuli
with various factor combinations (Fig. 3). The results show that stimuli with a black background and
white underlays required the subjects the least amount of time (approximately 10000 ms) to solve the
problem. This aligns with expectations based on previous research and confirms that certain combina-
tions of factors can significantly influence text perception time [14].

The p-value obtained through statistical analysis confirms the statistical significance of differences in
total working time when using various combinations of style and font factors (Table 1).

Table 1
p-value obtained as a result of ANOVA program procedure for the parameter “Total amount of time”

p-value
Contrast
Highlight 0,028
Font
Contrast * Highlight 0,02
Contrast * Font
Highlight * Font <0,0001
Contrast * Highlight * Font 0,113

However, an interesting result is the revealed influence of colored underlays. In particular, subjects
solved the experimental problem faster when working with stimuli featuring a black background with
white underlays compared to stimuli with a black background and orange underlays. The latter required
significantly more time from participants (about 30000—35000 ms). Stimuli with blue underlays were
second in terms of task solution speed, but only in the case of stimuli with sans-serif fonts, similarly on
a black background (Table 1).

When working with stimuli on a white background, participants required an average time of 20000—
30000 ms. However, despite the increase in working time with stimuli, the general trend remains. Working
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Fig. 4. Density distribution of the number of fixations during stimulus viewing
in relation to the factors of background, highlighting, and font

time with stimuli reduces when using serif fonts and orange underlays, and when using sans-serif fonts and
blue underlays. At the same time, the most contrasting black underlay on a white background did not result
in a significant increase in the speed of solving problems, as was the case with the reverse contrast (black
background and white underlays).

Analysis of the number of fixations when working with the stimulus material indicates the smallest
number of fixations when using a black background, serif font, and white underlays (Fig. 4). This may
indicate an increase in the speed of perception and rapid text scanning of text in this stimulus configu-
ration. The black background and contrasting white underlays in the stimuli likely contribute to the ease
of distinguishing text elements.

The results of the statistical analysis, based on p-values, indicate the statistical significance of differ-
ences in the number of fixations depending on the use of various combinations of highlighting and font
factors (Table 2).

Table 2
p-value obtained as a result of ANOVA program procedure for the parameter “Quantity of fixations”

p-value
Contrast
Highlight <0,0001
Font
Contrast * Highlight 0,053
Contrast * Font
Highlight * Font <0,0001
Contrast * Highlight * Font 0,435

Conversely, the maximum number of fixations was observed when using stimuli with a black back-
ground, sans-serif font, and orange underlays. This may indicate a more complex perception of the text
in this configuration, possibly due to the absence of serifs in the font and a more intense color contrast
between the text and the underlays.

13
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Fig. 5. Density distribution of the number of saccades during stimulus viewing
in relation to the factors of background, highlighting, and font

Any combination of factors with a white background results in average fixation values. This may
indicate that while a white background provides some contrast, it still reduces the level of visual impact
compared to a black background.

Analysis of the number of saccades when working with stimulus material shows trends similar to the
analysis of fixations shown in Fig. 5. In the case of a black background, serif font, and white underlays,
the number of saccades corresponds to the minimum number of fixations. This indicates efficient text
scanning and a minimum number of necessary eye movements.

Statistical analysis of the number of saccades when working with the stimulus material also confirms
that the chosen method of text highlighting and font type influence the process of text perception (Table 3).

Table 3
p-value obtained as a result of ANOVA program procedure for the parameter “Quantity of saccades”

p-value
Contrast
Highlight <0,0001
Font
Contrast * Highlight 0,057
Contrast * Font
Highlight * Font <0,0001
Contrast * Highlight * Font 0,057

In a situation with a black background, sans-serif font, and orange underlays, the number of saccades
increases rapidly. This aligns with the large number of fixations in this configuration and may indicate
more complex text perception, requiring a more corrections and transitions between fixation points.
The white background factor, in combinations with various text highlighting techniques and fonts, con-
firms the conclusions drawn from the analysis of fixations.

Conclusion

Based on the conducted research, a statistical dependence of text perception on background color was
revealed. It was established that under certain conditions, the speed of information perception increases
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on a black background. It was determined that the highest speed of information perception is achieved
when text is highlighted with a white underlay on a black background, which is confirmed by statistically
significant differences in the total amount of time for solving the experimental problem, the number of fix-
ations and saccades. The statistical significance of the influence of font type on the process of text percep-
tion was also revealed. The results of this study can be used to optimize training materials in the interfaces
of translator simulators, ensuring the effectiveness of their work.
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AnHotanus. CTaThsl TOCBSIIEHAa METOIUKE IMapaMETPUYECKOTO CUHTe3a YCUJIUTENST MOIIHO-
ctu knacca G ¢ MmakenMmanbHbeiM KITJI mpu cpemHeit MOITHOCTH M3JTy4aeMOT0 CUTHAIa C BBICO-
KIM TIHK-(pakTopoM. B pabote moka3zaHo IpUMeHEHNE MPEUIOKEHHON METOIUKHN K TIEPEIOBOMY
OFDM-curnany crangapta LTE. [TonyyeHbl onnTuMabHbIe TapaMeTphl YCUIIMTENST OrMbalonieii B
cxeMme ycuautenst MoiHocTu kinacca G mist LTE-curnana Ha ocHOBaHUM TEOPETUYECKOTO pacue-
Ta. OG0CHOBAHHOCTH M3JIOKEHHOW METOIMKHM MOATBEPKIeHA 9KCIIEPUMEHTAIBHO ITyTeM U3Mepe-
HUST pa3pabOTaHHOTO MPOTOTHUITA YCHIIUTENSI MOITHOCTU Kilacca G ¢ TpeMsl yPOBHSIMU KOMMYTa-
vy HanpspkeHust nutanust. [Iporotun padoraet B yactotHoM auarnazone 700—1000 MTir, umeer
MaKCHUMaJIbHY10 MOIIHOCTh 44,3 nbM u KI1/1 30% npu oTcTpoiike OT MaKCHMMAaJIbHOM MOILHOCTH
Ha BenmuuHy nuk-gaxkropa LTE-curnana. M3 cormacoBaHHOCTH pe3yJIBTATOB pacyeT U 9KCIepr-
MEHTa BO3MOXHO MpeacKa3aTh, YTO MPU UCITOIb30BAHUU CUCTEMbI MPEAbICKAXKEHUIN U YCUITUTENS
OrudaroIIeii ¢ MATHI0 YPOBHSIMU KOMMYTAIIMK HanpstkeHus mutanus KIT1 Bo3MOXHO yBEIMINTh
¢ 30% no 3HayeHud 39,5%.

KimoueBsie ciioBa: ycunurteslb MmoiiHocTu kinacca G, PDF, KIT[, OFDM, LTE

Jlng nuruposanus: Leontiev E.V. Class G power amplifier synthesis based on the probability density
function dependence of the transmitted signal // Computing, Telecommunications and Control.
2024. T. 17, Ne 2. C. 17-23. DOI: 10.18721/JCSTCS.17202

Introduction

The problem of designing power amplifier (PA) with high efficiency for signals with high peak to
average power ratio (PAPR) exists for a long time. Linearity and efficiency are trade-off parameters in
PA design. The rapid digital electronics development has enabled implementation of the digital pre-dis-
tortion (DPD) system, which in turn has changed the trade-off between linearity and efficiency towards
high efficiency. With the advent of DPD systems it becomes possible to use such PAs as the Doherty
amplifier.

Doherty amplifier or other PAs with load modulation technique [1, 2] can be realized in a narrow
frequency rang. PA with a supply modulation technique such as envelope tracking power amplifier (ET-
PA) [3, 4] is the most interesting solution for high bandwidth task. A special case of ETPA is a class G
PA [5, 6] that has a supply modulation between discreet levels. The class G PA has high efficiency of the
envelope amplifier, because it works in a pulse mode.

Now, there are some scientific articles describing class G PAs with 2, 3 or 8 supply levels [5, 6]. How-
ever, the task of determining the optimal parameters for maximum efficiency at average signal power is
steel open. This work is a continuation of work [7] proposing the class G power amplifier synthesis based
on a transmitted signal complementary cumulative distribution function (CCDF). Further development
of this synthesis technique described in this work has determined the final theoretical basis used a prob-
ability density function (PDF) for the parametric synthesis of a class G PA, confirmed by experiment.

© NeoHTbeB E.B., 2024. N3paTenb: CaHKT-MeTepbyprckuii NoAMTEXHUYECKUin yHuBepeuTeT MeTpa Benvkoro



4 Circuits and Systems for Receiving, Transmitting and Signal Processing >

Pogo = -17 dB, probability 75% (3/4)
Pogo = -13.2 dB, probability 50% (1/2)
1y propabiyly PR )

Poso =-10.2 dB, 25% (1/4)

<« Foro =8.4dB, 12,5% (I/8)
> e,
= 025 T

{ Popo =72 dB, 6,25% (1/16)
«

~ Popo =-6.2dB,

3.25% (1/32)

Pono =-5.5 dB,
1,625% (1/64)

-30 -29 -28 -27 -26 -25 -24 -23 -22 -21 -20 -19 -18 -17 -16 -15 -14 -13 -12 -11 -10 9 8 -7 6 5 -4 3 -2 -1 0
Power output back-off (Ppp), dB

Fig. 1. PDF for LTE signal

PDF analyses

Work [7] shows that class G PA efficiency must be calculated using PDF and measurements of the
main PA at discrete supply voltages. PDF determines the detecting probability of particular supply volt-
age level. For probability analysis, two functions are most often used: PDF and CCDFE. CCDF doesn’t
have information about the detecting probability for signal with power less than average level. The pro-
posed CCDF-based efficiency analysis technique [7] isn’t able to determine the maximum efficiency at
PA parameters that depends on the integral probability.

Fig. 1 shows probability function for the OFDM signal of LTE standard E-TM3.1 test configuration.

In order for the efficiency synthesis technique to be independent of parameters of the main PA, it is
advisable to normalize the output power by maximum PA power. This normalized value is called “the
power output back-off” (POBO). Integrating the PDF in specified intervals gives the opportunity to de-
termine the probability density of signal power occurring in the selected interval.

Let us suppose that the class G PA has two switching supply voltage levels U1 and U2~ The supply
voltage will able to change by using a comparator. The comparator will change the supply voltage when
power exceed some reference value (PREF). Let PREF correspond to POBO = —11.7 dB then, according to
Fig. 1, the main amplifier will be at U, 74% of time, and at U, — 36% of time. It is better to select U, and
U2 values at which the main PA will provide the required maximum powers for the given POBO intervals.
Measuring the efficiency of the main PA for the found supply voltages allows to determine the drain
efficiency (DE) of the overall class G PA using the following formula:

avgl avg2

DE(%) =100%( p(U,)DE (P, (W),U, )+ p(U,) DE(R,,, (W), U, )), (1)

where p(UN) is integral probability in a given interval corresponding to the supply voltage UN; DE (PavgN,
UN) is measurements of the drain efficiency of the main PA for PanN, given in Watts, and corresponding to
the supply voltage UN. In its turn, the average power for a certain interval can be calculated using the next

formula:

Py (dBm)+POBOi (dB)

Ny MV oso
20001710 ©  PDF(By, )

PavgN (W) = = Non > 2)
> PDF(Py, )
i=N,

where PM is instantaneous power obtained as a result of the reverse transition from the normalized P

OBO
value to the output signal power; PDF(P, ) is PDF value at P, ; [U,, U ] is interval with constant
supply voltage U

0BO;
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Fig. 2. Gain module

Calculating the efficiency at an average signal power allows to select such PA parameters at which the
maximum efficiency value can be achieved. These parameters include: the integral probability (p(UN)),
which is determined by the reference voltage of the comparators; N-level supply voltage (UN); the num-
ber of supply voltage levels (N).

Let us analyze the DE for the main PA made on LDMOS technology with a maximum power of
47 dBm at a supply voltage of 28 V. The number of supply voltage levels N = 5 is the optimal value for
LTE signal, because the DE of class G PA is close to the maximum value 44.5% achieving in ETPA. The
optimal parameters of a class G PA with five supply voltage levels are shown in Table 1.

Table 1
The optimal envelop amplifier parameters

Level number (N) 1 2 3 4 5

Uy, % 6.5 7.5 10.6 13.5 28
pU), % 50 14 29.7 4.7 1.6
P N, dBm 30.3 34.6 37 37.3 42
DE(P, . Uy, % 39 47 49 48 38

Note, that it is needed to use the PDF of the output signal for analysis. The PA is a nonlinear ele-
ment, therefore, without a DPD system, the output signal has distortion. The PDF will be curved in this
case, so this technique is applicable only with DPD system.

Class G PA distortion analyses

Fig. 2 and 3 show the measuring results of a complex transfer function for the 3-level class G PA
prototype, developed in [7], and matched in 700—1000 MHz frequency range with a maximum output
power of 44.3 dBm at a supply voltage 28 V.

Fig. 2 and 3 show the measurement results approximated by a piecewise polynomial sequence. When
the supply voltage changes, the transfer function is discontinuing and, therefore, cannot be approximat-
ed by Taylor series. Accordingly, the transfer function of a Volterra series of DPD system is not suitable
for class G PA. Today, there are some works [8, 9] describing the implementation of DPD technique for
class G PA.

Based on the piecewise polynomial approximation data, a model of PA prototype was built in the
VSS AWR software environment and PDF of output signal was analyzed. Fig. 4 shows the probability
function for an average signal power of 33 dBm.
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Fig. 4. PDF for Pavg =33dBm

The PDF has areas where the PDF is zero, because the power gain increases sharply when supply
voltage changes. There is also distortion in the graph caused by gain compression at each supply voltage.

Class G PA is an element with a high level of nonlinear distortion. The ACPR of 33 dBm output sig-
nal is —22 dBc. However, all amplifier architectures solving the problem of low DE at signals with high
PAPR need to correct additional DPD technique. For example, LTE standard has ACPR requirement
less that —50 dBc. Table 2 provides the typical ACPR and DE for popular PA architectures.

Table 2
Parameters of different PA architectures
PA architectures ACPR, dBc DE, % References
Doherty PA —30+-35 35— 60 [1,2]
ETPA —32+-40 26 — 40 [3, 4]
Class G PA —20+-25 38 —43 [5, 6]
Class G PA =22 44.3 this work

Prototype measurements results

Optimal parameters for achieving maximum efficiency for Pavg = 32.5 dBm were calculated. At this
moment, DPD system is not developed, therefore, we use PDF for output signal with distortion for DE
analyzation. A comparison of the measurement and calculation results is shown in Fig. 5.

A comparison of the calculation and experimental results shows that at an output power of 30.5
dBm and above, the measured efficiency value approaches the calculated one, which indicates the
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Fig. 5. Measurement results

high efficiency of the envelope amplifier in the prototype. In this output power range, the supply voltage
begins to switch between three levels, while at a power below 30.5 dBm only supply voltage U , prevails.
The current in U, , circuit flows through the diode with the drop voltage by 0.77 V, which leads to efficiency
decreasing of the envelope amplifier.

Fig. 5 also shows the dependence of the possible DE of the prototype with the DPD system. Calcu-
lations show that DPD system can increase the efficiency by 3%. It is possible to predict that the DE of
the class G prototype for the number of switching levels () is 5. Finally, with N = 5 and using a DPD
system, the prototype will have expected DE equal to 39.5%.

Conclusion

The class G PA is a relevant solution for the problem of PA synthesizing in a wide operating fre-
quencies range. The technique presented in this work allows synthesize a class G PA with maximum
efficiency for signals with the certain structure. This article shows that synthesis of 5-levels class G PA
for advanced OFDM signals is optimal.

At the moment, a search of DPD system design technique for class G PA is still ongoing. Also, it is
relevant to implement the envelope amplifier in an integrated design for improving the frequency prop-
erties and reducing the response time.
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Abstract. Most companies have their own IT infrastructure that consists of complex systems
and services. The stability of systems and services is important for companies, as problems with
them can lead to loss of resources and human time. Thus, it is important to analyze previous IT
service outages, which aims to identify and adjust the most critical and vulnerable elements of
the infrastructure that are prone to breakage or failure. Research objective is to develop a new
algorithm for improving the stability of IT infrastructure of a company by analyzing and taking
into account the statistics of previous services outages. As a result, a new algorithm is proposed
to identify and fix problems in IT services before they lead to serious consequences and reduce
the time to find the source of problem. The algorithm is based on two new metrics: availability
and reliability, which distinctive feature is the consideration of statistics of previous failures and
outages in the system. The architecture of a high-performance software tool that allows real-time
monitoring and evaluation of IT services stability metrics is presented. The effectiveness of the
proposed algorithm is demonstrated by implementing it in a software tool and observing the growth
of stability indicators — availability and reliability — after the detection and elimination of a weak
link in IT services. The use of the developed algorithm allowed to reduce the time during which the
material and human resources of the company were idle by 25%. The practical significance of the
presented algorithm was tested in one of the large industrial information technology companies
with more than 10000 employees. Based on the information obtained with created software, it was
possible to obtain recommendations for improving the stability of company’s IT services.

Keywords: metrics, availability, reliability, stability, IT infrastructure, outage, monitoring

Citation: Varlamov D.A., Nikiforov 1.V., Ustinov S.M. Algorithm for monitoring and improving
the stability of the IT infrastructure based on availability and reliability metrics. Computing,
Telecommunications and Control, 2024, Vol. 17, No. 2, Pp. 24—37. DOI: 10.18721/JCSTCS.17203

© Varlamov D.A., Nikiforov I.V., Ustinov S.M., 2024. Published by Peter the Great St. Petersburg Polytechnic University



4 Software of Computer, Telecommunications and Control Systems >

Hay4dHasa cTaTbs —(D@
DOI: https://doi.org/10.18721/]JCSTCS.17203 & T
YOK 004.052.3

AJITOPUTM MOHUTOPUHIA U NOBbLIWWEHUA CTABUJIbBHOCTU
MHO®OPMALMOHHO-TEXHOJIOTUYECKOMU UHDOPACTPYKTYPbI
HA OCHOBE METPUK AOCTYNHOCTU U HAAEXHOCTH

A.A. BapnamoB, U.B. HukugopoG = @, C.M. YcmuH0oB

CaHkT-MNeTepbyprcknii NoAnUTEXHUYECKUA yHUBEepcuTeT MNeTpa Benunkoro,
CaHkT-NeTepbypr, Poccuitickaa Pepepauma

= jgor.nikiforovv@gmail.com

Annoramysa. BoabIIMHCTBO KOMITAHUIT MMEIOT COOCTBEHHYIO MH(POPMALIMOHHO-TEXHOJIOTI -
YeCKy10 MHMPPACTPYKTYpPY, COCTOSIIYIO U3 CIOXKHBIX CUCTEM U cepBUCOB. CTaOMIBHOCTH PAOOTHI
CEPBMCOB BaXKHa JUUII KOMITaHUI, TaK KaK IMPOOJIeMbl C HUMU TIPUBOIST K TIOTEPSIM PECYPCOB U
YyeJioBeveckoro BpeMeHu. [103ToMy BaskHBIM SIBJISIETCST aHAIU3 TIPEIBIIYIIINX OTKJIIOUeHUI cep-
BHUCOB, KOTOPKIIT HAaIIpaBJIeH Ha BRISIBIICHNE U HATAXKNUBAHNE YI3BUMBIX JIEMEHTOB MH(MPACTPYK-
TYPbI, IOIBEPKEHHBIX IOJIOMKE WIN OTKa3y. Ileab uccaedosanus: pa3paboTaTh aJITOPUTM IS 1O~
BBIILIEHUsI CTAOMIbHOCTA MH(MOPMALIMOHHO-TEXHOJOTMYECKOM MH(MPACTPYKTYPhI IIPEAIPUSITUS
3a CYET aHa/IM3a 1 yyeTa CTaTUCTUKU MPEeIbIAYIINX OTKIIOUeHU. Pe3yabmamol: TPEII0XKEH HO-
BBII aJITOPUTM, TTO3BOJISIIOIIMI BBISBIISITh U YCTPaHSATh MPOOJIeMbl B MH(MDOPMAIITMOHHO-TEXHO-
JIOTMYECKUX CepBUCaX MPEIIPUSITHS 10 TOTO, KaK OHU TIPUBEIYT K CEPbE3HBIM ITOCIEACTBUSM,
1 COKpAaIllaTh BpeMs Ha MOMCK MUCTOYHUKA IIPOOJIeMbl. AITOPUTM OCHOBAH Ha IBYX HOBBIX Me-
TPUKAaX: JOCTYITHOCTb U HaAEXKHOCTb, — OTJIMYUTEIbHON 0COOEHHOCThIO KOTOPHIX SIBJISIETCS yYET
CTaTUCTUKM MPEIbIAYIINX OTKIoueHuil. [1pencraBieHa apXuTekTypa BhICOKOMPONU3BOIUTEIb-
HOTO MPOrpaMMHOIO CPEACTBa, MO3BOJISIONIET0 B pexKUMe PeaJbHOrOo BPEMEHU OCYIIECTBIISITh
MOHUTOPUHT U OLIEHKY ITOKa3aTeJieil CTabMIbHOCTU cepBHUCOB. JlemMoHcTpupyetcst 3 heKTUB-
HOCTb TIPEIIJIOKEHHOTO aJITOPUTMa TYyTEM €ro peaau3alliy B IPOrpaMMHOM CPEACTBE U HabJt0-
JIEHUST POCTa TToKa3aresel CTabMIbHOCTU — TOCTYITHOCTH U HaJIEKHOCTU — TTOCTIe OOHAPYKEeHUS
1 yCTpaHEHMs c1aboro 3BeHa B MH(GOPMAIIMOHHO-TEXHOJOIMISCKINX CepBHCax. Mcmonb3oBaHMe
pa3paboTaHHOTO AJTOPUTMa IMO3BOJUIO Ha 25% COKpaTUTh BpeMsl, B TeUeHHE KOTOPOIo Ma-
TepuajbHble W YEJIOBEUECKUE PeCypChl KOMIAHUU MpocTauBaiu. [Ipakmuyeckas 3Ha4umocme:
MpeICTaBIeHHBI aJITOPUTM MPUMEHEH Ha IMpakKTUKe B OTHOW M3 KPYIMHBIX MPOMBIILIEHHBIX
MHGOPMALIMOHHO-TEXHOJOrn4ecknx komnanuii ¢ 6osiee yem 10000 corpynHukoB. Ha ocHoBe
nHGOPMAIIUH, TTIOJTYYSHHON IIPU ITOMOIIN CO3IaHHOTO IIPOrPaMMHOTIO CPEACTBA, YIAIOCH ITOJIY-
YUTHh PEKOMECHIAIINH 110 TIOBBIIICHUIO CTAOMJIPHOCTA MH(MOPMAIIMOHHBIX CEPBMCOB KOMIIaHUH.

KoueBbie cioBa: METPUKU, JOCTYITHOCTb, HAACKHOCTD, CTa6I/IHBHOCTb, I/IH(I)OpMaHI/IOHHO—TCX-
HOJIOrnyeckKasd I/IH(I)paCTp}IKTypa, OTKIIOYCHUE, MOHUTOPUHT

Jnga uutupoBanusa: Varlamov D.A., Nikiforov 1.V., Ustinov S.M. Algorithm for monitoring and
improving the stability of the IT infrastructure based on availability and reliability metrics // Comn
puting, Telecommunications and Control. 2024. T. 17, Ne 2. C. 24-37. DOI: 10.18721/JC-
STCS.17203

Introduction

Stability of internal services is important for all companies using information technology infrastructure.
The stability of IT services affects the speed and quality of work of all employees of the company [1]. Any
downtime of services entails costs and losses for the company. Analysis of previous IT service outages is
designed to find the most critical and vulnerable infrastructure elements that are prone to breakage or
failure to predict in advance which of the elements have a greater probability of failure [2]. This process
allows you to solve problems in the infrastructure before they lead to huge resource and human time losses
as it reduces the time to find the source of the problem. That is why it is urgent to create, improve and
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automate algorithms to increase the stability of the IT infrastructure [3, 4]. The main components of the
IT infrastructure that stand out in our work are software, hardware, and computer networks.

The article [5] proposes to assess the stability of the IT infrastructure based on user perception. The
authors suggest using one metric to assess stability: availability. Various options for calculating this met-
ric are offered, including those that take into account the severity of failures. In our work, we propose to
use not one, but two metrics to assess the stability of the IT infrastructure: availability and reliability. We
distinguish two classes of problems with the IT infrastructure: outage and degradation. Outage refers to
a condition in which the service cannot perform its basic functionality. Degradation refers to a condition
in which the service is able to perform its basic functions, but some of the additional functions cease
to work correctly. We cannot use a single metric to evaluate a system that can be in one of three states:
healthy, degrading or failing, because it is unclear to what extent degradation and to what extent outages
will affect it. We need to have two metrics: one will only be affected by outages, and the second one will
be affected by degradations and outages. Considering both classes of problems, the combination of the
two metrics will give us a more informative assessment of IT infrastructure stability.

The goal of the work is to develop and implement in the software a new algorithm for improving the
stability of IT infrastructure, a distinctive feature of which is the accounting of statistics of previous out-
ages. To achieve this goal in the work, it is required to perform the tasks listed below.

1. To study existing solutions to improve IT infrastructure stability.

2. To study existing algorithms to calculating key indicators of IT infrastructure stability.

3. To propose a new algorithm for calculating key indicators of IT infrastructure stability, taking into
account the state of degradation.

4. To propose the algorithm for improving stability of IT infrastructure. A distinctive feature of the
algorithm is the accounting of statistics of previous outages.

5. Implement the proposed algorithm in a software tool.

6. Evaluate the effectiveness of the developed algorithm and the software that implements it.

Overview of solutions to improve stability

There are various algorithms for improving stability. For example, in the article [6] authors consider
an algorithm to increase the stability of I'T services in large companies with overlapping IT frameworks.
To improve the quality of IT services, they propose to use a combination of reliability, assurance, respon-
siveness, empathy and tangibles to improve the quality of services. However, they focus on providing IT
services as a service, and in our article, we focus specifically on IT infrastructure within the company.

The article [7] describes an algorithm for monitoring and measuring the quality for the Internet of
Services (IoS) — an ecosystem in which online and offline services provided by many different service
providers are intertwined. The authors developed and implemented an algorithm based on establishing
a hierarchy of indices divided into three types: value, quality and capability (VQC). After dividing in-
dices, service providers establish a dynamic hierarchy that defines the calculation relationship between
indices, which helps to monitor the stability of the system in real time. This algorithm is effective when
it comes to integrating services from different service providers. However, the company's IT infrastruc-
ture often has one or very few service providers, and in this case, the advantages of the VQC algorithm,
tailored for IoS, are not fully used.

The article [8] contains various approaches to using machine learning to improve the security and
stability of power systems. Machine learning allows you to quickly identify and detect problems re-
lated to cyberattacks, voltage instability, power quality disturbance, etc. The article discusses various
algorithms to the implementation of machine learning: artificial neural networks (ANN), decision tree
(DT), support vector machines (SVM). The same algorithms can be used not only to improve the sta-
bility of power systems, but also to apply them to IT systems. However, machine learning methods have
a number of disadvantages: firstly, a large amount of data is needed for training the model. It may take
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years to collect enough data for datasets from monitoring systems. Secondly, they have low estimation
accuracy and often make mistakes, and therefore are poorly applicable in big IT systems where the price
of mistake is very high.

In the article [9], the authors proposed a novel clustering-based algorithm Log3C, which allows
you to promptly and precisely identify impactful system problems by utilizing log sequences and key
performance indicators (KPIs) of the system. This algorithm was evaluated on real logs collected from
the Microsoft online service system, and the results confirmed its effectiveness. However, implementing
this approach on a scale of the whole IT infrastructure of a company may be accompanied by scaling
problems. Collecting logs from all IT services and then analyzing all these logs can lead to high perfor-
mance overhead and using this algorithm may not be so effective regarding the computing and storage
resources that it needs.

In our work, we implement a solution based on the use of metrics to assess stability and search for
vulnerable elements and weak links in the IT infrastructure, which is a distinctive feature of the proposed
algorithm. Our algorithm distinguishes the degradation and outage states of the services. This helps us
to calculate two more accurate metrics that shows us vulnerable elements of the IT infrastructure that
are prone to problems.

Comparative analysis of existing algorithms to calculating stability metrics

A comparative analysis of existing algorithms for calculating IT infrastructure stability metrics needs
to be conducted in order to identify their advantages and disadvantages.
Availability [10] is calculated by the formula

Availability =100% x M, (1)
AST

where AST is the agreed service time and DT is the sum of downtime. The advantages of this metric
include ease of calculation and data collection. However, this metric has a disadvantage: it does not take
into account the severity of failures. The severity of a failure means how much it affects the company’s
production process: slows it down or stops it completely.

Service Level Agreements (SLA) Compliance Ratio [11] is a compliance coefficient for SLA. It is
calculated by the formula

. . N
SLA Compliance Ratio = —-, )
N fail
where N , is the number of outages, resolved in compliance with SLA, and N ,is the number of outages.
The advantage of this metric is that the resulting number has visual clarity for the client, and therefore
inspires confidence. However, the disadvantage of using this metric is the need to document realistic re-

quirements that can be implemented from the very beginning.
Mean Time Between Failures (MTBF) [12] is calculated by the formula

mrBF =ta=1a 3)

Nfuil
where T is the total elapsed time, 7, is the total downtime and NM is the number of failures.
Mean Time To Repair (MTTR) [13] is calculated by the formula

MTTR = Lnain (4)
N fail
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where T uin 18 the total maintenance time and N il is the number of failures.

The advantage of the MTBF and MTTR metrics is that they allow us to understand how well the
service will be available in the context of various real-world conditions. However, their disadvantage is
that they do not take into account the severity of failures.

First contact resolution rate (FCRR) [14] is calculated by the formula

rerr =4 (5)

Sail

where NL1 is the number of incidents resolved by the first line support and N > is the number of failures.
The advantage of this metric is its convincing economic justification. However, its disadvantage is that
this metric depends more on the quality of IT infrastructure support than on its smooth operation.

Based on the comparative analysis given in Table 1, it can be concluded that all metrics have strengths
indicated in the “Advantages” column, but none of them can be called optimal and universal, since each
of them has their weaknesses indicated in the “Disadvantages” column. Therefore, it is proposed to
introduce new metrics for the stability of the IT infrastructure.

Table 1
Comparison between different metrics for calculating stability of the IT-infrastructure
Metric Formula Advantages Disadvantages R_a nge
of possible values
. The severity of
S, AST — DT . .
Availability AST-DT x100 Ease of calculatl.on failures is not taken From 0% to 100%
AST and data collection .
nto account
Need to document
SLA Compliance N, The resgltmg number realistic requirements
Ratio N has visual clarity that can be FromOto 1
fail for the client implemented from
the very beginning
Allows us to
r_T wzlrll fﬁészzil‘iioxm The severity of From 0 seconds
MTBF e _—dr . . failures is not taken to the entire
N be available in the . .
fail . into account measurement period
context of various
real-world conditions
Allows us to
T w::llrll Ct]}igszzil\?icheovv:ﬂl The severity of From 0 seconds
MTTR —pain. . . failures is not taken to the entire
N, be available in the . .
fail . into account measurement period
context of various
real-world conditions
Depends more
- . on the quality of
FCRR N Convvlunsiig(g:;(izggomlc IT infrastructure FromOto 1
N ] support than on its
smooth operation.

Improved stability metrics

To assess the effectiveness of the developed algorithm, it is proposed to introduce two stability met-
rics: availability and reliability.
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Availability is calculated by the formula

Availability =100% x M, (6)
AST

where OT is the sum of outage time. Availability describes the extent to which the service can perform
its basic functionality.
Reliability is calculated by the formula

Reliability =100% x AST =0T = DT , (7)
AST

where DT is the sum of degraded time. Reliability describes how much the service is able to perform all
its functionality.

The advantage of these metrics is that when they are used together, the severity of failures can be tak-
en into account. They can be calculated based on the data from existing monitoring systems. However,
for their correct calculation, it is necessary to separate the outage (OT), and degradation (D7) state of
a system.

The range of possible values of the proposed metrics is from 0% to 100%. At the same time, the “reli-
ability” metric can never be greater than the “availability” metric. To reduce the number of calculations
performed, the “reliability” metric can be calculated by the formula

Reliability = Availability — DT x100% (8)
AST

if the value of “availability” metric has already been calculated and the sum of degraded time is also

known.

The availability and reliability metrics help us to evaluate the periods of IT-infrastructure stability.
However, we need to focus on decreasing the time our infrastructure is instable, so we will also propose
two metrics to evaluate instability time. They are called “Service absence” and “Service fragility” and
calculated by formulas

Absence =100% — Availability 9
and
Fragility =100% — Reliability. (10)

Service absence tells us about the percentage of time when the IT infrastructure was completely
unavailable and could not be used, which caused resources loss. Service fragility tells us about the per-
centage of time when the IT infrastructure was either fully unavailable or some non-critical functions
of it were broken which caused slowdown of company operations and also caused resources loss. The
decreasing of these two metrics will help us understand how much IT downtime was reduced with our
algorithm and eventually will give us an understanding of how many resources and production capacities
we managed to save.

Proposed algorithm of failure analysis

We propose an algorithm for improving the IT infrastructure stability, and failure analysis is the dis-
tinctive feature of it. The “absence” and “fragility” metrics proposed in the paper will be calculated as
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Fig. 1. Proposed algorithm of failure analysis

a part of this algorithm to help us detect the most vulnerable and unstable parts of IT infrastructure.
This algorithm is presented in Fig. 1. The top of the figure shows an IT infrastructure consisting of three
components: software, hardware and computer networks. The bottom of the figure shows the software
analytical tool, which is an essential component of the algorithm. The software analytical tool consists
of several modules that work independently.

The algorithm consists in collecting the data about IT infrastructure and passing it through all mod-
ules of the software analytical tool as in a pipeline. After the data completes all five stages of the pipeline,
we get a visualized information about the most vulnerable components of the IT infrastructure. Each
stage of a pipeline is presented by its own module and has its own distinctive features.

The first stage of the pipeline is divided in two parts that work in parallel. The first part is implement-
ed in the modules of monitoring data collection. They are responsible for collecting monitoring data and
logs from various distributed components of the IT infrastructure: software, hardware, and computer
networks [15], which allows you to get a complete picture of the state of the IT infrastructure. The first
part is presented by multiple modules, because each part of IT infrastructure has its own specifics in
monitoring data, and a single module cannot collect all logs and metrics from all of IT infrastructure.
The second part of the first stage is implemented in the module of configuration data collection. It is
responsible for storing internal dependencies of I'T infrastructure components on each other. In follow-
ing stages, this data allows us to find and trace patterns in the behavior of outages, thus more accurately
detect the causes of outages and most vulnerable components of IT infrastructure.
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The second stage of the pipeline is implemented in the module of current infrastructure state storage.
It is responsible for aggregating the data from multiple monitoring data collection modules and con-
figuration data collection module. Such aggregation is implemented using the API [16] and helps us to
get a complete understanding of the state of the entire IT infrastructure at a single moment in time. To
speed up the module the API allows using “bulk update” request — a single request to update data on all
components synchronously.

The third stage of the pipeline is implemented in the module of historical infrastructure state storage.
It is responsible for storing the snapshots of connections between the components of the IT infrastruc-
ture and their states at each moment of time. This provides us a sufficiently large amount of data for
calculating metrics and the ability to analyze previous outages that occurred during the previous years.

The fourth stage of the pipeline is implemented in the module of data analysis and metrics calcula-
tion. It is responsible for analyzing IT infrastructure outages, searching for dependencies between these
outages and making recommendations to improve stability. This module also provides the calculation of
the reliability and availability metrics proposed by us.

The fifth stage is the last stage of the pipeline. It is implemented in the module of data visualization.
It is responsible for visualizing the aggregated and analyzed data on the state of IT infrastructure com-
ponents, the connections between them and calculated metrics. This ensures the visibility of the calcu-
lated metrics for the end user, since it is clear where the calculated values came from, and which outages
affected them. In addition, the observability of the IT infrastructure is ensured, which allows users to
quickly find the source of outages and resolve incidents.

Features of the software implementation

The architecture described above was implemented using a stack of technologies. The software was
created as subsystem inside a massive monitoring architecture of an enterprise company, so not all ele-
ments of the architecture were created from scratch. Fig. 2 shows the architecture of the implemented
software and notes which software components already existed before our implementation, and which
were implemented by us.

In particular, monitoring data collection modules were already implemented using Nagios, Zabbix
and Solarwinds software products. The log collection module was implemented using the Elasticsearch
software product. The IT infrastructure configuration storage module was implemented using the ser-
vice-now software product.

In the course of the work, the module for storing data on the current health of the IT infrastructure
was implemented in a software tool we created, called “Healthcheck DB”. This software tool is written
in the Golang language and uses a PostgreSQL database.

The module for storing historical data on the state of the IT infrastructure health was implemented
in the course of work by configuring the Prometheus software along with VictoriaMetrics as remote
database.

The module of data visualization was implemented in the course of work by configuring the Grafana
software. At the same time, the module of data analysis and metrics calculation were implemented using
queries from Grafana to Prometheus in Prometheus Query Language (PromQL), and the data visuali-
zation module was implemented using dashboards with visualizations [17] of various types in Grafana.

The deployment of all the modules we created was automated. Automation was created in the form
of so-called “playbooks” in the configuration management tool Ansible, which allowed us to deploy the
software we created on virtual machines with dedicated addresses on the network. At the same time, the
software tools themselves work in isolated Docker containers.

In order to secure the collected data, backups of all used databases were created. Backups were im-
plemented as automations in the Jenkins software. These automations are performed once a day, create
a backup of each database and save it in the universal artifact repository manager Artifactory.
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Fig. 2. Architecture of the implemented software

During the entire development process, the Jira software tool [18] was used for task management.
To collaborate on code and version control, the GitHub software tool [19] was used. The Visual Studio
Code software tool was used as a development environment for writing code. Confluence software was
used to store the project documentation.

Description of the dashboards

As a result, several dashboards [17] were created, in order to search for and demonstrate elements of
the IT infrastructure that are prone to outages.

Fig. 3 shows a dashboard that demonstrates reliability and availability metrics values for individual
hosts of various services for different time intervals in the form of tables. The presented visualization allows
you to quickly identify problem periods for each host of services and track the dynamics of changes in
metrics in various time intervals: from the last 3 months to the last day. The dashboard also includes filters
that allow you to select a list of necessary hosts of services, for example, those used by a certain production
team. Thus, it is possible to assess the dynamics of stability of a certain segment of the IT infrastructure.

Fig. 4 shows a dashboard that demonstrates the values of reliability and availability metrics for ser-
vices as a whole in the form of tables and graphs. The values in the graphs are discrete and are collected
with 1 min frequency. The presented visualization allows you to quickly identify problematic periods of
services and track the dynamics of changes in availability and reliability in various time intervals: from
the last 3 months to the last day. Thus, it is possible to assess the dynamics of the stability of the entire
IT infrastructure.
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Availability metrics

Host Last 90 days Last 30 days Last 7 days Last 24 hours
confluence1.example.com 100% 100% 100% 100%
confluence2 example.com 100% 100% 100% 100%

jira1l.example.com 100% 100% 100% 100%
jira2 example.com 100% 100% 100% 100%
Jenkins1.example com 99.874% 99.582% 99.549% 99.814%

Reliability metrics

Host Last 90 days Last 30 days Last 7 days Last 24 hours
confluence1.example.com 99.917% 100% 100% 100%
confluence2.example.com 100% 100% 100% 100%

Jjiral example com 99.653% 99.768% 99.356% 100%
jira2.example.com 100% 100% 100% 100%
jenkins1.example .com 97.944% 958.104% ‘ 98.156% ‘ 98.865% ‘

Fig. 3. Dashboard with availability and reliability metrics for service hosts

Awvailability metrics Awvailability graph
Service Last 90 days ‘ Last 30 days Last 7 days ‘ Last 24 hours 100%
99.9%
Confluence Wiki 100% 100% 100% 100% W
99.8% /_\_\/—\\\_\-
Jira 100% 100% 100% 100%
99.7%
Jenkins 99.592% 99.145% 100% 100%
99.6%
Kafka 100% 100% 100% 100%
Jira Jenkins
Reliability metrics Reliability graph
Service Last 90 days Last 30 days Last 7 days ‘ Last 24 hours 100%
99%
Confluence Wiki 97.152% 93.125% 100% 100%
98% J—
Jira 99 667% 99.638% 100% 100% — —
97%
Jenking 95.430% ‘ 95.535% 97.256% ‘ 99.583% \/\/\
96%
Kafka 100% 100% 100% 100%
Jira  Jenkins

Fig. 4. Dashboard with availability and reliability metrics for services

Fig. 5 shows a dashboard that demonstrates the states of service hosts for a certain period (by default,
for the last 24 hours) in the form of a heatmap [20]. On this dashboard, the red highlights the moments
of time when service hosts were in the outage state, orange marks the state of degradation and green
marks the “correct” state.

The presented visualization allows you to find general trends in service failures. For example, in Fig. 5
there is a simultaneous transition of several hosts of “Jenkins” service into a state of degradation at once,
which suggests that these failures had a common cause.
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Fig. 5. Dashboard with service hosts states heatmap

Host health chanegs Host infrastructure table
jenkins1.example.com Object name Object type
Time 21:00 00:-00 03:00 06:00 09:00 12:00 15:00
HAP23.dc.com vecenter datacenter
CORRECT DEGRADATION OUTAGE
Problem Problems with impact on host HAP23.com veenter cluster
CPU load jenkinsvm.com vmware instace
Root Disk hap23vcs.com server
Blocked threads Cisco USC ucs chassis

Fig. 6. Dashboard with service host detailed information

Fig. 6 shows a dashboard that provides detailed information about a service host with a list of its
infrastructure elements and problems with them. The presented visualization allows you to find the
sources of outages and identify vulnerable elements of the IT infrastructure that caused several failures.

Results

The described algorithm to improve the stability of the IT infrastructure was applied in one of the
manufacturing companies with more than 10000 employees. Based on the information obtained with
the help of the software we created, we managed to get recommendations on improving the stability
of one of the services. In particular, one of the found problems was associated with simultaneous daily
backups occurring on several hosts at once. The network file system could not cope with a large simul-
taneous load, which is why the service went into a degradation state.

Changes were applied at the end of January 2022: daily backups on each host started to be performed
at different times, which reduced the load on the network file system. Table 2 shows the results of imple-
menting the algorithm in manufacturing company. Prior to our changes, the service stability indicators

34



\

Software of Computer, Telecommunications and Control Systems >

for January 2022 were as follows: availability 98.50%, reliability 92.58%. After the implementation of
the developed software, the service stability indicators for February were as follows: availability 98.69%,

reliability 94.43%.
Table 2
Results of implementing the algorithm in manufacturing I'T-company

Metric January 2022 February 2022 Relative change
Availability 98,50% 98,69% 0,19%
Reliability 92,58% 94,43% 2,00%

Absence 1,50% 1,31% —12,67%

Fragility 7,42% 5,57% —24,93%

Such an increase in metrics is a significant achievement, since even tenths and hundredths of a per-
cent are important when agreeing on SLAs [21]. There are results that are even more impressive if we
turn to the relative change of absence and fragility metrics. We managed to reduce the absence periods
by 13% and fragility periods by 25% relative to the same values in the previous month. This shows a
significant decrease of time during which the material and human resources of the company were idle.

Conclusion

In the course of the work, an algorithm was proposed to improve the stability of the IT infrastructure,
based on the collection and analysis of data on its status. The proposed algorithm is based on two new
metrics: availability and reliability, which were created based on a comprehensive study and compara-
tive analysis of existing stability metrics. A distinctive feature of the new metrics is that they take into
account the severity of failures in the system. The proposed software architecture of the system and its
implementation in the software tool responsible for monitoring the stability of IT services made it possi-
ble to detect vulnerable elements of the IT infrastructure in an enterprise manufacturing company. After
eliminating the vulnerabilities found, the relative decrease of instability periods was recorded using two
metrics at once: the absence time of the service decreased by 13%, and the fragility time decreased by
25%. Such significant decrease of time during which the material and human resources of the company
were idle shows the effectiveness of the developed algorithm.
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AnHoramusa. B crathe mpenacTaBieHBl MEpBbIe pe3ybTaThl YIPaBICHUS MaTeMaTUYeCcKOi
MOJIeJIbl0 MH(MDOPMAIIMOHHOIO MPOTUBOOOPCTBA, MPEITOXEHHON aBTOpaMM B 0oJjiee paHHUX
paborax. Mojenb MpeacTaBisieT co00oi cUcTeMy OOBIKHOBEHHBIX AudbdbepeHIIMaaibHbIX YpaB-
HEHUI ¢ KBaApaTUYHOU HEJIMHENHOCTbIO B MpaBoii yacTu. Bo BBeneHUM omnpeaesieHa HOBU3HA
MOJX0/Ia ¥ €T0 OTJINYKE OT paHee MUCIOIb30BaBIINXCS. TakKe OMUCaH COJEPXKATEIbHBII CMBICI
MEPEMEHHBIX U MAPAMETPOB CUCTEMBI U KPATKO MPEICTABICHBI 3TAMbl UCCIECIOBAHUS TaHHOMN
Mozenu. B mpocTpaHcTBe mapaMeTpoB YyCTaHOBJIEHA KOMITOHEHTA, YIIPaBJsisi KOTOPOW, MOXHO
MOJIYYUTh COOTHOLIEHMS, ONIPEAEIISAIOLIME NTPEACKA3yeMOE MTOBEACHUE TPAEKTOPUU CUCTEMBI U3
JII000 HavyaJbHOW TOYKM, COOTBETCTBYIONIEH cOAepXKaTeJbHOMY CMbICTY. B oCHOBHOII yacTu
paboThl MPEJIOXKEH aJTOPUTM MOCTPOECHUS TUCKPETHOTO afallTUBHOIO yIpaBJeHUs, KOTOPbIA
TMO3BOJISIET CBECTU MH(POPMAIIMOHHOE TPOTUBOOOPCTBO K BHITOTHOMY JIJISI OTHOM U3 CTOPOH CIle-
Hapuo. Ha mpuMmepe mokaszaHa mpolleaypa UCIIOIb30BaHUS MOICIN M aJTOPUTMa TTIOCTPOCHUS
yIpaBieHHUs To araM. YucieHHoe pelieHre cucTeMbl nuddepeHIIMaabHbIX YpaBHEHUN Tpo-
BOAMJIOCH C MCTIOJIb30BAHUEM MOJYJISI Solve ivp [Jisl pellieHrsT 0ObIKHOBEHHBIX IU( G epeHIInaTb-
HBIX YpaBHeHU OubanoTeku SciPy sg3pika mporpammupoBanus Python.

Kirouenblie cjioBa: MaTeMaTHueCKasi MOieJib, MH(GOPMALIMOHHOE IIPOTUBOOOPCTBO, IIPOABIXKEHUE
nHbopManuu, nuddepeHINaIbHOE ypaBHEHNE, aTallTUBHOE yIIpaBJIeHUE, YMCICHHOE pellleHue
cucTeMbl AU depeHInaTbHbBIX YpaBHEHU

Jnsa murmposamms: Timofeev S.V., Baenkhaeva A.V. A mathematical model of information
confrontation: discrete adaptive control of the system // Computing, Telecommunications and
Control. 2024. T. 17, Ne 2. C. 38—51. DOI: 10.18721/JCSTCS.17204

Introduction

Interest in modeling the process of promoting new information through the media is determined by
the fact that this information can be used with equal success both to unite and stabilize society, and to
divide and destabilize it. Success in promoting fundamentally new ideas into society largely depends
on the positions of the main acting forces. On the one hand, influential media with the ability to shape
public opinion, and, on the other hand, various subjects of society such as expert communities, execu-
tive authorities, political parties, public organizations have the ability to use another part of the media to
present alternative point of view and «promotion» of their concepts within the society [1]. Here we are
dealing with a certain information confrontation.

A number of noteworthy works are dedicated to modeling this process. In article [2] a detailed review of
some of them was conducted. It was observed that they share a common approach to modeling the process
of information confrontation. All models are described through characteristics of the population of various
recipient groups, which, in one way or another, belong to one of the conflicting parties in the information
space [3—10]. In the future, it is likely that confirmation of the adequacy of each of the obtained theo-
retical models by empirical data will be required, which will require the use of standard sociological tools
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in the form of a survey of a sample population, followed by the use of traditional statistical methods for
parameter identification and data analysis.

However, researchers now have new tools for their investigative work, such as Data Science and Text
Mining. New opportunities have also opened up. We have proposed a fundamentally different approach
to analyzing the spread of new information through the media, which does not rely on sampling theory
to study public opinion, but instead involves working with big data. Sociologists studying public opinion
argue that the inherent characteristics of Big Data provide more effective forecasting capabilities than
traditional methods [11, 12]. The absence of samples (n=All) and direct work with statistical popula-
tions or very large portions of them, data scalability, constant automated collection of data in archives
and the ability to quickly process them ultimately lead to high reliability and demand for “real-time”
forecasting. Therefore, in our opinion, it is more relevant in modern conditions to conduct research not
by measuring the number of people taking a position “for” or “against” a certain point of view, but by
analyzing the volume and intensity of information received in the media aimed at achieving goals that
do not coincide in interests.

This work serves as a continuation of a systematic study of the mathematical model of information
confrontation that accompanies the stages of emergence and dissemination of information through the
media, aimed at promoting new views or concepts in society.
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The phase variables of this system are quantities identified as factors that describe the most general
patterns of confrontation in the dissemination of information through the media:

N (t) is a quantitative characteristic of the volume of news information (quantity of articles, mes-
sages of various types, units (quan {N})), corresponding to the promotion in the information space of
new — reformist, sometimes overly radical — views;

C (t) is the number of entities in the structure of the information space with special resources, the
purpose of which is to preserve previously accepted concepts in society (ideological or technological,
units (quan{C}));

A (t) is a quantitative characteristic of the volume of conservative information (quantity of articles,
messages of various types, units (quan{A4})), opposed to the spread of radical views in the information
space;

I (t) is an indicator of the share of the population that is loyal to new ideas appearing in the media:

*

i=1- 7, where 1(%) corresponds to the full acceptance of prevailing conditions in society before the

start of observations; /*(%) is the corresponding characteristic of the acceptance of these positions when
disseminating new perspectives in the media. The content characteristics of the model parameters are
presented in Table 1.

In the system (1), the variable i(t) appears only in the last equation, so the study was carried out for
a lower-dimensional system, rewritten in a more convenient for study form:
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Table 1
Content characteristics of the model parameters [18]

B>0 | Anindicator characterizing the intensity of spread of new information through the media (7}
t

An indicator characterizing the possibility of neutralizing the effect of information that appears after presenting

an alternative opinion [ . Inversely proportional to the amount of information A per unit of time.

1
quan {A} -t ]
An indicator characterizing the intensity of societal reaction to the confrontation of alternative points of views
quan {C }
a>0 (quan{A}-quan{N}-t}
Average number of conservative media outlets, which contrasts with the volume of new trend messages over a
given period of time.

u>0 | A coefficient inversely proportional to the time of operation of additionally created agencies of information (lj
t

C, An amount of information resource for daily support of the currently prevalent concept of society.

W{A}]

quan{C}~t '

p>0 | An average speed of news appearance from one information entity C [

n>0 | Anaverage percentage of information 4 directed to neutralize the effect of messages V.

A>0 | A coefficient inversely proportional to the time of forgetting information A(fj.
t

6>0 [ Anindicator characterizing the pace of adopting new idea that have appeared in the media [{N}t]
quan :

® >0 | Anindicator characterizing the return, due to the inertia of thinking, to the existing concept of society (J
t

dC

& AN —p(C-C

il n(c-c,),

dA

Z:pC—(k+nyN)A, (2)

dN
—=(B—-v4)N,
o B
with initial conditions, due to its autonomy:
C(O)zCOZO, A(O)zAOZO, N(O)zNOZO. 3)

Articles [13—15] describe in detail the stages and results of the theoretical part of the modeling pro-
cess [16, 17]. Therefore, in the work [13], the mathematical formulation of the problem was carried out
and a mathematical model was built. The correctness of the model was checked, including dimensional
control, nature of dependencies, physical relevance and existence of solutions. Several important re-
gions were identified in the parameter space of the model, where the dynamic system exhibits different
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Fig. 1. Qualitative behavior of the trajectory
of the system (2) from the point X, = (C’O; Ay No) = (10;12; 68) (18]

topological properties. In articles [13, 14], based on the Lyapunov function method, qualitative analysis
of solution behavior was conducted in each parameter region, and global phase portraits of trajectories
of the proposed dynamic system were built. A detailed interpretation of the model under study was car-
ried out in [15].

In article [18], the first step of the next stage of modeling was taken — checking the adequacy of the
model or assessing the correspondence of the model to real data. The model performed well in the analysis
of one of the high-profile information events at the beginning of 2022 — media coverage of the attempt-
ed coup in Kazakhstan. A comparison of the qualitative behavior of the integral curves of the model and
graphs presented by the media monitoring system during the period of observation of the event showed
good consistency. Fig. 1 shows the calculated trajectory of the system (2), which accurately reflects the
real situation. As can be seen from the figure, an increase in the values of N (t) and A4 (t) of the trajectory
X(l‘) = (C(t), A(t), N(t)) after the start of movement (the point X, = (CO; Ay; NO) = (10;12;68)
was obtained using the media monitoring system) indicates a confrontation between different points of
view when covering the event. The result shows the outcome of this confrontation (Fig. 1).

X,=(C

st

C,
A,, St) = (C*, pk , Oj is an asymptotically stable stationary solution interpreted as a

state of society in which a certain concept dominates, and to support it, an administrative resource in the
amount of C, uses a sufficient amount of information, from its point of view, in the media p—.

This step is important in the sense that a “sample” of the trajectory of the system (2—3) was obtained,
which can be interpreted as a successful outcome of information confrontation for those entities defending
the accepted societal views against unwanted perspectives covered in the media.

However, such a trajectory behavior determined by a set of parameters corresponds to only one of the
many scenarios described in [15], namely: when performing inequalities

vpC, > 1B
{ 4)

pou > pny +pny

any trajectory of the system (2) starting from an arbitrary point in the set Ri = {(C ,AN ) eR:C>0,
C

A>0,N >0} tends towards an asymptotically stable stationary solution X, =(C,,,4,,,N,,) = (C* , P ” .
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In other cases, depending on the parameter relations and initial conditions trajectory behavior may
significantly differ [15] from that presented in the figure. In such cases, phase portraits describing the
system's dynamics will have different topological properties [19]. Thus, for a favorable — in terms of
substantive meaning — outcome of the confrontation, interested parties need to manage the dynamic
model of the ongoing process. This, for example, will help approximate the trajectory of the system to a
“sample” and, therefore, from the perspective of the conservatively inclined part of society, ensure the
desired outcome in the struggle against undesirable information in the media space. This work specifi-
cally considers this case.

The system (2) describing the process of information confrontation can be considered as controlled,
understanding control as an influence on certain parameters of the system. In this case, based on the
system of inequalities (4), it is logical to assume that the parameter p of the system (2) is most suitable
for control. Indeed, by increasing it, considering the substantive meaning and leaving other parameters
unchanged, under certain conditions, it is possible to achieve the satisfaction of inequalities (4).

Formulation of the problem

Let us assume that active discussions of an extraordinary event have started on media channels capa-
ble of influencing certain values established in society. Within the framework of the research object, it is
necessary to formulate a thesis that describes the existing societal concept. In accordance with this, all
information supporting this thesis will reflect the quantitative characteristic of the phase variable 4 (t) We
will refer to it as information with a positive or optimistic tone. Consequently, any information contradict-
ing this thesis in any form will reflect the quantitative characteristic of the phase variable N (l‘) and have a
negative or pessimistic tone. Informational bodies publishing information with a positive tone, collectively,
will reflect the quantitative characteristic of the phase variable C (t) Thus, by using electronic media
monitoring systems and the algorithm described in [18], initial conditions (3) of the system (2) describing
the movement of information flows directed at covering this event can be determined.

Let us denote the beginning of the trajectory movement of the system at =0 as a point X = (C 5
A N” ) in the phase space of the system (2). For example, when covering the aforementioned attempted
coup in Kazakhstan by the media, the value of the variable N* can be determined based on information
about the initial occurrences of negative reports (see Table 2).

Table 2
Number of negative messages by day during January [18]
Day of the month I [234|5]| 6 7 8 9 |10 | 11 | 12 | 13| 14| 15| 16
Number of negative messages [ 1 [ O | 1 | 0 | 68| 327 | 177 [ 127 | 94 | 362 | 151 | 110 | 91 | 85 | 58 | 41
Day of the month 17 11811912021 22 | 23| 24 | 25| 26 27 28 | 29 | 30 | 31
Number of negative messages | 50 | 52 [ 38 | 37 [ 14| 13 8 20 | 6 14| 9 | 47 | 14|17 | 8

According to these data, N~ = 68. The value of 4" = 12 was taken as the arithmetic mean of the num-
ber of positive reports several days before the appearance of negative reports (see Table 3).

To determine the initial condition C* = 10, it was necessary to use data on permanent sources pro-
viding the media with positive information about the CSTO for the entire previous year (see Fig. 2).

Let us assume that after some time values of all parameters of this system have been determined.

It should be noted that when analyzing the media coverage of the events in Kazakhstan, the possible
range of variation for each parameter was determined to calculate their values. Subsequently, using the
well-known Monte Carlo method, a set of parameters was chosen that provided the most acceptable de-
viation of the calculated trajectory from the actual monitoring data. The complete algorithm for param-
eter calculation is planned to be described in the next paper. For example, when estimating the parameter
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RIA Novosti

Ren TV

KRASNAYA VESNA News Agency
lzvestia

Redtram

REGNUM News Agency
News.21.by

Nasha Pozitsiia

Dunyo News

TASS
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Fig. 2. Top sources with positive information 4 about the CSTO for 2021 [18]

dN
B, a differential equation 7 =PBN was used, derived from system (2) after removing the nonlinear
t

term from the right side of the corresponding equation. Taking into account the initial conditions, its
solution has the form: N (t) =68 exp(Bt). According to Table 2, N(1) = 327, which is possible with
Bmm = 1,57. Further comparison of parameter values showed that B = 1.9 most accurately reflects the
situation. A similar analysis allowed estimation of the parameters p and a. To estimate the parameter A,
data from experiments on memory studies were used, based on which the Ebbinghaus’s forgetting curve
was constructed', showing how the level of retention of learned information logarithmically decreases over
time. The range of y and 1 values was determined according to the monitoring system data based on text
sentiment analysis. In particular, using the built-in rating scale, the analysis showed that the messages A
were mostly aimed not at neutralizing the messages N, but rather at proving the usefulness of the creation
of the CSTO and the need to use this organization's armed forces in these conditions. Finally, the value of
u was determined based on data about the emergence of information from new sources that had not pre-
viously shown interest in the topic.

Table 3
Number of positive messages by day during January [18]

Day of the
month

Number
of negative 22 5 8 13 | 272 | 3653 | 2896 | 1933 | 1474 | 2797 | 1871 | 1282 | 1499 | 817 | 718 | 481
messages

Day of the
month

NS}

171 18 1 19 | 20 | 21 2 23 24 25 26 27 28 29 | 30| 31

Number
of negative 349 | 360 | 500 | 206 | 141 | 158 94 92 123 | 82 91 120 | 158 | 51 | 90
messages

If the value of the parameter is such that the system of inequalities (4) is satisfied, then a successful
outcome of information confrontation for the control authorities is guaranteed. Otherwise, as shown
in [15], scenarios of information confrontation may have different results. Therefore, for a successful
outcome, it is necessary to adjust the parameter p through adaptive control # = u (t) [20]. Let a control

! Averell, L., Heathcote, A. The shape of the forgetting curve and the fate of memories. Journal of Mathematical Psychology, 2011, Vol. 55,
no. 1, pp. 25-35.
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function u = u(t) be given characterizing the level of increase in the parameter p of system (2) and
satisfying constraints:

— “"max?’

0<u(r)<u 0<r<T, (5)

where u,_, 2 0 is the maximum degree of increase in the average speed of news appearance from one
information entity p (according to the semantic characteristic of the parameter), 7 is the time interval
of observing the information event. Let us assume that under the control influence, the parameter p of
the system (2) can change from the value p to p,_.. =p, (1 +u,,. ), where p, is the value of the param-
eter set during identification, taking into account media monitoring at the initial stage, and u_. issuch
an arbitrary value that the parameter ratios satisfy the inequalities (4).

The system (2) with the introduced values will have the following form:

dC

4 _gAN—p(C-C

= n(c-c,),

—f;=p(l+u)C—(K+nyN)A, (6)
dN

AV _ (B—yA)N.

o~ B~

The control objective may be to ensure that the trajectory behavior of the system is close to a “sam-

C
pk* ,Oj. In the proposed model, such an

ple”, i.e., asymptotically approaching the point X = (C*,

outcome is primarily associated with the dynamics of the volume of news information N (t) There-
fore, as a “sample” for control, we find the solution of the system (6) at u =wu_,_ with the initial con-

dition C(O) =C", A(O) =A", N(O) = N and extract the integral curve N* (t) To define the con-
trol criterion for the considered process on the interval [0; 7], we set up a uniform grid:

- . . T T
E=3t:t=iAt, i=1,M; At =—, (7)
M
on which we fix the volume of news information corresponding to the “sample”:

N*(t)=N;, i=LM. (8)

We will consider that for the solution of system (6), the condition:

IN(u(2).)-N;|<e, iel={r,...M}, I<k<r<M, )

with a sufficiently small € corresponds to achieving a successful outcome of information confrontation.
Here, k: ¢, , is the moment of the start of control, before which it is assumed to identify the parameters of
the system (2) and, accordingly, (6). We will call the condition (9) the criterion of discrete adaptive control
for the system (6).

Thus, the stated problem involves constructing the control u (t), te [O;T ] , that ensures the fulfill-
ment of condition (9) for the solution of the system (6) with initial conditions (3) under the constraint (5).

Algorithm for adaptive control construction

Let us define the set U as follows. Let us assume that on each interval [tl._1 3L ) , 1 =1,M the function

u (t) is constant and satisfies the inequalities (5). Thus, the control function will be chosen from the set of
piecewise-constant functions on the interval [0; 7. Consequently,
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U:{u(t):u(t):ui_1 e[0su,, ], t€tist,), i=1L,M, u(T):uM_l}.

We will assume that under every admissible control # =u (t the system (6) with initial conditions
(3) has a unique solution X(u (t),t) = (C(u(t),t), A(u (t),t s N(u (t),t)), u (t) e U, defined for
all 1e[0;T].

According to the criterion (9) it is required to construct control u (t) € U satisfying the condition:

IN(u, 1nt,)- Ny | <&, iel.

To construct the control function u (t) e U, the following algorithm is proposed:

Reduce the problem solution to the sequential integration of the system (6) on intervals ¢ € [tH;ti],
i =1, M. Thus, only phase variables are unknown functions at each fixed value u, ,. Their right end values
are the initial conditions for the next time interval. Let us assume that u, =u, =...=u, ,=0. On intervals
[tH;tl.], i >k, denote

\P(uifl):N(uiflﬁti)_Ni*’

where N (ui_, ,ti) is the value of the function N (u (t),t at the point ¢, for a fixed u, . The set (8) is de-
fined in such a way that N; < N (0, t[), iel,ie ¥ (O >0, i € 1. The following options are possible:

* If N7 SN (o t,)<N(0,2,), i€, then fix u,_, =u,,,;

- If N (umax , tl.) <N/ <N (O,ti ) , i €l, thento find u_, as solving the nonlinear equation

Y (uH) =0, u,_, € [O;leax ] (10)
Due to the continuous dependence of the system (2) on parameters and the fact that ¥ (0) >0, and
Y (umax ) < 0, the bisection method, for example, can be applied to solve equation (10).
Thus, it seems possible to determine all continuous components of the control function u (l‘) and,
consequently, solve the stated problem. Then the control function can be represented as follows:

u(t)=uy+ 3 00—t )~ ). (1)

where 0 (t) is the Heaviside’s function, defined by the formula
1,20
6 t — b b
( ) {0, t<O0.
Numerical solution of the adaptive control problem

Numerical integration of the system (6) was performed using the solve_ivp module of the SciPy li-
brary in the Python programming language. The solve ivp module provides a powerful tool for solving
systems of differential equations in modeling and researching various processes [21].

As part of the SciPy library, the solve ivp module seamlessly integrates with other modules and tools,
such as NumPy and Matplotlib, offering a choice of several numerical methods for solving complex
ODE systems [22]. One notable feature of the solve ivp function is that it returns an array of numerical
solution values at each point from the time array [23].
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Fig. 3. Integral curves a) N(7), and b) A(?) of the system (2) with initial conditions C(0) = 10, 4(0) = 12,
N(0) = 68 and parameter values p =1,9; y=0,1;0=0,09; C,=10; pn=0,3; p=5;1=2,54; .= 1/3

To build adaptive control let us consider the situation described in [18]. When imitating different
scenarios, it was noticed that numerical integration of the system (2) with initial conditions C (O) =10,

A (0) =12, N(O) = 68 and parameter values
B=1,9; y=0,1; =0,09; C,=10; n=0,3; p=5; n=2,54; L=1/3, (12)

which are located outside near the boundary of the domain (4), the behavior of the system’s solution
changes abruptly.

The dynamics ofw variables N(t) and A4 (l‘) in this case have the following representation (Fig. 3).

For these parameter values the value of the phase variable is N (t) —> 400 when  — +o0. From a
substantive point of view, this corresponds to a situation where the appearance in the media of informa-
tion aimed at changing society's concept can find support and lead to an undesirable threat to the tradi-
tional system of views for government structures. In this regard, it is necessary to determine methods of
control that allow changing the dynamics of factors N (t) and A(t) , which are indicators of society’s
reaction to emerging information in the media.

Let us construct the control function u (t) that allows changing the behavior of the integral curve
N(t) so that N(u(t),t) — 0 for t > +o0.

Let us assume that by the time ¢ = 3, all the parameters of the system (2) with the values (12) have
been determined.

The parameter set (12) does not satisfy the conditions (4). As p = p, = 5, we can determine, for
example, u = 0,2418 from which p .. =p, (1 +u,. ) = 5(1 +0,241 8) =6,209. This means an in-
crease of the average speed of news appearance from one information body by almost 25%.

At the value of the parameter p = p__the conditions (4) are fulfilled, and the integral curve N (l‘)
corresponding to this value can be defined as “sample” integral curve.

The graph of this curve is presented in Fig. 4.

Now, let At =1, M = 30 in (7) (this corresponds to the segment of observation of an information
event in [18]), and £ = 4 in (9). The integration results show that before the control begins the values of
the integral curves N (t) at p =p, =5 (Fig. 3) and the “sample” integral curve N* (t) atp=p_ =
= 6,209 (Fig. 4) differ more and more over time (Fig. 5).

The volume of news information corresponding to the «<sample» integral curve N* (t) from Fig. 5 is
presented in Table 4.

Having this data, we can apply an algorithm for building adaptive control.

If k=4, thenu,=u =u,=0.To find u,, we find the integral curve N(umax ,14) of the system (6) on
the segment [t3;t41 = [3; 4] , having previously defined N (0,t3) =1080.38 as the initial condition. We
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Fig. 4. Integral curve N'(¢) of the system (2) with initial conditions C(0) = 10, A(0) = 12, N(0) = 68
and parameter values p =1,9; y=0,1; =0,09; C,= 10; n=0,3; p = 6,209; 1 =2,54; .= 1/3
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Fig. 5. Integral curves N(#) and N'(f) before control at time 7, = 3

have N (u,,..t,)=233.85> N, ~0, sowe fix u, =u__on [t;;¢,]=[3;4]. Next, to find u,, we find
the integral curve of the system (6) on the segment [t4;ts] = [4;5], taking = 233.85 as the initial condi-
tion. We have N(umax,ts) =0> N, =0, so we fix u,=u__on [t4;t5] = [4;5]. Etc.

Table 4
Number of negative messages N'(7)
t 0 1 2 3 4 5 6 9 12 15 18 30
N9 68 235.135 | 228.409 | 2E-10 | 2E-10 [ 0O 0 0 0 0 0 0 0

Thus, the control function u (t ) (Fig. 6) and its corresponding integral curve N (u (t) , t) which grad-
ually approaches the «<sample» curve N* (t) over time (Fig. 7) were obtained through adaptive control.

Table 5 shows the values of |N (u (t),t) - N" (t) at points on the grid (7). This corresponds to the
satisfaction of the adaptive control criterion (9) for the system (6).

Conclusion

This article presents an algorithm for constructing adaptive control of a system of differential equa-
tions, presented as a mathematical model of information confrontation. The feature of this model is that
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Fig. 6. Control function u(#) during adaptive control from time 7, = 3
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Fig. 7. Integral curves N(u(?), t) and N'(¢) after the start of the control

the subject of modeling is the quantity of information with competing orientations, in contrast to the

generally accepted approach that defines the quantity of individuals holding opposing views on some
information issue.

Table 5
Values of |N (u (t) , t) -N* (t)| for checking the adaptive control criterion
t 0 1 2 3 4 51619 |12(15] 18 30
N (u(t),6)-N"(¢) 0 | 59.149 | 1080.38 | 4359.1 | 233.85|0 0|0l o0 [0 |0 |0 | O

The modern level of technical equipment, such as media monitoring systems and Text Mining, pro-
vides the ability to estimate continuously the quality and speed of information flows in real time. These
flows, in one way or another, influence the introduction of new (possibly hostile) ideas into public con-
sciousness.

The proposed new approach to modeling allows, in real time, to firstly identify critical situations that
could potentially lead to an uncontrolled scenario in the information space. Secondly, it provides the

ability to influence the outcome of the confrontation by managing certain parameters (e.g., content,
volume, intensity).
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In this article, a situation was simulated using a set of parameters determined by Monte Carlo meth-
od, where the media disseminates information that could lead to an unfavorable shift in public opinion
for government structures.

In the model, this situation is reflected by an uncontrolled growth of one of the components of the
system's trajectory, indicating the complete dominance of an antagonistic concept. This necessitated the
construction of the control function, which particularly changes the dynamics of the phase variables of
the system.

When solving this problem, the following results were obtained:

» For the initial state, obtained from the electronic media monitoring system, the concept of “sam-
ple” system trajectory was defined, which moves from the initial point to an asymptotically stable equi-
librium of the system. This is only possible, if certain relations are met for the system parameters.

» Inthe system's parameter space, a component was identified as most suitable for control, allowing
the trajectory to be directed towards the “sample” mode.

* A step-by-step algorithm for constructing adaptive system control was proposed, ensuring mini-
mal deviation of the trajectory from the “sample” path after a finite number of steps.

» The proposed algorithm was implemented for numerical integration of the system using the solve
ivp module from the SciPy library in Python language.

Substantively, the situation described in the work led to the conclusion that it is necessary to increase
the average intensity of news releases by news agencies. By increasing the intensity to the calculated lev-
el, there is a real chance to eliminate the adverse effects of an information attack on society.

Thus, the theoretical feasibility of influencing the confrontation between interested parties in pro-
moting their interests through the media has been obtained and justified.
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Annotauus. g noBbilieHUs 3G @EKTUBHOCTU pabOTHl MHOTOMOTOYHBIX TPYOUYaThIX Meveit
MpeaioXkeHa MHOTomapaMeTpuiecKas YCOBEPIIEHCTBOBAHHASI CUCTEMA CBSI3HOTO YIPAaBJIEHUS.
Crabwin3zaiiuss OCHOBHOTO TEXHOJOTMYECKOTO TapaMeTrpa — pPe3yJbTUPYIOLIEH TeMIepaTypbl
BBIXOTHOTO MAaT€PUAJIbHOTO ITOTOKA, OCYIIECTBIISIETCS IIyTEM CYIIEPBU30PHOTO YIIPABICHUS pac-
XOJaMM Ha BXOJHBIX 3MEEBMKaX C YUYETOM MMEIOIIETOCs OrpaHUYEHUs] Ha 3arpy3Ky arnrmapara,
MPU BBIMOJHEHUU TPeOOBaHUSI PaBHOMEPHOTrO TeMIiepaTypHoro npodwis. s co3naHus or-
TUMAJIBHOTO PEXKMMa FOPEHUSI BBEIEH MOMOJHUTEIbHBI KOHTYP PErYJIUPOBAHUS Pa3PSIKEHUS
B paIMaHTHOW KaMepe Me4yu Ha JUHUU MoAayu aTMOC(EpHOro BO3ayXa K PEerucTpam ropesiok
1O COIEP>KaHUIO0 OCTATOYHOTO KUCIOPO/ia B ILIMOBBIX ra3ax. B pazpaboTaHHON MMUTAIIMOHHON
MOJIEJIA CUCTEMBI YIIPABJIEHUS PealM30BaHa BO3MOXHOCTb 0€3yJapHOTO Iepexona Mexay 6a3o-
BBIM, KaK Ha MTPOU3BONCTBE, U YCOBEPILIEHCTBOBAHHBIM BapuaHTaMmu. [lepenarounbie pyHKIMU
MHOTOCBSI3HOTO OOBEKTa YIpaBICHUSI, a TAKXKe MTapaMeTpbl HACTPOWKM PETYJISITOPOB IO OTIEIb-
HBIM KaHajaM MOJIy4eHbl BCTPOEHHBIMU MHCTpyMeHTamu Matlab Simulink. BeruuciaurenbHbie
SKCIIEPUMEHTHI Ha MOJEU MOKA3aJIU BBICOKOE OBICTPOJAEUCTBUE U TOUHOCTb PETYJIMPOBAHUS.

KiitoueBble cioBa: MHOTOIOTOYHAS MeYb, CUCTEMA CBSI3HOTO YNPABJICHUS, UMUTAIMOHHAST MO-
nieJib, TemIepaTypHblil mpoduns, KIT/I

Jlna mutupoBanusa: Gebel E.S. Approaches and principles for advanced control of multi-flow tube
furnace // Computing, Telecommunications and Control. 2024. T. 17, Ne 2. C. 52—61. DOI:
10.18721/JCSTCS.17205

Introduction

Tube furnaces are the main apparatuses providing thermal regime of technological processes in oil
refining and petrochemical industries. Multi-flow tube furnaces are a component of various plants of
high-temperature thermos-technological and chemical processes, such as devices for distillation of oil
or fuel oil, pyrolysis, catalytic cracking, reforming, hydrotreating, realize heating, evaporation and su-
perheating of liquid and gaseous media [1, 2]. Increasing the efficiency of such apparatuses allows to
minimize its consumption, hence, reduces the amount of harmful carbon dioxide emissions into the
atmosphere [3, 4]. Implementation of high-tech solutions of industrial automation at the considered
apparatus is aimed at optimizing fuel consumption for processing a ton of oil.

A typical control scheme for thermal objects involves regulating the common flow temperature at the
furnace output by varying the fuel gas pressure. In production, under the given limitation of the device
load, the operator manually sets the same settings for the flow controllers on each coil. As a result, the
temperature profile of the output streams is non-uniform, which leads to a decrease in efficiency [2, 4].
The proposed scheme of advanced process control of temperature deviation at the output of the tube
furnace coils by the flow rate of the input streams, taking into account the limitation of the apparatus
loading will allow the operator to quickly change the value of the flow rate settings and provide a uni-
form temperature profile (Fig. 1, a).
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Fig. 2. Simulation model of the control object

Another way to increase the efficiency of the plant is the use of oxygen correction in the flue gases
(Fig. 1, b). At furnace load of 50% and higher, the oxygen concentration in the flue gases should be
from 3% to 4%, which corresponds to the required amount of excess air in the burner for complete
combustion of fuel [2, 5]. It has been noted that excess air in flue gases is observed in almost all furnac-
es operating for more than 15—20 years [1, 2, 6, 7]. This may be caused by improper operation of the
burner register or non-tightness of the construction. The maximum efficiency of apparatus is achieved
at such excess air, when losses caused by incomplete combustion and heat carried away by flue gases are
minimized [2, 6]. Stabilization of oxygen in the flue gases (Fig. 1b) will provide optimal rarefaction in
the radiant chamber of the tube furnace, and, consequently, will increase the efficiency.

Thus, it seems relevant to develop approaches and principles for advanced control of a multi-flow
tube furnace to improve the efficiency of the plant.

Simulation model of the control object

Elements of the simulation model of the technological object (Fig. 2) are united into blocks “Basic
control model”, “Switching algorithm” and “Furnace model” by functional feature.
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The subsystem “Algorithm of switching” (Fig. 2) contains three switches to set the operation modes
of the control system. The high level of the ControllerStatus logic signal satisfies the choice of the ad-
vanced variant of the control system. The FlowOut load is used either as a limitation or to calculate
vector elements in the “Basic control model” block representing the settings of the flow rate regulators
on the furnace input flows.

The subsystem “Furnace Model” describes the dynamics of the channels “temperature deviation
— input flow rate”. The mathematical model of the technological apparatus depends on the research
objectives and complexity of the object under consideration and is formed either on the laws of physics,
chemistry, heat engineering and other fundamental sciences [8, 9], or on statistical methods or machine
learning methods [10—13]. “Lifetime” of the simulation model is limited due to the instability of phys-
ical and chemical parameters of input streams and random impact of the environment, which leads to
continuous changes in technical characteristics, as a consequence, the parameters of the object [15,
16]. Taking into account the connectivity of control channels and variation of parameters of the studied
technological object, the mathematical model represents a matrix in the following form:

Wa(s) Wols) - W, (s)
()= ) ) 0
W) Wo(s) o W, (5)

Each element in formula (1) describes the effect of the i-th input (flow rate on the i-th flow) on the
Jj-th output (temperature deviations from the set resultant value on the j-th coil) signal. The parameters
i andj vary from 1 to n, where 7 is the number of coils in the design of multi-flow furnace.

Further in the work the object is considered as linear, thus, the expression for the j-th output flow is:

W, (s)=W,, (s)+Wy(s)+...+ W, (s). (2)

The structure of transfer functions Wij (S) in the matrix (1) corresponds to the dynamic link of the
second order with delay. This is valid for the majority of technological objects [17—19]:

W (s)=——s—"L—"e ", 3

Parameter Kl.j is a transmission coefficient at the ij-th control channel. Time constants denotes as
T W T 23 and lag time is as T,

Identification of the parameters Kij, T 1 T 2 and T, in (3) from historical data of the technological
process from the plant is performed by various computational methods [12, 14, 17, 18] using the built-in
Matlab Simulink tools. It was found that the highest values of the transmission coefficient of about 0.8 have
the following control channels: W, (s), w,, (S), W (S); for the rest W, (s) (i# j) this parame-
ter varies within 0.1 [19]. The variation of parameters Kij, T i and T - caused by the action of various
internal and external factors, was taken into account by introducing additional elements Kr'r and T crin
the transfer function. Parameter 7 sets the permissible limits of variation. This is a random number with
a normal distribution law, varying within 0+1. Thus, in general, the transfer functions for the individual
control channels “flow rate — flow temperature deviation” have the following form:

(K, +K.r)

Wf(s):(r +Trr)s2+(7},+Trr)s+leij. *

2ij ij
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SRRl

Fig. 3. Structure of subsystem “Furnace model”

Coefficients K , T calculated based on the accumulated experience of safe and accident-free oper-
ation of the plant.

The subsystem “Furnace Model” (Fig. 3) contains groups of elements simulating the dynamics of
the flow sensors (block 1), additional outputs to monitor the fulfilment the limitation of the total unit
load (block 2), and individual control channels (block 3) in accordance with logic and structure of the
model (2), (4).

Advanced process control of a multi-flow tube furnace

The structure of the simulation model of the advanced process control of a multi-flow atmospheric
tube furnace develops based on the subsystem “Simulation model of the control object” (Fig. 2) and is
shown in Fig. 4.

The resulting temperature of the total flow sets in accordance with the requirements of the technol-
ogy and regulates in proportional to the ratio of fuel consumption and atmospheric air [1—3, 10]. Based
on the temperature data in the total flow at the output of the GenTemp furnace and the temperature
vector on individual coils TempVector obtained from the subsystem in Fig. 2, the average temperature
deviation dTmean is automatically corrected (Fig. 4). Classical control laws [21—23] were used, which,
in comparison with the intelligent control methods, have higher performance [9, 10, 15, 20]. Thus, a
PI controller applies in the external loop in the TempBlock subsystem (Fig. 4), the values of the tuning
coefficients PI_temp P and PI _temp I, as well as the width of the insensitivity zone dzTemp, were
calculated using the built-in Matlab Simulink tools. Additionally, protection against the integral over-
saturation was implemented in the TempAggrintegratorl block of the advanced control system.

The connected flow control loop on the inputs is represented in Fig. 4 by FlowBlock, the regulator is
realized as a PI controller with settings: PI_Flow_P, PI_Flow_I and dzFlow. The vector of logical vari-
ables FlowModeVector reflects the current structure of the tube furnace (number of operating threads).
Zero values of elements correspond to the flow shutdown, for example, for scheduled maintenance. The
input signal FlowErrorVector contains the settings either calculated in the external loop TempBlock or
set manually by the matrix in the “Basic control model” block (Fig. 2).

Setup of regulators in the internal FlowBlock and external TempBlock1 loops is performed using the
built-in Matlab Simulink tools according to the criterion of maximum robustness of the system. There is
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Fig. 4. Simulation model of the advanced process control of the multi-flow atmospheric tube furnace

a possibility to exclude some flows Block “Object Structure” (Fig. 4), which is in demand, for example,
during maintenance of automation equipment on a particular coil.

In addition, shockless switching between variants of the control system (Fig. 4) of a multi-flow tube
furnace implements due to equalizing the settings. Low level of the ControllerStatus logic signal returns
the system to the basic variant of control. Then, the current value of the total unit load, calculated in
the subsystem “Furnace Model” (Fig. 3, block 2) of the advanced system, is memorized. After that, the
settings of the flow controllers for each flow are calculated in the block Shockless Switching.

The setPointRate Limiter subsystem (Fig. 4) sets a limit on the rate of change of settings by the built-
in Matlab function. It generates an output signal equals to the difference between the current value of
flow rates and settings for individual flows in the advanced control system. The memory element elimi-
nates errors during the model simulation run. In addition, the absolute value (Saturation block) on the
upper or lower limits (flowSatU or flowSatL) of the settings is limited. Reaching these values activates
the reset aggravation function “Reset integral oversaturation” (Fig. 4).

The internal structure of the “O2 controller” subsystem is shown in Fig. 5. The concentration of
residual oxygen in the flue gases (O2 amount signal) has a long lag time. Therefore, a “gating” signal is
supplied to the “O2 Block” to stop the control process, when the output parameter reaches the Upper-
Bound or LowerBound values.

The maximum permissible values of the discharge in the radiant chamber of the tube furnace MV-
satU and MVsatL are the parameters of “O2 Block” regulator. This feature is critical for the considered
apparatus. Both the absolute value of the setting MeanErr and the rate of its increase RateLimit forms
in the “O2 Rate” block. The control actions on the gate valves in the atmospheric air supply line to the
burner registers are discrete signals.

Approbation of the advanced process control

The effectiveness of the proposed approaches and principles of the advanced process control of the
multi-flow tube furnace was evaluated by means of model tests, the results of which are presented in
Fig. 6. It was required to estimate the stability of the transient process for the basic and proposed control
systems, and to calculate the control quality indicators, in particular, performance and accuracy.

Transient graphs (Fig. 6, a), obtained when switching the control system from the basic to the ad-
vanced scheme at 2600 seconds, demonstrates the narrowing of the range of temperature variation of
individual streams and the establishment of the set value of the resulting temperature after 1400 seconds.
The flow rates of the input streams dynamically change, taking values within (89+91) m?/h, which is
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allowed by the technological regulations. The furnace load volume for both control schemes remains
constant at 1080 m?/h.

The output signal of the model, when a temperature perturbation (1° increase compared to the cal-
culated one) arrives at the first coil at 2000 seconds, quickly reaches the set steady-state value, and the
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static error equals zero. The temperature deviation is compensated after 700 seconds (Fig. 6, b). Nu-
merical experiments performed on the simulation model of the system of advanced process control of
a multi-flow tube furnace allows to conclude that the performance results are satisfactory in terms of
control quality.

Conclusion

Improved efficiency of the multi-flow atmospheric furnace of the oil refining apparatus is achieved
by implementing the proposed approaches and principles of advanced process control. The uniform
temperature profile of the output flows indicates the optimality of combustion conditions in the radiant
chamber.

The mathematical model of control object dynamics developed taking into account connectivity and
random variation of technical parameters of control channels to improve its accuracy and “lifetime”.
Another advantage of the proposed approach is the scalability of the simulation model, which allows to
manually exclude part of the flows from the analysis. The change in the control object structure is com-
pensated by the random component in the transfer functions of each channel. This principle is especial-
ly demanded, when the object is operated in continuous production. The system of advanced process
control provides compensation of integral saturation of regulators, robustness to small fluctuations of
technical parameters of the control object, and realizes the “gating” mode on the channel of residual
oxygen in flue gases.

Thus, the implementation of the proposed approaches and principles of advanced process control
of the multi-flow tube furnace of oil refining apparatus will increase the coefficient of utilization of the
heat of combustion of fuel, decrease the volume of fuel consumed, as a consequence, reduce harmful
carbon dioxide emissions into the atmosphere.
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Abstract. The article explores the problem of comparing and selecting radiomic and deep
convolutional features extracted from CT images to enhance the accuracy of texture classification
in CT diagnostics. By using the mRMR method, the study assesses the significance of these features
in predicting genetic mutations in patients with lung cancer, highlighting their importance for
refining diagnostic procedures. The developed predictive model demonstrates high classification
accuracy of 92%, which indicates its high efficiency. Analysis of the results reveals that deep
learning features effectively capture complex, high-level abstract textures that indicate the presence
of pathologies. At the same time, radiomic features provide key information about the phenotypic
characteristics of tumors, such as shape, texture, and intensity. This comprehensive approach
not only improves the accuracy of non-invasive diagnostics, but also contributes significantly to
personalized medicine by facilitating the development of more precise treatment strategies based
on genetic profiles.
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Annotamusa. B craTtbe moapoOHO paccMaTpuBaeTcs 3ajJaya CpaBHEHUsI M BEIOOpaA pagrioMuie-
CKMX Y TJIyOOKMX CBEPTOUYHBIX MPU3HAKOB, U3BAeKaeMbiXx U3 KT-u300paxeHuid, 1 MOBbILIE-
HUS TOYHOCTU KJlaccuuKauny TeKeTyp B pamkax KT-mmarnoctuku. Mcnonmb3oBaHe MeTOIA
mRMR mo3BomI0 OLIEHUTh 3HAYMMOCTD 3TUX ITPU3HAKOB B KOHTEKCTE IIPOTHO3MPOBAHMS Ha-
JINYUS TCHETUISCKUX MYTALIMU Y TTAIIMEHTOB C PAKOM JIETKOTO, TTOMUYEePKUBAsI MX BaXKHOCTD IS
YTOUHEHUSI TMAarHOCTUIECKUX Tpolieayp. PazpaboTanHast Moaesb ImoKa3aa BEICOKYIO TOUHOCTD
kiaccudukauu — 92%, 94To CBUAETEIbCTBYET O €€ BbICOKOM 3(h(EeKTUBHOCTU. AHAIU3 PE3Yib-
TaTOB BBISIBUJI, UTO TIpU3HAKU, OCHOBAHHbIE HA IITyOOKOM 00ydyeHUuU, 3(PPeKTUBHO (PUKCUPYIOT
CJTOKHBIE, BLICOKOYPOBHEBBIEC a0CTpaKTHBIC TEKCTYPHI, UTO YKa3bIBAaCT Ha HAJIMIME ITaToJIoTuii. B
TO XK€ BpeMs paIuoMHYeCKIe TIPU3HAKN 00eCTIeUYNBAIOT KITIOUEBYIO MH(POPMAIINIO O IeTATbHBIX
(GEHOTUIMMYECKNX XapaKTePUCTUKAX OMyXoJiei, BKiodas (GpopMy, TEKCTYPY M MHTEHCUBHOCTD.
Takoit KOMIUIEKCHBIN TTOAXOMI HE TOJIBKO MOBHIIIACT TOYHOCTh HEMHBA3UBHOM TMAarHOCTUKU, HO
Y BHOCUT 3HAYMMBbI BKJaJ B IePCOHAIN3UPOBAHHYIO MEIULIMHY, CIIOCOOCTBYs pa3paboTke 60-
Jiee TOYHBIX CTpaTeTUl JIeueHUsI Ha OCHOBE F'eHEeTUUYECKUX Mpoduieil.
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Introduction

Image processing and analysis now occupy an important place in many areas of science and tech-
nology. The ability to accurately analyze and interpret images is particularly critical in medical imaging,
where it can directly impact diagnostic capabilities. The development of new feature extraction methods
not only contributes to the accuracy of analysis, but also opens new opportunities for early diagnosis and
personalized treatment approach [1].

Recent advances in radiomics and deep learning have opened new horizons in extracting and ana-
lyzing complex features from medical images. Radiomics involves extracting a large number of features
from medical images [2]. On the other hand, deep learning, especially convolutional neural networks
(CNN), has shown success in image classification tasks [3, 4].

Radiomic features, although informative, may not cover the full range of available information in
the images under study. Deep learning models often act as “black boxes”, providing little information
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about features that have a greater impact on decision making in image classification. In addition, the
performance of these models can depend significantly on the quality and quantity of training images.

This paper proposes the results of a comparative analysis of radiomic and deep convolutional features
on CT images to classify textures indicating the presence or absence of genetic mutations in patients
with lung cancer. The aim of this study is to improve the accuracy of CT image texture classification by
jointly using the most effective radiomic and deep convolutional features.

Materials and methods

Data collection and pre-processing

This study used dataset [5] which contains diagnostic and prognostic information such as: CT imag-
es, semantic annotations, gene mutation status information.

Deep learning features

Deep convolutional feature extraction was performed using the pre-trained ResNet18 [2], which was
chosen because of its relatively simple structure compared to deeper models, facilitating faster training
and image processing while still being able to extract complex features. The model was adapted for the
task by removing the last classification layer, allowing it to function as a feature generator that generates
a deep convolutional feature vector from the last convolutional layer immediately preceding the clas-
sification layer. The vector consists of 512 floating point numbers («Deep feature 1», ..., «<Deep feature
512») and encompasses high-level representations of CT images learned by the model from a large num-
ber of images. These representations are assumed to include textures related to tumor morphology and
possibly indirect markers of genetic mutations. The extracted features were used as part of an integrated
feature set, contributing model-derived knowledge to the classification process.

Radiomic features extraction

Radiomic features play a key role in describing pulmonary nodule texture features on CT images.
The first extraction step begins with segmentation of pulmonary nodules, using either manual anno-
tation by expert radiologists or automated segmentation algorithms. This segmentation is then used
for quantitative analysis, where radiomic features are systematically extracted and classified into three
main groups [6—8]:

* First-order statistics:

— Mean intensity. Mean intensity represents the average of the pixels within a nodule image and is a
basic measure of its overall brightness. Mathematically it is expressed as follows:

1 N
H=N§x

i

where X, is intensity value of the i-th pixel, a NV is the total number of pixels in the nodule. Mean intensity
indicates average nodule density.

— Standard deviation. Standard deviation quantifies the variation of intensity values around the mean
value, reflecting heterogeneity within the nodule. A larger standard deviation implies a wider range of
intensity values, indicating variability in nodule composition. The standard deviation is calculated by
the formula:

o= )

i=1

This index gives an indication of the texture of the nodule.
— Skewness. Skewness measures the asymmetry of the intensity distribution around the mean value.
Skewness is defined as:
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Skewness =

It can help determine whether a nodule contains predominantly high or low intensity pixels.
— Kurtosis. Kurtosis measures the sharpness of a peak in the intensity distribution. It is mathemati-
cally expressed as:

1
NZ;(XI' _lvl)4

Kurtosis = 3.
1 «~
\/ N =1 (xi —u ) J
» Shape-based features:

— Yolume. Volume of a pulmonary nodule is a direct indicator of its size. At the same time, large vol-
umes often require closer scrutiny for potential malignancy. It is calculated by counting the total number of
pixels (or voxels in 3D) that make up a segmented nodule and multiplying by the spatial pitch of the pixel
(or voxel) to convert to physical units (e.g., cubic millimeters). The volume V is defined as:

V:Nx(d)B,

where N is the number of pixels in a nodule, d is the pixel distance.

— Surface area. Surface area gives an indication of the complexity of the nodule's appearance. A
more irregular surface area may indicate a higher likelihood of malignancy. The surface area A can be
approximately calculated using the «marching cubes» algorithm or similar techniques that triangulate
the surface of a segmented nodule:

where M is the total number of triangles approximating the nodule surface, a, is the area of the i-th
triangle. This approximation provides a quantitative measure of the external complexity of a nodule.
— Sphericity. Sphericity assesses how much the shape of a nodule resembles a sphere, which is often
used to distinguish between regular and irregular nodules. Sphericity W is defined as:
1 2
n ( 6V)5
V=—
A
where V' is the volume, A is the nodule surface area. Sphericity values close to 1 indicate a more spheri-
cal shape, while values far from 1 suggest irregular shapes.
— Compactness. Compactness measures the density of the nodule shape, indicating how densely
packed the structure is. It is inversely proportional to sphericity and can be expressed as:

c:iz.
V§
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A higher compactness value implies a more irregular or complex nodule shape, which may indicate
malignancy.

+ Texture features:

— Entropy. Entropy measures randomness or disorder in the intensity distribution of nodule pixels,
serving as an indicator of texture irregularity. High entropy values suggest a complex texture with a high
degree of heterogeneity, which is often observed in malignant tumors. Entropy is calculated by the formula:

>

L-1 L-1

H = p(i,j)log, p(i, ),

i=0 j

N

Il
(=]

where p (i ] ) is normalized co-occurrence matrix, representing the probability of neighboring intensi-
ty of pixel 7 next to intensity of pixel j, L is the number of possible intensity levels.

— Contrast. The contrast quantifies local variations in pixel intensity, emphasizing the presence of
distinct edges or patterns in a nodule. It reflects the depth of the texture and the sharpness of image de-
tails. High contrast values are associated with textures containing significant differences between pixel
intensities. Contrast is calculated by the formula:

=z S (i)

i, jli—j=n

where N is the number of different intensity levels, # is the difference in intensity levels being consid-
ered. This calculation emphasizes the contribution of pixel pairs with significantly different intensities.

— Homogeneity. Homogeneity measures the degree of consistency or evenness of the texture. High
values of uniformity indicate a smooth, regular texture, while lower values indicate a variety of patterns
and irregularities. Homogeneity is defined as:

This equation weights the elements of the co-occurrence matrix by the inverse of their distance from
the diagonal, favoring homogeneous textures where pixel intensities are similar.

— Correlation. Correlation estimates the degree of linear dependence between pixel intensities in a
given direction within the region of interest. It helps to identify oriented textures and structured pat-
terns. A high correlation indicates a strong relationship between pixel intensity levels across the texture.
The correlation is calculated by the formula:

Z 22 i=u)(i=w,)p (i)

b

GiGj

where | and K, are mean values, 6, and o, are standard deviations of the sums of rows and columns of
the co-occurrence matrix, respectively. This indicator provides information about the predictability and
structure of texture patterns.

Fig. 1 shows a flowchart describing the process of generating, combining and selecting radiomic and
deep convolutional features. The radiomics and deep convolution features are combined into a vector,
which is fed to the algorithm to select the most important features. Based on the selected features, a new
vector is formed which is used to determine the classification of image textures.
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Fig. 1. Flowchart of the proposed method

Features integration

In this paper, a combined approach is applied to analyze radiomic and deep convolutional features
using support vector method (SVM) and mRMR (minimum Redundancy Maximum Relevance) feature
selection algorithm [9, 10]. These methods play a key role in improving the performance of predictive
models by identifying the most significant features that contribute to the determination of the presence
of mutations [11].

The mRMR algorithm is used for initial feature selection, minimizing redundancy and maximizing
relevance with respect to the target variable. Features that have both maximum correlation with the
target variable and minimum correlation with each other are selected for further analysis, thereby im-
proving the informativeness of the data:

max D(S,C) = ZI x;C),

where S is selected features set, C is target variable, [/ (xl.; C ) is mutual information between feature x;
and target variable.

Minimum redundancy is defined as minimizing the average mutual information between feature pairs
in the selected set:

x; €8

minR(S)=|SL I(x X, )

xxeS

where / (xi 3X; ) is mutual information between features x; and x..
Combining these two criteria, mRMR algorithm seeks to find the feature set S that optimizes the
function:

max ®(S) = D(S.C)-R(S),

which ensures the selection of features most useful for modeling while minimizing their redundancy.
This approach improves the quality of classification, making the model more interpretable and effective
in recognizing complex patterns.

The selected features are then analyzed using SVM to assess their ability to classify CT image textures
for mutations. This step evaluates how radiomic and deep convolutional features affect model accuracy
by providing quantitative performance measures such as Accuracy, Precision and Recall.
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Fig. 2. Assessing the importance of features

This approach not only allows us to compare the performance of radiomic and deep convolutional
features, but also to improve our understanding of their interactions and contributions to determining
the presence of mutations. This methodology emphasizes the unique contributions of each type of fea-
ture and their potential to improve the diagnostic accuracy of models.

Results and discussion

Fig. 2 shows the interaction between traditional radiomic features, such as “Entropy” (0.85), “Con-
trast” (0.75) and “Sphericity” (0.65) and features obtained by deep learning, including “Deep Feature
1”7 (0.95) and “Deep Feature 6” (0.93) (the number denotes the position of the selected features in the
original vector, with dimensionality 1x512), etc.

The feature importance analysis determined by the mRMR method provides insight into the predic-
tive power of the proposed integrated model for classifying CT image texture for mutations. It can be
concluded that deep learning features rank high in importance, emphasizing the depth of information
they include about the underlying pathology. However, the significant ranking of radiomic features sug-
gests that they also provide essential, unreliable information useful for the classification task.

Table
Comparison of the effectiveness of approaches for determining
the presence of mutations in the EGFR gene

Method Accuracy, %
Deep convolutional features + SVM 89
Radiomic features + SVM 87
Deep convolutional features + Radiomic features + SVM 92
“Mut-SeResNet” [14] 88

In this study, we compared the efficacy of different approaches to determine the presence of muta-
tions in the EGFR gene using SVM [1, 12, 13]. The results are presented in Table. As can be seen from
the table, the model developed and tested in our study showed the highest accuracy among the ap-
proaches considered, achieving an Accuracy of 92%. Compared to another study [14] using traditional
approaches and specialized models, our approach shows improved results, which may contribute to a
more accurate and efficient diagnosis.
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Conclusion

The paper considers the problem of comparing and selecting radiomic and deep convolutional fea-
tures extracted from CT images in order to improve the accuracy of CT image texture classification.
Using the mRMR algorithm, the effectiveness of radiomics features in classification tasks was demon-
strated. Then, a classifier was developed that showed high accuracy in classifying the presence of genetic
mutations among the considered approaches, achieving an Accuracy of 92%. Analysis of the results
showed that deep learning features reveal high-level abstract textures indicative of underlying pathol-
ogies, while radiomic features provide essential information about tumor phenotypic features such as
shape, texture, and intensity.
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