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The international Science and Technology Conference
«Modern Network Technologies, MoNeTec-2024»

5-1 MexayHapoaHas HaydYHO-TeXHUYecKas KoHdepeHus
«CoBpemMeHHbIE ceTeBbIe TEXHOJIOTHH»
«Modern Network Technologies (MoNeTec-2024) »
29-31 okTsa0ps 2024
https://www.monetec.ru

OyHoe ¥ TUCTAHIMOHHOE YYACTHE

enb KoHepeHIIUN — 00CYXIeHHEe TTePCIIEKTUBHBIX U aKTYaJlbHbIX TEXHOJOTUI B KOMITbIOTEPHBIX
ceTsIX repeaayu 1 o0padboTKM JaHHBIX

Tembl oKJ1ag0B KOH(pEpEeHLINHU:

* IIpumenenue MU nns ynpaBiaeHUs: pecypcaMu B KOMITbIOTEPHBIX CETSIX;

* IIpumenenue MU s yrpaBiieHUs pecypcaMu B 00JJaUHbBIX BHIUMCIICHUSIX;

* Ilpumenenue MW mis ynpaBiaeHUs pecypcaMy B KOMIIBIOTEPHBIX CETSIX;

* VmpaneHue kauecTBoM cepBuca (QoS) npu nepeaave JaHHBIX;

* MHdbopmaLmoHHast 6€30I1aCHOCTb B IIPOrpaMMHO-KOH(MUTYPUPYEMBIX CETSIX U 00JIaKax;

» Becrniposoansie cetn 5/6G;

» CereBble ITPOTOKOJIbI B YCKOPEHUHU TLIaT(GOPM MOOUIBHBIX CEPBUCOB;

* [IpumeHeHue TeOPUU KOAMPOBAHUS TSI KOMITbIOTEPHBIX CETEH;

* BricokocKkOpOCTHASI MAPIIPYTU3AIMS U KOMMYTAIINS;

* MogaenvpoBaHue 1 aHaau3 Tpaduka, TPOXOASIIEro MO MapIIPyTy Yepe3 KaHaJIbl C Pa3IUYHbIMU
XapaKTepUCTUKAMMU;

* MerTonbl M cpencTBa UMUTAIIMOHHOTO MOMIEIMPOBAHUS CeTEl KPYITHOTO MacIlTaba;

+ @opmabHas Bepu(PUKAIIHS CETEBBIX IPOTOKOJIOB M CEPBHCOB,;

* IIpombinuieHHBINH MHTEpHET Belleii;

* IIpoOaeMHO-OpHEHTUPOBAaHHBIE KOMITBIOTEPHBIE CETH;

» KomnbloTepHble ceTu Oyayliero.

Ha3zBaHus TeM Ha aHTJIMIICKOM $I3BIKE C JeTan3alreil Ha MoaTeMbl TPUBEACHBI Ha caiiTe KOHbepeH-
LIMM 1O cChUIKE https://monetec.ru/#topics.

ITnanupytoTcs raeHapHble JOKJIaAbl U3BECTHBIX POCCUMCKUX U 3apYOEKHbBIX YUEHBIX 10 aKTyaIbHbIM
npobGiemMaM TeMaTUKU KoHpepeHuu (cM. https://monetec.ru/#key speakers).

Ha xoHbepeHInIo MpUHNMAIOTCS CEKITMOHHBIC TOKJIAAbl Ha aHTJIMICKOM M PYCCKOM s3bIKax. OTo-
OpaHHbIE TI0 UTOTaM PELIEH3UPOBAHUS U TIPeACTaBIeHHbIE Ha KOH(MepeHLIMN padoThl OYIYyT OMyOIMKO-
BaHbI:

* Ha aHrnuiickoMm s3bike — B oubauoreke IEEE Xplore (uHoekcupyetcs B Scopus);

* Ha pycckoM s13bike — B HOB (elibrary.ru, mianupyercs nnnekcamus 8 PUHII).

HoxJansl, He MpolLIeAle 0TO0p B CEKIIMU, MOTYT OBbITh PEKOMEHAOBAHBI IJIs1 TPEACTABICHUS B BUIC
CTeHIOBBIX (poster), ¢ myonukamueir B HOb.

Opranu3aropsl KoHdepenuuu — (akynbTeT BblunciauTelbHON MareMatuku v kubepHetuku MIY
M. M.B. JlomoHocoBa, LleHTp NpUKIaJHBIX UCCIEA0BAHNN KOMITBIOTEPHBIX CETEH.

Ienepanbhbiii cnoHcop koHpepeHuuu — AO HITL «3JIBUC».
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CnoHcopsl: OUAN, UL «Mubopmatuka u ymnpapieHue» PAH, dakynsrer BMK MIY, T'K
«Kpunrouut», bazansr CIIO.

KonTtakTel OpraHN3alimoHHOTO KOMUTETA:

* e-mail: info@monetec.ru
ten: +7 (495) 9394671

BAKHBIE JATbI

» IlIpencraBnenue anHoTauuii (extended abstract) moxksanos: no 1 mas 2024 r.

* Pesynbrathl NpeIBapUTEILHOTO pelieH3MpoBaHus: 10 15 maa 2024 r.

+ IlIpencraBnenune nokaamos: n0 15 mons 2024 r.

* Pesynbrarhl petieH3upoBaHus: 10 1 cenTsaops 2024 r.

* IIpenocraBieHne UHAIBHON BepCcUU AOKJaAa, JOpabOTAHHOTO IO pe3yJikTaTaM pelieH3MpoBa-
Hust: 10 20 centa0ps 2024 r.

* Perucrpanus wist yaactus B Llkoie: mo 5 okrsaops 2024 r.

* IIxonbr: 27-28 okTsi0ps 2024 1.

+ Konpepennus: 29-31 okraops 2024 r.
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Intelligent Systems and Technologies
NHTennekTyasnbHble CUCTEMbI U TEXHOOMMU

Research article @ 018
DOI: https://doi.org/10.18721/JCSTCS.17101 T
UDC 62-503.55

PROGRAMMING OF OPEN DISTRIBUTED INDUSTRIAL SYSTEMS
BASED ON THE INTERNATIONAL STANDARD IEC 61499

V.V. Potekhin' & , A.P. Alekseev', E.V. Kuklin',
A.E. Misnik?, Ya.D. Khitrova'

! peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation;

2 Belarusian-Russian University, Mogilev, Republic of Belarus
= Slava.Potekhin@Spbstu.Ru

Abstract. Today, collaboration in software development and open architectures is changing
the fundamental structure of business and reshaping the way organisations operate in a highly
competitive environment, forcing them to rethink strategies. Organisations that previously created
proprietary systems are beginning to develop open source products to expand the boundaries of
the industries in which they operate. In a globalised world, open integrated control systems are
becoming increasingly important. Their main goal is to create a balanced, efficient and functional
system that integrates various aspects into a coherent whole. The article shows the advantages and
disadvantages of using a new approach to programming logic systems based on the international
standard IEC 61499 in the field of industrial automation of technological processes. The article
analyses basic principles of the IEC 61499 standard, as well as general provisions with the OPAS
standard. It also demonstrates a prototype of the control system for the model of the furnace P-101
according to IEC 61499. And provides time characteristics of the software based on IEC 61499 for
real-time operating systems.

Keywords: Industry 4.0, OPAS, Cloud DCS, Cloud computing, Industrial Internet of Things,
cyber-physical systems

Citation: Potekhin V.V., Alekseev A.P., Kuklin E.V., Misnik A.E., Khitrova Ya.D. Programming of
open distributed industrial systems based on the international standard IEC 61499. Computing,
Telecommunications and Control, 2024, Vol. 17, No. 1, Pp. 10—19. DOI: 10.18721/JCSTCS.17101

© Potekhin V.V., Alekseev A.P., Kuklin E.V., Misnik A.E., Khitrova Ya.D., 2024. Published by Peter the Great St. Petersburg Polytechnic University
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NMPOrPAMMUPOBAHUE OTKPbITbIX
PACNPEAEJIEHHbBIX MPOMbDILWJIEHHbBIX CUCTEM
HA OCHOBE CTAHAOAPTA M3K 61499

B.B. lNomexux' = , A.ll. Anekcee@B', E.B. Kyki1uH',
A.E. MucHuk?, .. Xumpo@Ba’
1 CaHKT-MNeTepbyprckunini noanTexHn4ecknin yHusepcutet MNeTtpa Beankoro,
CaHKT-MNeTepbypr, Poccuiickaa depepaums;
2 benopyccko-Poccuitckuin yHnsepcutet, Morunés, Pecnybnuka benapycb

= Slava.Potekhin@Spbstu.Ru

Annoranusa. CeromHsi COTPYIHUIECTBO B chepe pa3pabOTKU IIPOrpaMMHOIO 00eCIIeueHUS 1
OTKPBITBIX apXUTEKTYP MEHsSIeT QYHIaMEHTAIbHYIO CTPYKTYpY OM3Heca 1 IepecTpanuBaeT METO-
IIbl pabOTHI OpraHu3alMii B YCIOBUSX KECTKOM KOHKYPEHIIMU, UTO 3aCTaBJIsIET MePEeOCMBbICIUTh
crpaternu. OpraHusalnu, KOTOpble paHee co3gaBajv IMPOIPUETapHBbIE CUCTEMbI, HAYMHAIOT
pa3pabaTbiBaTh MPOIYKTHI C OTKPBITHIM MCXOIHBIM KOJOM, YTOOBI PACIIMPUTh IPAHUIILI OTpAC-
JIeit, B KOTOPBIX OHM paboTaT. B rirobagsbHOM MUpe OTKPBHIThIE MHTETPUPOBAHHBIC CHCTEMBI
VIIpaBJICHUSI CTAHOBSATCS Bce Ooyiee 3HAUMMBIMU. VIX OCHOBHas 11eJIb — CO3/1aTh cOaTaHCUPOBaH-
HY10, 9 (PeKTUBHYIO U (DYHKIIMOHAJIBHYIO CUCTEMY, KOTOpasi 00beTMHSET pa3InuHbIe aCIIeKThI B
eanHoe 1enoe. B cratbe mokasaHbl MpeuMylIecTBa U HEAOCTATKM MCMOJIb30BaHUsI HOBOT'O MO/~
XoJla K ITPOrpaMMHUPOBAHUIO JTOTUYECKUX CUCTEM Ha ocHoBe ctaHaapra MOK 61499 B obmactu
MPOMBIIIICHHOW aBTOMAaTU3allMM TEeXHOJIOTUYECKUX IPOIECCOB. AHATM3UPYIOTCSI OCHOBHBIC
npuHIUIb crangapra MOK 61499, a takxke obiue nojoxenus: ctanmapta OPAS. JleMoHcTpu-
pyeTcs MPOTOTUIT CUCTEMBI YIIpaBiaeHus Moaenu neun oonwekra I1-101 mo MOK 61499. Ipuse-
JIeHbl BPEMEHHbBIE XapaKTepUCTUKU MPOrpaMMHOro obecriedyeHuss Ha ocHoBe MOK 61499 mia
oInepalMOHHBIX CUCTEM PeaJbHOTO BPEMEHHU.
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Introduction

Industry 4.0 has become a new stage in the development of modern industry. Large companies seek to
reduce the cost of production through the introduction of new, more intelligent and transparent control
systems. As a result, new standards, architectures and specifications are currently being actively developed.
To survive in business, industrial manufacturers, like all companies, must continually improve productivity
and customer satisfaction. The industrial control systems that manufacturers use to automate their pro-
cesses are critical to a company’s productivity and product quality [1—3].

For a number of reasons, currently installed control systems are predominantly closed and proprietary.
This contrasts with the open, interacting network of instrumentation below them and the information
technology systems above them in a typical automation hierarchy. Closed proprietary systems are expen-
sive to update and maintain, and problems arise when trying to implement new technologies, especially
from third parties. This is a problem that the Open Process Automation™ Forum (OPAF), launched by the
Open Group, is working on [4—9]. OPAF defines standards for an open, interoperable, and secure process
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automation architecture. The standards allow systems to be developed for the intended purpose, consisting
of interconnected functional elements purchased from independent vendors and easily integrated using a
modular architecture characterized by open standard interfaces between elements. The first priority is to
select standards from existing applicable industry standards. When an applicable standard does not exist,
OPAF works with standards development organizations to create new standards. OPAF and its standards
will not define the functional intellectual property (IP) of products. They remain the property of their sup-
plier. The goal is to define open standard interfaces rather than require the development and distribution
of IP components.

The scope of OPAF covers modern distributed control systems (DCS) and programmable logic con-
trollers (PLC) for continuous and hybrid processes.

One of the most fashionable trends is the development of cloud-based DCS. The main idea is to replace
the physical PLC with a virtual one. The main advantages of this approach are:

» System scalability — when expanding production, less effort is spent on assembling control cabinets,
PLC setup becomes easier.

» Decentralization of the control system — if the control system consists of a small number of devices,
in the event of a malfunction the entire system may cease to function. If you distribute the parts of the
control system, the system will be more resistant to failures.

* Independence from vendors — having purchased equipment from one company, it becomes almost
impossible to buy a more profitable and high-quality analogue on the market, since already installed com-
ponents cannot interact with components from other manufacturers, that is, they are proprietary. As a
result, the industry becomes dependent on manufacturers of industrial equipment.

A new approach to the development of control systems requires new design methods. Thus, the IEC
61131 standard has been criticized in recent years due to its inconsistency with the requirements of modern
software development methods [10]. Modern software architectures of industrial process measurement and
control systems, such as 61131-3, do not conceptually support reconfiguration and distribution. On the other
hand, portability, configurability, interoperability, reconfiguration and distribution have been defined in [35]
as requirements for future automation systems. To address the limitations as well as the new challenges in the
development of industrial automation systems, a technical committee of the International Electrotechnical
Commission (IEC) was tasked with developing a new standard. The standard is called IEC 61499 [11]. It
is worth noting that this standard was developed by the same people as the IEC 61131 standard. The most
important difference between IEC 61499 and IEC 61131 is that the processing of the former is event-based,
and the latter is cyclic. And now let us consider the main provisions of the IEC 61499 standard, evaluate it
in comparison with the IEC 61131 standard, and then test it on the control model in the 4diac environment.

The 1EC 61499 standard, which was conceived many years ago and extensively described in numerous
scientific publications, has yet to find its place in industrial enterprises. Furthermore, there is a scarcity of
operational demonstration setups that reflect the efficiency of a distributed control system based on the
IEC 61499 standard. The purpose of this article is to investigate the standard using an industrial prototype
and analyze the reliability of data transmission between the blocks of the DCS.

IEC 61499 standard research

Description of standard

The IEC 61499 standard is an extension of the IEC 61131 standard. All the functions that are specified
in IEC 61131-3 must be implemented in the IEC 61499 standard. In addition, although the methodology
for moving from the IEC 61131 architecture to IEC 61499 is still at the stage of scientific discourse, it is
already clear that the standards complement each other, since IEC 61499 is an event-driven architecture
with a function block shell, inside which the logic can be described in any programming language.

For example, IEC 61131 blocks in IEC 61499 use the E_ CYCLE function block, which simulates PLC
cycling. The block is shown in Fig. 1.
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Fig. 2. Standard function block

The result of the requirements set before the developers of the standard was the properties of the system,
which largely intersect with the OPAS architecture.

About portability and configurability. The developers of the standard see a solution to this problem using
XML markup. The entire project interface is contained in files with XML markup of a certain syntax and
architecture for describing these files. Thus, the project can be opened in any software that supports the
standard. Although the standard did not explicitly define the syntax, which led to inconsistencies and a
departure from the main idea of portability, software developers solved this problem by creating conform-
ance profiles — documentation that describes the rules by which software should be developed. One such
compliance profile is HOLOBLOC.

About interoperability. Interoperability is defined as the ability of dissimilar devices to interact to achieve
mutually beneficial and agreed common goals, including the exchange of information and knowledge be-
tween them through the behavior they support, as well as through the exchange of data. To achieve inter-
operability it is supposed to use OPC UA.

About reconfigurability. For hot loading devices developers suggest using reconfiguration blocks that
allow you to change the structure of the program by changing the connections between blocks, deleting
blocks, creating new instances, setting parameters.

About distribution. Distribution in IEC 61499 is an application interface within which functional blocks
are marked with different colors, each of which refers them to a specific resource model of a certain device.
Thus, by setting colors for function blocks in the application window you can change the specific location
where these blocks should be loaded.

Architecturally, in IEC 61499, an event-based program execution model replaces the cyclic one. In
this way, it is possible to specify the explicit order of execution of function blocks in a program. The most
important function block model in the standard, which differs from IEC 61131 in that it adds event inputs
and outputs, is shown in Fig. 2.

13
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Events are processed through an execution control diagram, which is a state machine that has states,
transition conditions, transitions, and state-related algorithms, upon execution of which function block
output events are generated. A typical execution control diagram is shown in Fig. 3.

There are no global variables in IEC 61499, and the atomic unit is a functional block within which the
logic of the program component is defined. Fig. 4 shows what a standard IEC 61499 application looks like.

Nodes of a distributed system:

» Raspberry Pi — green

 Virtual machine on Astralinux — brown

OPAS Relationship

Truly open, interoperable automation and control is the future of the manufacturing industry. Many
potential benefits are within reach.

This promise of real interoperability was made possible in large part by the efforts of the OPAFE,
co-founded and led by Schneider Electric.

OPAF integrates IEC 61499 into O-PAS because it can model distributed data and control systems,
which helps provide the interoperability that users need. Schneider Electric believes that IEC 61499 will
be the key to providing openness and interoperability with a high level of flexibility, and also will be able to
work with existing hardware platforms.

For example, the Schneider Electric Innovation and Research Center in Dhahran, Saudi Arabia, part-
nered with Saudi Aramco to set up an OPA testbed that is divided into multiple development and demon-
stration areas that host distributed control nodes (DCNs) from different vendors. OPAS compliant that
communicate over their real-time bus based on the OPC UA protocol and support cyber security. This
setup is similar to ExxonMobil’s test facility in Texas, which has been in operation since 2019 and was one
of the first to implement IEC 61499 and tested OPAS compatibility and portability.
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To help potential users learn and implement O-PAS and IEC 61499 applications and help create this
new ecosystem, Schneider Electric is also promoting a concept they call universal automation. It is a man-
ufacturing approach to automation using portable software components that can run on different vendors’
control platforms.

The goal of OPAF is interoperable and portable control. IEC 61499 is only a technical tool.

Laboratory prototype

To test the standard, a test bench was developed based on the open source software 4diac Eclipse [12—15].

The soft PLC test bench included the following open environment system components:

* Open source software development environment 4diac IDE.
* Real-time runtime 4diac FORTE.

* Function block library.

The equipment used for testing is presented in Table 1.

Table 1
Laboratory devices
Ne Name Function Number
1 | Embedded computer AntexGate Application distribution node 1
2 | Industrial embedded computer Front Compact | Application distribution node 1
3 | Panel PLC RealLab BLcon-LXD18 Application distribution node 1
4 | Single board microcomputer Raspberry Pi Application distribution node 1
5 | Astra Linux VM Application distribution node 1
6 | Phoenix Contact PLC Next Plant Simulator Controller 1
7 | 1/0O device OWEN M210 I/0 device control object 2
8 | I/0 device RealLab I/O Control input/output device 2
9 | MasterSCADA 4D VM Visualization of the control object (SCADA application) 1

A SCADA application is deployed on the virtual machine to visualize the control object.

The simulator of the P-101 furnace model, developed in the Matlab Simulink program, acts as a con-
trol object. The model is imported into the Next Phoenix Contact PLC controller.

Depending on the test scenario, the OPC UA or Modbus TCP protocols were used.

The application was distributed to one or more nodes from the device model: AntexGate, Front Com-
pact, RealLab PLC, Raspberry Pi, virtual machine in the cloud.

Scenario 1. Complex scenario for managing the object model

The general scheme of scenario 1 is shown in Fig. 5. The user sets the setpoints/tasks (SV) of the PID
controllers in MasterSCADA, which are transmitted via Modbus TCP to the 4diac application. 4diac
Eclipse implements a distributed application that feeds control actions (MV) through the gateway and I /
O devices to the P-101 furnace object model. The model sends the PV process value parameter back to the
4diac application.

In this scenario the following characteristics were set:

— Ability to interact with 1/0 devices.

— Formation and transmission of control actions from a distributed application through an input/out-
put device.

— Support for Modbus TCP protocol.

Results:

1. The ability to interact with 1/0 devices through network protocols has been confirmed.
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2. Control actions were generated and transmitted from a distributed application via the Modbus TCP
protocol.

Scenario 2. Time characteristics of program execution

In this scenario the timing of the execution of the 4diac program on different kernels of the Linux OS
is determined.

Testing tools:

1. PC with Linux OS installed (Ubuntu distribution kit) in a virtual machine.

2. Linux kernel realtime patch (linux-image-rt meta-package).

3. Lowlatency patch of the Linux kernel.

4. Development environment 4diac IDE.

5. Execution environment 4diac FORTE.

6. Two test programs, executed in accordance with the diagrams in Fig. 6:

— test programs must be executed on the same device (not be distributed);

— the subroutine in test program No. 1 should not have branches and Delay functions;

— the accuracy of time stamp determination should be at least 1 ms.

Recording must be done in a CSV file.
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Linux Kernel versions:
— Linux 5.15.0-41-generic #44~20.04.1-Ubuntu SMP Fri Jun 24 13:27:29 UTC;
— Linux 5.10.0-13-rt-amd64 #1 SMP PREEMPT_RT Debian 5.10.106-1 (2022-03-17);

— Linux 5.4.0-122-lowlatency #138-Ubuntu SMP PREEMPT Wed Jun 22 15:43:23 UTC.

Results:

Intelligent Systems and Technologies >

1. The results of running program No. 1 (cycle with calculations) are presented in Table 2.

Table 2
Start program No. 1
. Kernel Kernel Kernel Kernel
Percentile Generic, ms Kernel RT, ms LowLat, ms Generic, ms Kernel RT, ms LowLat, ms
Period 200 ms Period 50 ms
1 (min) 178 198 190 The process The process The process
50 (average) 187 546 398 was interrupted | was interrupted | was interrupted

99 (max) 385 723 623 at cycle 22 at cycle 17 at cycle 19

If the program execution time is close to the period of execution events, then the standard Linux kernel
works better due to the fact that the system is less distracted by its own tasks.

If the expected program execution time is significantly longer than the startup period, then the actual
time gradually increases, event omissions appear and event queue overflow errors occur, up to the program
hang.

2. Run program No. 1 (loop with calculations) on a system with a full processor load.

— Specified execution period 200 ms.

Generic and LowLatency kernels behave the same way. The execution time quickly grows up to several
seconds, which causes the program hang.

On the RT core, the program execution time increased from 185 ms to 600%150 ms. There were missed
events without any program hang for 1000 cycles.

— Specified execution period 1000 ms.

There were no missing events. Average execution time increased from 185 ms to: 240 ms for the Generic
kernel; 280 ms for the LowLatency core; 600 ms for RT core.

When the processor parallel load is removed, the program execution time smoothly returns to 185 ms.

3. Starting program No. 2 (Delay = 300 ms) with a period of 200 ms.

On all cores the behavior of the program is identical: the actual delay time was 100£5ms in 95% of
measurements; out of 1000 launch events 500 were skipped.

Summary:

1. If the processor is not loaded with parallel computing by 100%, the program execution time does not
depend on the Linux kernel.

2. If the program launch period is significantly longer (at least 5 times) than its execution time, then no
errors occur during program operation even on a loaded system with any kernel.

3. When the processor is loaded, the program execution time increases the most on the RT core
(3 times). On a standard core — by 25%.

4. If the program launch period is less than its execution time, then the events are added to the queue.
When it overflows, skips of events occur, and the program may also hang.

5. The RT core works more stably on a loaded system, but it does not fully guarantee the absence of
missing events when the queue overflows.

6. To confirm the function of stable operation in real time, it is necessary to refine the hardware plat-
form of the stand and methods and conduct additional tests.
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Conclusion

The Open Process Automation initiative aims to enhance the full lifecycle benefits of industrial control
systems through the use of a standards-based, open, secure, interoperable architecture and open business
model. The standard based on this initiative uses the “standard of standards” approach. One of the stand-
ards used is IEC 61499.

The IEC 61499 standard defines the development language for industrial DCS. It extends the IEC
61131-3 standard:

— by improving the encapsulation of software components, making them easy to reuse;

— by providing a vendor-independent format and simplifying device-to-device communications.

The ideas described in the standard can be considered interesting in relation to DCS. The standard
incorporates elements of object-oriented and component approaches, which thus takes industrial pro-
gramming to a new level of abstraction, more convenient for DCS.

The IEC 61499 standard was tested using the 4diac Eclipse software. During testing the possibility of
using the functional blocks, defined in the IEC 61131-3 standard, in the IEC 61499 standard was checked,
as well as interaction on physical signals and distribution of the application to physical nodes.

Among the interesting directions for the development of the IEC 61499 standard within OPAS is the
development of an architecture for the reconfiguration of distributed control nodes in real time. Since the
control program is distributed, the reconfiguration of one of the nodes requires an understanding of the
conditions under which the reconfigurable node will be fault-tolerant, that is, it will not stop the entire
control system and will not give incorrect results during the reconfiguration process.

However, based on experiments conducted, the blocks of the IEC 61499 standard quickly overwhelm
the developer’s screen. The most well-known open-source software based on IEC 61499, with a large de-
veloper community, 4diac IDE and FORTE, is still unreliable. The data processing speed between blocks
in a distributed control system based on IEC 61499 is insufficient compared to a monolithic system based
on IEC 61131-3, where the standard cycle time is considered to be no more than 100 ms.
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Abstract. COVID-19 disease has been spreading around the world for the last four years.
Different generations of corona viruses appeared: Alpha-, Beta-, Gamma-, and Delta variants.
Thus, COVID-19 changed human lifestyle and affected economic development of many countries.
According to clinical studies, most of the positive cases of COVID-19 patients suffer from lung
infection. For this, a lot of efforts were aimed at developing fast and accurate detection methods.
Thanks to the Deep Learning techniques that facilitate the process of identifying COVID-19 based
on the chest images of the patients. X-ray and CT scan images are commonly used to evaluate
corona virus lung infection. X-ray images are adopted by many researchers since they place less
financial burden on the patient. In this work, we used chest X-ray images to develop eight CNN-
based detection models. Three sets of images, i.e., COVID-19, pneumonia and normal cases
were used for the training and testing. The performance of each model was optimized based on
different hyperparameters to come up with the best results in terms of high detection accuracy,
recall, precision and f1 score. These hyperparameters include Number of CNN layers, filters,
dense layers, and number of nodes per dense layer. Our findings show that increasing both the
CNN layers and number of filters result in high precision and fl score of the positive samples,
while increasing the number of dense layers leads to low precision recall and f1 score.
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Annotamusa. B pabore npeanoxeH MeToa Aisl pa3padboTKu ObICTPOTrO M TOYHOIO BBISBICHUS
pa3BuTUs ocioxHeHuit mocae Covid-19, mocpeacTBOM MeToaa TJIyOOKOro 00yYeHUsI, KOTOPbIN
obneruaer npouecc uneHtubukauuu Covid-19 Ha ocHOBe U300pakeHUl TPYAHON KIETKU Ma-
MeHTOB. PeHTTeHOBCKME CHUMKHM 1 KOMIIBIOTepHAass TOMOTpadust OOBIYHO MCITOIB3YIOTCS IS
OILICHKM JIETOYHOU MHGEKIINY, BRI3BAHHON KOPOHABUPYCOM. PEHTIreHOBCKME CHUMKHU MCITOJIb-
3YIOTCSI MHOTMMU HCCJIEIOBATEISIMU, TTOCKOJIbKY OHU HECYT MEHBIIYI0 (DMHAHCOBYIO Harpy3Ky
Ha maiueHTa. B aToit paboTe Mbl MCMIONB30BaI PEHTTEHOBCKME CHUMKM TPYAHOM KJIETKU IS
pa3paboTKU BOCbMU Mopeseil ooHapyxeHust Ha ocHoBe CNN. st o0yyeHUsT U TeCTUPOBaHUS
HUCMONB3YIOTCS TpU Habopa nzodpaxeHuii: COVID-19, mHeBMOHUS 1 00bIYHbBIE ciiydyau. [Tpous-
BOJIMTEILHOCTh KaXKI0i MOIEIN ONITUMHU3NMPOBaHA HA OCHOBE Pa3IMYHBIX THUIIepIIapaMeTPOB IS
JMOCTVKCHUS HAMTYYIINX Pe3yIbTaTOB C TOYKM 3PEHUSI BBICOKOI TOYHOCTH OOHAPYKEHUSI, OT3bI-
Ba, MPEUM3NOHHOCTHU U OlicHKHU fl. DTu runepnapamMeTpbl BKIIIOYAIOT KOJU4YecTBO cioeB CNN,
GUIBTPOB, MJIOTHBIX CJIOEB U KOJIMYECTBO Y3/JI0B Ha IJIOTHBIN ciaoit. Haiu pe3ynbsratsl mokasbi-
BAlOT, YTO YBeJWUYeHUe Kak KoamdecTBa cjioeB CNN, Tak 1 KOJu4decTBa (OMJIBTPOB IIPUBOIUT K
BBICOKOI TOYHOCTU M ToKa3zartenio fl mosoXkuTebHbIX 00pa3ioB. B To BpeMs Kak yBenudeHue
KOJIMYECTBA IIJIOTHBIX CJIOEB IIPUBOINT K HU3KOI TOYHOCTH BOCIIPOM3BEACHMS U OLlcHKeE f1.

Kmouessie cioBa: MckycctBeHHbIit nuHTe/LieKT, COVID-19, CNN, [ltybokoe o0yyeHue, peHTTeH
TPYAHOM KJIETKHU

Jlng nurupoBanms: Saaudi A., Mansoor R. A study of hyperparameters effect on CNN
performance for chest X-ray based COVID-19 detection // Computing, Telecommunications
and Control. 2024. T. 17, Ne 1. C. 20—32. DOI: 10.18721/JCSTCS.17102

Introduction

Artificial intelligence (Al) has witnessed remarkable development in the past few years, and has be-
come a spearhead in facing the challenges we face on the planet; the latest of which is the Coronavirus, a
viral-based disease, which has become the main concern of the world [1]. This disease affects people’s lives
in the East and West countries. Governments tried hard to defeat this virus. Economically, billions of dol-
lars have been spent to develop a cure or to develop a diagnosis system. However, identifying COVID-19 in
its early stages is not an easy task. Scientists employ machine learning methodologies to deal with various
healthcare challenges. Machine learning is one of the capabilities of artificial intelligence, and this ability
enables the identification of complex patterns in large sets of data, whether text or images [2]. And if used
correctly, Al can surpass humans, not only in speed but also in accuracy when identifying patterns in data
that humans might ignore. Since Al requires large amounts of data, the challenge with the coronavirus is
to provide reliable and quality data. Fortunately, there are two available solutions to deal with the lack of
data samples problem. First, medical data is now available as some countries are starting to understand the
problem and work to tackle the emerging virus. Second, Machine learning provides augmentation algo-
rithms that generate data samples synthetically.
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Many treatments have been developed for COVID-19 disease [3]. However, there is no reliable treat-
ment for the virus mainly with advanced lung infections. Most efforts focus on developing lung scan-
ning-based methods to identify COVID-19 cases. For instance, X-ray and CT scans are the most common
lung imaging techniques used today to diagnose COVID-19 infections [4]. In comparison to CT, people
can afford X-ray imaging because of its low cost. In addition, lung X-rays are well-known and used com-
monly in most countries. Traditionally, specialists are responsible for evaluating lung X-ray samples. This
process could be affected by human vulnerabilities such as overwhelming, tiredness, social effects, and
personal emotions.

In this work, we present a comprehensive study on using deep learning techniques with chest X-ray data
samples. Mainly convolution neural network CNN-based systems are developed to classify COVID-19
cases. For this several CNN- based structures are presented and evaluated to reach the optimum perfor-
mance. Four metrics are adopted to evaluate the model performance i.e. precession, recall, accuracy, and
f1 score. Moreover, this work relies on studying several deep learning model components. These compo-
nents include the number of CNN layers, number of filters per layer, number of dense layers, and number
of nodes per dense layer. A baseline model is built first by using one CNN layer of 32 filters and one dense
layer of 32 nodes. The obtained results of this model show low performance in terms of the four afore-
mentioned metrics. Then, seven different model component combinations are tested to achieve the best
hyperparameter configuration that leads to high performance compared to the baseline model. In addition
to the proposed model, transferred-learning models are adopted to develop three COVID-19 detection
models: Resnet50, Exception, and VGG16.

Dataset and Proposed Model

Dataset

The proposed model relies on the chest x-ray data sets, e.g., COVID-19, Normal, and Pneumonia.
These data sets are used to train and test the models. We use the chest x-ray data set from Kaggle [5] which
provides three types of samples COVID-19, Normal, and Pneumonia. A subset of 780 samples is divided
into training, testing, and validation groups. For this, the training data set has 600 samples evenly distrib-
uted among three classes COVID-19, Normal, and Pneumonia. The testing data set consists of 120 data
samples, 40 samples from each class. Finally, the validation data set involves 60 samples to validate the
training process.

The reason for selecting this number of data sets is to overcome the unbalanced issue that comes from
the fact that the Kaggle data set in its actual distribution results in overfitting/underfitting of the model
[6]. The size of the selected subset is not large enough compared to the actual size of the original data set
from Kaggle [4]. To overcome the unbalanced issue, we partition from the same distribution. So, the model
learning is based on the same number of samples from each class. Moreover, we use several augmentation
techniques to avoid overfitting [7]. These techniques include rotation, zoom, and sharing of images.

Base-line Model

In this section, we use a convolutional neural network to develop a COVID-19 detection system [8].
The proposed model consists of one convolutional layer, one max pooling layer, one dense layer, one flat-
tened layer, and one input and output layer as shown in Fig. 1.

The input layer takes a chest X-ray sample of size 300X300. Then, convolutional operations are ap-
plied using 32 filters of size 3X3. Each CNN filter iterates over each input sample, with one step stride,
applying dot product to extract a feature map. Thus, the result of this layer is 32 feature maps, each of
298X298 dimensions. The dot product operation is performed using Relu as an activation function. The
Relu function evaluates the summation of the weighted input signals to eliminate the weak signals and
pass the strong ones [9]. Max-pooling layer is added to the convolution layer to reduce the dimensions
and collect the most important features [10]. The Max-pooling layer iterates over each feature map with
a window of size 2x2, four values. The window takes the maximum value under window reign, which in
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170528

Input 2D Convolution 1 2D Max Pooling 1 Flatten Densel Output

Fig. 1. The structure of the Base-line model

our work has four values. The result of the first convolutional and max-pooling layers is 32 feature maps
of size 149x149 each.

To feed the 32 feature maps to the next layer, a flattened layer is added to form a vector of 170528 nodes.
Then, one dense layer of 32 nodes in length is added. At the end, a three-node output layer is added to
evaluate the input sample to one of three classes COVID-19, Normal, or Pneumonia. A sigmoid activation
faction is used with the output layer to assess the summation of the weighted signals [11].

Hyperparameters and evaluation metrics

We consider four hyperparameters for our study: the number of filters, CNN layers, Dense layer, and
the number of nodes of dense layers. For the baseline model, the hyperparameters are set as follows, one
CNN layer of 32 filters, a Max-pooling layer, one dense layer of 32 nodes, one input layer receiving data
example of size 300x300, and one output layer of 3 nodes.

The performance of the baseline model is evaluated using four metrics which are accuracy, precession,
recall, and f1 score [14, 15]. The accuracy metric evaluates the overall performance of the model by divid-
ing the number of accurately predicted samples by the total number of testing samples. It indicates how
close the predicted labels are to their actual labels, see equation 1. Moreover, Precision matric refers to how
predicted samples are close to each other. It illustrates the relationship between the predicted sample and
the class it belongs to, see equation 2. Precision is not related to accuracy. In other words, the predicted
labels could be very precise but not accurate, or they could be accurate but not precise. In addition, Recall
matric examines the model by showing the relation between the true positive and the false negative samples
in such a way that completes the Precision task. The recall is used in extreme cases such as cancer, when
any false negative leads to high-risk consequences. Recall is calculated by dividing the number of true
positive samples by the summation number of true positive and false negative samples, see equation 3 [12].
Finally, to test the balance between Precision and Recall, the F1 score is calculated, see equation 4 [13].

True Positives + True Negatives

Accurasy = - ; (D)
Total Number of Testing Samples
True Positi
Precision — rue rositives : (2)
True Positives + False Positives
True Positi
Recall = rue Positives 3)

True Positives + False Negatives’
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Precisi R
F1 Score = 2x recision x Recall @)

Precision + Recall

Result and discussion of the baseline model

This section presents the analysis of the results. The results of the baseline model are listed in Table 1.
The behavior is evaluated with the help of using four metrics: accuracy, Precision, Recall, and F1 score. The
proposed model is tested with 120 chest X-ray samples. These samples belong to three classes COVID-19,
Normal, and Pneumonia. The baseline model shows a low average accuracy of 0.33 approximately. This
model misidentifies all of the normal and Pneumonia samples. Whereas 27 positive cases are recognized
falsely, see Table 1.

Table 1
Evaluation metrics of base-line Model
Maetrics Accuracy Precision Recall F1 score
COVID-19 0.33 1 0.5
Normal 0 0 0
Pneumonia 0 0 0
Average/Total 0.33 0.11 0.33 0.17

In the next section, the effect of the hyperparameters will be examined with the aim of obtaining the
best performance in terms of evaluation metrics.

Optimization Plan

This section examines seven deep-learning models to detect COVID-19. The proposed models are
developed with four hyperparameters: number of CNN layers, number of filters, number of dense layers,
and number of nodes per dense layer. An analysis study is conducted to evaluate each model regarding the
baseline model. For this, four metrics are used: Accuracy, Precision, Recall, and F1 score, as follows:

Model 1

In this model, two CNN layers are used compared to the baseline model. The number of filters is set
to 32 in each layer. While the dense layer is kept to be 32 nodes as shown in Fig. 2. Additionally, Table 2
summarizes the evaluation metrics of this model.

Table 2
Evaluation metrics of Model I

Metrics Accuracy Precision Recall F1 score
COVID-19 0.97 0.95 0.96
Normal 0.91 1 0.95
Pneumonia 1 0.93 0.96
Average/Total 0.95 0.95 0.95 0.95

Model 11

In this model, the number of dense layers is increased by adding another layer of 64 nodes to model I.
The sequence of dense layers becomes 64, and 32 nodes respectively instead of 32 nodes in the previous
model, as shown in Fig. 3. The performance of Model II is evaluated using four metrics, see Table 3.
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Fig. 3. The structure of Model I
Table 3
Evaluation metrics of Model 11
Metrics Accuracy Precision Recall F1 score
COVID-19 0.97 0.95 0.96
Normal 0.95 0.95 0.95
Pneumonia 0.95 0.97 0.96
Average/Total 0.96 0.96 0.96 0.96
Model 111

Here, the effect of the number of nodes per dense layer is examined. So, two dense layers each of 64
nodes, compared to mode II, is adopted as shown in Fig. 4. Along with the models’ structure, table 4 illus-
trates the evaluation metrics of the model.

Model 1V

Now, the effect of the filter number is tested. The structure of Model II is modified by changing the
number of filters of CNN layers to 64, and 32 with the same dense layers, as explained in Fig. 5. To analyze
the models’ performance, Table 5 shows the evaluation metrics.
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Fig. 5. The structure of Model IV
Table 4
Evaluation metrics of Model I11
Metrics Accuracy Precision Recall F1 score
COVID-19 1 0.95 0.97
Normal 0.87 1 0.93
Pneumonia 1 0.9 0.95
Average/Total 0.95 0.96 0.95 0.95
Model V

Model V is composed of three CNN layers (32, 32, 32) with two dense layers (64, 32) as shown in
Fig. 6. The effect of adding a third CNN layer of 32 filters is studied compared to model 1. Moreover,
Table 6 presents the evaluation metrics to study the performance of the optimized model.

Model VI

Model VI consists of three CNN layers with two dense layers (64, 32) as shown in Fig. 7. The effect of
tuning the number of filters to be (64, 32, 32), compared to model V, is examined. The tuning of the filters'
number improves the model performance slightly as shown in Table 7.
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Fig. 6. The structure of Model V

Table 5
Evaluation metrics of Model IV
Maetrics Accuracy Precision Recall F1 score
COVID-19 1 0.95 0.97
Normal 0.95 0.95 0.95
Pneumonia 0.95 1 0.98
Average/Total 0.97 0.97 0.97 0.97
Table 6
Evaluation metrics of Model V
Metrics Accuracy Precision Recall F1 score
COVID-19 0.97 0.95 0.96
Normal 0.95 0.95 0.95
Pneumonia 0.95 0.97 0.96
Average/Total 0.96 0.96 0.96 0.96
Table 7
Evaluation metrics of Model VI
Maetrics Accuracy Precision Recall F1 score
COVID-19 1 0.95 0.97
Normal 0.95 0.95 0.95
Pneumonia 0.95 1 0.98
Average/Total 0.97 0.97 0.97 0.97
Model VII

In Fig. 8, Extra tuning for the number of filters is performed in this model. The filters per CNN layers
are set to be (64, 32, 16) compared to model V. In addition to the model structure, Table 8 shows the mod-

els’ performance metrics.
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Table §

Evaluation metrics of Model VII

Maetrics Accuracy Precision Recall F1 score
COVID-19 1 0.95 0.97
Normal 0.95 1 0.98
Pneumonia 1 1 1
Average/Total 0.98 0.98 0.98 0.98

Transfer-Learning Models

This section presents the use of three of the well-known transferred learning models (Resnet50, Xcep-

tion, and VGG 16) models. In this work, the trained weights of these three models are adopted and custom-
ized to fit the purpose of the COVID-19 identification application.

The weights of the Resnet50, Xception, and VGG16 are adopted without the input and output layers.

The latter are customized by setting the input layer dimensions as the one used with the proposed models

(300x300) pixels. Moreover, two dense layers are added after the flattened layer with the sizes of 32 nodes,
and 16 nodes respectively. Finally, an output layer with the size of three nodes is added to classify an input

sample into one of three classes COVID-19, Pneumonia, or Normal class.
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The following subsections illustrate the results of the experiments, and the evaluation of the findings
using accuracy, precision, recall, and f1-score metrices, in addition to the use of the confusion matrices.

The Results and The Evaluation Metrics of transfer-learning Models

Resnet50

The resnet50 presents a good performance in detecting COVID-19 cases, see Table 9 and Table 10.
The precession, recall, and fl-score have the same score value of 0.97, where the model identifies 39 of
COVID-19 cases correctly. However, the behavior is different from the rest of the classes. The precision
with the pneumonia class is 0.8 since the model considers 10 different classes as pneumonia. The recall
with the normal class is 0.75 because ten normal samples are evaluated as not normal samples.

Table 9
Evaluation metrics of Resnet50 Model
Metrics Accuracy Precision Recall F1 score
COVID-19 0.97 0.97 0.97
Pneumonia 0.8 1 0.89
Normal 1 0.75 0.86
Average/Total 0.91 0.93 0.91 0.91
Table 10
Confusion matrices of the transfer-learning models with
(C: COVID-19, P: Pneumonia, and N: Normal) cases
Resnet50 Xception VGG16
Predicted Predicted Predicted
C P N C P N C P N
£ | E 39 | 1 0 C | 38| 0 2 40 | 0 0
S | 2 0o | 40 | o P | 6 | 0 | 34 40 | o
1 9 30 N 5 0 35 0 5 35
Xception

The Xception model illustrates the worst performance of detecting the input samples, see Table 10 and
Table 11. The model does not detect any Pneumonia cases and miss identifies two COVID-19 cases and

five normal cases.

Table 11
Evaluation metrics of Xception Model
Maetrics Accuracy Precision Recall F1 score
COVID-19 0.78 0.95 0.85
Pneumonia 0 0 0
Normal 0.49 0.88 0.63
Average/Total 0.68 0.42 0.61 0.49
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I
VGG16

This model presents the best performance of identifying the input data samples, see Table 11 and
Table 12. The model identifies all COVID-19, and pneumonia classes correctly, and misidentifies five

samples of normal cases.

Table 12
Evaluation metrics of VGG16 Model
Metrics Accuracy Precision Recall F1 score
COVID-19 1 1 1
Pneumonia 0.89 1 0.94
Normal 1 0.88 0.93
Average/Total 0.96 0.96 0.96 0.96
Discussion

This study presents an optimization map to find the best hyperparameter configurations for a CNN-
based detection system. Moreover, the work includes the use of transfer-learning models to develop COV-
ID-19 identification systems using pre-trained weights. The work started with a baseline model of one
CNN and one dense layer, section 2. Base-line model. The model is trained for 100 epochs with samples
of three chest x-ray data sets, COVID-19, Pneumonia, and Normal sets. The evaluation metrics show low
performance in recognizing positive cases of COVID-19. For instance, the average weights of evaluation
metrics obtained are as follows: 33% accuracy, 0.11 precision, 0.33 recall, and 0.17 f1 score. An optimi-
zation plan is conducted with the aim of getting better performance in terms of Identification accuracy.
For this, seven models are developed. The effect of four hyperparameters (CNN layers, Number of Filters,
Dense layers, and the number of nodes per dense layer) on model performance is considered. The results
show that the increasing number of CNN layers presents a major effect on model performance. For ex-
ample, the average weight accuracy of Model I, two CNN layers, is 0.95 compared to the baseline model
which is 0.33. Moreover, tuning of filter numbers provides an extra enhancement for system identification
ability. For instance, increasing the number of filters of CNN layers in model IV improves the performance
compared to model II. In addition to that, adding an extra dense layer helps in identifying the right cases
as well, see Model I and Model II. Table 9 summarizes the structure and accuracy performance of each
model. Regarding the transfer-learning models, VGG 16 present the best performance in term of accuracy,
precision, recall, and f1-score.

Conclusion

In this work, we used chest X-ray images to develop eight CNN-based detection models. Three sets
of images, i.e. COVID-19, pneumonia, and normal cases were used for the training and testing. The
performance of each model was optimized based on different hyperparameters to come up with the
best results in terms of high detection accuracy, recall, precession, and f1 score. These hyperparameters
included the number of CNN layers, filters, dense layers, and the number of nodes per dense layer. A
baseline model of one CNN and one dense layer was developed first. The number of filters and nodes
were selected to be 32, 32 respectively. The result shows a low level of accuracy (33 %). However, we
ran optimization in different scenarios. First, the effect of increasing the number of CNN layers was
examined by adding another CNN layer of 32 filters. The accuracy was highly improved compared to
the baseline model. Then, the optimization process was expanded to include different combinations
of CNN layers and the number of filters per layer. Moreover, the number of dense layers and nodes per
dense layer was also tested to examine their effect on system performance. This work concluded with a
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Table 13
Evaluation Metrics of the Proposed Models

ID Model Description Accuracy
0 Base Model One CNN 32 and one dense 32 0.33

1 Model 1 Two CNN 32, 32 and one dense 32 0.95

2 Model I1 Two CNN 32,32 and two dense 64 and 32 0.96

3 Model 111 Two CNN layers 32, 32 and two dense 64, 64 0.95

4 Model IV Two CNN 64,32, and two dense 64 and 32 0.97

5 Model V Three CNN 32, 32, 32, and two dense 64, 32 0.96

6 Model VI Three CNN 64, 32, 32, and two dense 64, 32 0.97

7 Model VII Three CNN 64, 32, 16 and two dense 64, 32 0.98

model design of three CNN layers of (64, 32, 16) filters and two dense layers of (64, 32) nodes that show
the highest accuracy score of 98%. The adopted transfer-learning models show irregular performance
in terms of evaluation metrics, Exception model presented the worst behavior while VGG 16 presented
the best performance.
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AHAJIU3 OUOAHDbIX CMECUTEJIEM METOZ,0OM Y3J10BbIX
NOTEHUMUANOB B ObOBLLEHHOM MATPUYHOM BUAE
B YACTOTHOW OBJIACTU. YACTb 3: HEJIMHEUHbIE UCKAXXEHUSA
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CaHkT-MNeTepbyprcknii NoAnUTEXHUYECKUA yHUBEepcuTeT MNeTpa Benunkoro,
CaHkT-NeTepbypr, Poccuitickaa Pepepauma

= golovan.olga.andreevna@gmail.com

Annoramua. IlpencraBiaeH MeTom aHajlM3a HEJMHEHHBIX MCKaXXEHUH B cXeMaX IMOMHBIX
npeobpas3oBaTesieit yacToThl. JIIs1 aHanM3a HEJMHEHHBIX MCKaXKeHUH MCMOoJIb30BaHa METOMM-
Ka psnoB Bosbreppa. AHanu3 MpOBOAMICS IJis TPEX TUIOB AUOAHBIX MpeoOpa3oBartesieil ya-
CTOTHl — 0ajlaHCHOTro, ABOMHOro OajaHCHOTO M TpoitHOro OamaHcHoro. IlpencTtaBieH pacyér
Koa(hGULIMEeHTa HETMHEWHBIX NCKaXXeHU 110 3-1f rapMoHUKe. JIJIsT AByX peXKMMOB paOOTHI Te-
TepoaNHA — «<HEMHTCHCUBHOIO» M «<MHTEHCUBHOTO» — TOJIYYCHBI 3aBUCUMOCTH K03 dpuieHTa
HETMHEMHBIX MCKaXEHUI IO 3-ii TapMOHUKE OT COINPOTUBICHMS HArpy3Ku M OT aMILIUATYIbI
HanpsikeHus rerepoarHa. Omunbka MexXay pe3yabraTaMu pacyéTa U MOAEJIMPOBAaHUS HE Tpe-
BoiaeT 3 n1b. [lokazaHo, 4TO 3aBUCUMOCTU KOI(MDOULIMEHTOB HEJITMHEMHBIX UCKAXKEHUH Mo 3-i1
TapMOHUKE OT COIPOTUBIICHMSI HaTPY3KU M OT aMIIATYIBI HAMPSIKEHUS TeTepoarHa o0Jrama-
FOT HECKOJIbKUMU MaKCUMyMaMW M MUHUMYMaMU, 9TO TTO3BOJISCT 3a CUET Bapyallui 3HAUCHUI
COTIPOTUBIIEHUSI HATPY3KW M aMIUIUTYIbl HANPSDKEHUS TeTepOAMHA pacCUYMTAaTh MUHUMAJIbHO
BO3MOXKHOE 3HaYeHUs KO3 PUIlMeHTa HeIMHEHHBIX NCKaXKeHU 10 3-1f rapMOHUKE.

KiroueBsie cjioBa: 11oaHbIe MpeoOpa3oBaTed YaCTOThI, METOJ Y3JIOBBIX MOTEHIIMAIOB, KO3(]-
GUIIMEHT HEeIWHEWHBIX MCKaXEeHUN 1Mo 3-1 TapMOHMKE, METON psimoB Bonbreppa, OamaHCcHBIC
CMECHTENIN, ABOMHBIC OaTaHCHBIC CMECUTENIN, TPOMHBIE OaTlaHCHBIE CMECUTEIIN

®uuaHcupoBanue: VccienoBaHue BBITIONHEHO 3a CUET CpeACTB MUHHUCTEpCTBAa HAyKW M BBICIIETO
obpazoBanus Poccun B paMkax (pemepanbHOro mpoekra «[loarotoBka KaapoB U HAyIHOI 0a3bl 1T
3JICKTPOHHOM ITPOMBIIIICHHOCT» W TOCYIapCTBEHHOTO 3aJaHUs Ha HAyYHO-MCCICIOBATEIBCKYIO
pabory «Pa3paboTka MeTOaAUKM MPOTOTUITMPOBAHMS 3JIEKTPOHHON KOMIIOHEHTHOM 0a3bl Ha OTeye-
CTBEHHBIX MUKPO3JIEKTPOHHBIX ITPOU3BOICTBaX» Ha ocHOBe cepBrca MPW» (FSMR-2023-0008).

Jlna nutupoBanus: Golovan O.A. Analysis of diode mixers using nodal voltage method in
generalized matrix form in frequency domain. Part 3: nonlinear distortions // Computing, Telef
communications and Control. 2024. T. 17, Ne 1. C. 33—43. DOI: 10.18721/JCSTCS.17103

Introduction

The paper is a sequel of [1, 2], devoted to the analysis of diode mixers using nodal equation method in
frequency domain. As it was shown in the introduction of [1], the Volterra series method is widely used for
nonlinear distortion analysis of parametric circuits. For example, in [3—6] nonlinear analysis of CMOS
Gilbert cell mixer is presented, in particular, intermodulation distortions of the second and third orders
are analyzed. In [7], the Volterra series method is applied to analyze the third-order nonlinear distortion
of an anti-parallel diode pair mixers. Application of such a circuit allows the minimization of third-order
intermodulation distortion. The dependence of the zero level of intermodulation distortion on the values
of the source and load resistances is obtained. The choice of these resistances makes it possible to control
the value of the intermodulation distortion minimum depending on the value of the bias voltage.

There are two sections in the present work. The first section presents a nonlinear analysis of diode mixers
based on the Volterra series method. The decomposition of the diode current third harmonic in the frequency
domain is obtained, the parametric model of the diode taking into account nonlinear effects is presented,

© lonosaHb O.A., 2024. N3paTtenb: CaHKT-MeTepbyprckuii NONUTEXHUYECKUI YHUBEpPCUTET MeTpa Benukoro



4 Circuits and Systems for Receiving, Transmitting and Signal Processing

and theoretical expressions for the 3™ order nonlinear distortion coefficients are found. The second section
presents the calculation and simulation results for the 3™ order nonlinear distortion coefficients. Calculation
and simulation were carried out for two LO operation modes: harmonic and pulse.

Nonlinear analysis of diode mixers using the Volterra series method

Representation of the diode current third harmonic

Assuming a large amplitude approximation of the LO. In this case the following relations are valid
U rom > UOm, U rom > U . The current through the nonlinear element of the mixer, i.e. the diode, is
represented by a Taylor series, taking into account the terms up to third order

12 1)+ L)y, & (ULO)U,FJ}{LU;LO)U&

U, U, 2| oU;
0T, O Ui) } ! {631‘ (Uso)

+ —| =Ly +
ouoU, " oU> " 0

6| oU,
3 3 3
+36 f(ULO)UzU +3MU U> 0 f(ULO)UfF}r..;

IF

oulou, " " Toeupui Y oUl O
Ir .,
=1,(U,,)+G(U,,)U, +G(U,, Uy +5[G (U,p)Us +
! ! 1 n 14
+2G' (U, )UU, +G (ULO)U,ZF]Jrg[G (U, U3 +3G"(U,, ) ULU . +

+3G"(U,)UUs +G"(U, ) Uy |+,

where U0 — is the input signal at the carrier frequency, U, | o — is the reference signal at the LO frequency, UIF

1 117
is the output signal at the intermediate frequency, G(U LO) = —S( eglrol® ), G’ (U 0 ) = ——Sz(eU”’/ i ),
2
1 ] U (pt (pt
G"(U LO) = g—i(e 10/ ) are series coefficients, which are determined according to the Ebers-Moll
P,

model, o, is the thermopotential, /. s is the saturation current. Consider the harmonic LO operation
mode, in which all signals (including the LO signal) are harmonic, and the initial phase, as in the case
of linear analysis [1, 2], is assumed to be zero

U,=U,,cosot, U,,6 =U,,, coso,t, U,=U,; cosm,t.
Let's represent the current expression (1) as
’ 2 n 3
I=G(U ) Uy +U, )+ G (U ) (Uy+U ) +G"(Uy ) (Uy+U )

Assuming a balanced mixer structure, we neglect the second order effects, i.e. we consider only the
third current harmonic

L,=G"(Uy,)(Uy+U,) =G"(U,,)(Us +3U3U . +3U,U;. + Uy ). 2)

As the function G(U w) corresponds to the linear case [1, 2], the function G"(U LO) is decom-
posed into a Fourier series of cosine harmonics with LO frequency ©, ,
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0 N
G"(Uy)=Gy+Y Grcosnw,,t = Gy + Y Gl cos nw,,t,

n=1 n=1

where the coefficients G| are related to the Fourier series coefficients g/ as G) = g;, G =2g,

n

(n =1,2,... N ) For the harmonic LO operation mode, the expression for g,',' are calculated as follows

. 11

g, = _I G (ULO)COS ne, tdt = __iBn (ULOm /(Pz ) >

T 6 o,

where T = 2Tc/coL0 is period of the LO frequency, B, (me /(pt) is Bessel function of order n.
In pulse mode operation the Fourier series coefficients are calculated as

1 T/2 7 Usom Ui
gg :? J. G”(ULO)COS(O'O)LOt)dt = E) 3 e P +e P ,
-T2 o,
U, U U U
v 1 i " 1 —o ] .om 1 —L0m _Yiom
577 I G"(Uyp)cosoptdt=—"5le ™ —e * |sin-=—5le® —e *
Tfr/z 67t(pt 2 67t(Pt

Since second-order nonlinear effects for balance circuits are negligible, we take into account only the
first LO harmonic in the series expansion of the parameter G”" (U LO)

G"(U,p) =Gy +G/coso,,t.
Then, according to formula (2), the third diode current harmonic is represented by
L,(t)=(Gy+Glcosw,t ) (Uy +3UsU, +3U,Up + U, ) =

=(Gy +GJcos mLOt)((UOm cos ) + 3(U,,, cos coot)2 U,

m

COS M1 +

+3U,,, cos ot (U,

m

cos )" +(U,,, cos o),Ft)3).

After replacing the variable ®, = ®, £ ®,, and making some algebraic transformations, the expres-
sion for /, (t) is reduced to the form

]3 (t)z 3(;(;’(]Om(/vIZFm _+_3G1,U(fmU1Fm + Gll I?,Fm
4 8
"rr2 nr3 [/ 2
+(3GOUOmU[Fm + GIUOM + 3GIUYOWt(]lFm jcos(30~)0 + (DLO )t +
4 8 8
+ 3G(;U[3Fm + 3(;I’ZJOmljlem
4 8
"nr2 nrr3 nr3 " 2
+ 9G0U0mU1Fm +3G0U1Fm +3G1U0m +9G1UOmU1Fm COS(Q) +® )t+
4 4 8 8 e

" 2 n 2 l 3
N ( 3GOUZWUW . 9G1U%mU,Fm 3G, JCOS (0, £20,,)t+

jcos(3o)o +20,,)t+

mr3
]005(30)0 J_r3cow)t+%cos(3mo +40,,)t+

36



4 Circuits and Systems for Receiving, Transmitting and Signal Processing >

" 2 mr3 "2
+ 3(;IZJ()gml]IFm COS((DO i3(DLO)t+(GO;]0m + 3GIZJ(‘)I-mZJIFm

3 2 2 3
+( GU,, + GU,,U s, " 3GU,, U, + GU jcos o,.

] cos3m,f +

4 2 4

The sum of terms in the expression for /, (l‘) corresponds to the combinational harmonics generated
by mixer. To analyze the 3™ order nonlinear distortion we consider only the terms c0s (3(00 s 3(0L0)t,
cos(®, £, )1, cos3myt, coswt

"rr2 nrr3 mr3 [/ 2
]3 (t) — (9GOUOmU1Fm + 3G0l]1Fm + 3Gllj()m + 9G1U0mU[Fm JCOS((DO + (DLo)t +

4 4 8 8
"3 , 2 73 mwr2
+[3G°§]1F m oy 3GUonU i ]005(3030 +30,, )t +[G°Z°’” + SGIUZ”UIF"’ JCOS 300t +
+(qg@+qwgygwqu%wm+GW%qam%ﬁ

Let us rewrite this expression by replacing the cosine of the triple angle by the cube of the cosine
3
L(t)= (G(’)’Ume + GuU,, U j cos’ (w, T ®,, )t + (G(;'Ugm +3GU; U, )cos3 o, +
3 G, U2 +2GU 0 Gz U, +2GU x
+ 5 T on™ i +Z 1Y I | COS O, + 4 70 om i +§ 1Y om COS((OO —mLo)t~

The amplitude values of the input U, and output U 1 Signals are related by the mixer conversion
gain Kas U,,, = KU, . Then, the expression for the current third harmonic is as follows

L)

(G(; o+ % GuU, U j cos’ (w, t®,, )+ (G(;'Ugm +3GU; U, )cos3 o, +

+ 6 GU,, (KU,, ) + % G/(KU,,) Uy j cOs 0t +

+%(G(;’U02mUIFm +§G{U§m j cos(m, o, ).

The transformation from time domain to frequency domain is performed using the three-dimen-

sional Laplace transform on the argument j(DO. In this case, the diode current third harmonic in the
frequency domain is represented as

14 . 3 14
I (p,p,p) =Gy (UIF (po iJ(DLO))3 +EG0 (KUOm )2 U, (po)+
3 1 . . " "
+5G1U0 (po TJo, )(UIF (po * J(‘)Lo))2 +G, (Uo (po))3 +3G, (Uo (po ))2 U (po)+

3 " 9 " . 3 " .
+ZG1 (KUOm )2 U (po ) + ZGOUgmUIF (po Tjo, ) + §G1U§mUo (po Tjo, )
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Nonlinear distortion analysis in the balanced diode mixer

The schematic and equivalent circuits of the balance mixer are presented in [1, Fig. 3]. To analyze
the 3™ order nonlinear distortion, an equivalent circuit (Fig. 1) is designed, the feature of which, com-
pared to the linear analysis, is the replacement of voltage arguments in the expressions for the current
generators

G,U

0,5G,U,, (po T JO0, Po L O, Py ijmw) IFi (poapoapo)-

For each diode, two additional current generators C,- and D,- (index i = 1, 2 corresponds to the diode
number) are introduced. These generators describe the effect of the current 3* harmonic 7, ( D, D, p) =
=C, + D.. The expressions for generators Ci include terms corresponding to the effect of the signal at the
carrier frequency, and the expressions for generators D, include terms corresponding to the effect of the
signal at the intermediate frequency

3 " 3 ” . n
G = EGOi (KUOim )2 Uy, (po)+ 3 G, U()zszOi (po T ](OLO)+ G (UOi (po))3 +

3 " .
+— 5 GyU,; ( ](DLO)(UIFi (po Tjo, ))2 )

9 " .
+4G U, UIFi(pOiJO)LO)+

0im

D, =Gy, (UIFi (po gy [T ))

14 3 14
+3G; (UOi (po))2 Ui (po) 4 -Gy, (KUOIm) U (po)-

The equations C; and D, include the voltages U, (po), U, (po ijww), U (po ijcow), and
U ( po), whose expressions are determined during the linear analysis (see [1], Section 2). The circuit
in Fig. 1 is described by two coupled systems of nodal equations. The system of nodal equations on the
arguments ( Po> Po» Po) in matrix form is

Ul(po’po’po) 0
U, (Pos P> Po) 0

[Y(po+p0+po)] 53(P poapo) _ 0=5G11U01(p0i]:0%0vp0i]:wLOspoi]:(’)Lo)"'Cl Q)
4(p poapo) O’SGleoz(po+]®L0’poi]C‘)Lo’poi](’)Lo)"’Cz
Us(p po,po) _O’SGIIUOI( N L0V jwwapoijww)_cl
U6(poapoapo) __095G12U02( P QTP =y [y /e = ijo)_Cz_

The system of nodal equations on the arguments ( O, 0, Po X JjO,0, Pyt jc\)w) in matrix

form is

[Y(po tj0,0+ Dy T JOL, + Py ij(OLO)]X

Ul(poi_j(’oLOi'pOij®L0>p0+j(’0L0) 0
Uz(poijwwapo .](DL03p0—.](’0LO) 0

o U3(p0ij(0w,p0 ]O‘)LO9PO+JO‘)LO) _ G11U1F1(po>p0,po)+D1 4)
U4(p0ij0‘)L03pO—.]0‘)L09p0 0) G12UIF2(pO’p0’pO)+D2
U (po T J®0s Py T 005 Py T O, 0) _G11U1F1(poapoapo)_D1
Us(poifwwapo—]wwapo ](’OLO) __G12U1Fz(poapoapo)_D2_

38



4 Circuits and Systems for Receiving, Transmitting and Signal Processing >
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Fig. 1. Equivalent circuit of a balanced diode mixer for analyzing the coefficient
of nonlinear distortion in the 3 harmonic

If there are no reactance circuit elements the Y-matrix is equal to

[Y(poij(DLo+po T 0,0+ D, iijo)]z[Y(po +p0+p0)]=[Y],

where
G +2G, 0 0 0 -2G, 0 |
0 G+2G, 0 0 0 -2G,
7] 0 0 G,+G, -G, -G, 0
0 0 -G, G,+G, 0 -G,, |
-2G, 0 -G, 0 G, +2G, 0
0 -2G, 0 -G, 0 G,, +2Gy |

where for reducing the recording, we introduced the notations G, +0,5G,, = G, i =1, 2. Conduct-
ance G is introduced into the circuit to convert the input voltage source to a current source. The voltages
U, (po T 0,0, P X JO0, P £ ijO) and U, (po,po,po) are expressed through the nodal poten-
tial as

Uni (o £ 70101 Py + 0101 Py ¥ J0,0) = Us (Do £ j010, Py £ 010, Py £ j010) =
U, (py £ j®,0, Py T jO,0, Py £ jO,, )
Uny (Po £ j®105 Py £ j0,05 Dy £ j0,0) = Ug Py £ j®105 Py T j®10, Py £ j,) -
—U, (P £ 0,0, Py £ jO,0, Py £ jO,,),
U1 (Po> o> Po) = Us (Pos Po> o) = Us (Po» Pos 20 )
Ups (Po> Pos Po) = Us (Po> Pos Po) = Uy (Pys o> Py )-
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Using the approach to the solution of systems (3) and (4) presented in [1], we obtain expressions for
the vectors of nodal potentials. The coefficient of the 3™ order nonlinear distortion is equal to

K. = lim Uom(poij(‘)wapoijww:poijww)
PG Ui (po iijO)Uout (po iijO)Uout (po ijww)

where the voltage U, ( Pt jo,, ) is obtained during the linear analysis. For the same diode parameters
C,=C,=Cand D, =D, = D the coefficient of the 3" order nonlinear distortion is equal to

K= {[CG1 (G +G,)-D(2G,G, +(G, +0.5G,) G, + G, (G, +0,5G, ) ) | x

, ®)
[(2(((;0 +0,5G,)(G, +G,)+2GG, )2 -G} (G, +G, )2) }}/{8E§G§G13G§},

where £ is the input generator ([1], Fig. 3).

Nonlinear distortion analysis in the double balanced mixer

The schematic and equivalent circuits of the double balanced diode mixer are introduced in [1, Fig. 5].
The double balanced mixer circuit is represented as a parallel connection of two balanced mixers. Con-
sequently, the 3 order nonlinear distortion coefficient of the double balanced circuit is defined as the
sum of the 3™ order nonlinear distortion coefficients of each diode pair. The first diode pair is a balanced
diode mixer, the expression for the 3™ order nonlinear distortion coefficient of which K31 corresponds to
formula (5). The 3™ order nonlinear distortion coefficient for the second diode pair K32 also corresponds
to formula (5). Thus, the 3™ order nonlinear distortion coefficient of the double balanced mixer finally is
given as

K, =K, +K,, = {[CG, (Gs+G,)—-D(2G,G, +(G, +0,5G,) G, + Gy (G, +0,5G,)) |x
{(2(((?0 +0,5G,)(G, +G,)+2G,G, ) ~G?(Gy+G, )’ )2}}/{4ESGEGSG§}.

Nonlinear distortion analysis in the triple balanced mixer

The schematic and equivalent circuits of the triple balanced diode mixer are introduced in [1, Fig. 7].
The triple balanced mixer circuit is represented as a parallel connection of two double balanced mixers
or as a parallel connection of four balanced mixers. Consequently, the 3™ order nonlinear distortion co-
efficient of a triple balanced circuit is defined as the sum of the 3™ order nonlinear distortion coefficients
of the four balanced mixers or two double balanced mixers. The 3 order nonlinear distortion coefficient
of a triple balanced mixer is

K, =K, +K;, +K;; + K, =
= {[CG1 (GS + GL)—D(ZGSGL +(G0 +0,5G2)GL + G, (Go +0,5G2))]><

[(2(((}0 £0,5G,)(G; +G,)+2G,G,) =G (Gy +G, ) )2}}/{2E3GL3G13G§}.

Calculation and simulation

In the calculation and simulation of all mixer circuits have been used frequency ranges, the values of
the diode model parameters and circuit elements are the same as in [1, 2]: the diode saturation current
I, = 1.14 pA, the input signal voltage amplitude U, = 0.05V, the LO voltage amplitude U,, = 1.0V,
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Fig. 2. Dependence of the coefficients of nonlinear distortion in the 3-rd harmonic on the load resistance (a),
on the amplitude of the voltage of the heterodyne (b). Solid line — calculation, dotted line — modeling.
“Non—intensive” mode of operation of the heterodyne: balanced circuit — 1, double balanced — 3,
triple balanced — 5; “intensive” mode of operation of the heterodyne: balanced circuit — 2,
double balanced — 4, triple balanced — 6

Table 1
Results of calculation and modeling of the nonlinear distortion coefficient

The mode of operation Coefficient of nonlinear distortion of the 3’ harmonic, dB
Type of scheme f the heterod
ol the heterodyne Calculation Modeling
B “Non—intensive” -27.7 —26.2
“Intensive” —-24.0 —-25.0
“Non—intensive” —21.7 —20.0
DB
“Intensive” —-20.0 —-20.4
“Non—intensive” —15.7 —14.5
TB -
“Intensive” —15.4 —14.1

the source resistance RS = 50 Q, the load resistance RL = 50 Q; the input signal frequency is 4 MHz,
the LO frequency is 5 MHz. The results of calculation and simulation for two LO operation modes
(harmonic and pulse) are given in Table 1.

Fig. 2 a shows the dependences of the 3™ order nonlinear distortion coefficients on the load resist-
ance at U Lom = 1V for two LO operation modes, and Fig. 2 b shows the dependences of the 31 order
nonlinear distortion coefficients on the LO voltage amplitude at R ;=50 Q for two LO operation modes.
The results of simulation confirm the calculation accuracy, the error does not exceed 3 dB.

Conclusion

The analysis method of nonlinear distortion in diode mixers using Volterra series is presented. The
values of the 3" order nonlinear distortion coefficients for the LO harmonic operation mode were cal-
culated (and simulated): —27.7 dB (—26.2 dB) for balanced circuit, —21.7 dB (—20.0 dB) for double bal-
anced circuit, —15.7 dB (—14.5 dB) for triple balanced circuit. In addition, the values of the 3™ order
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nonlinear distortion coefficients for the LO pulse operation mode were calculated (and simulated):
—24.0 dB (—25.0 dB) for balanced circuit, —20.0 dB (—20.4 dB) for double balanced circuit, —15.4
dB (—14.1 dB) for triple balanced circuit. The dependences of the 3™ order nonlinear distortion co-
efficient on the load resistance and on the LO voltage amplitude are obtained. The error between the
calculation and simulation results does not exceed 3 dB. It is shown that the dependences of the 3
order nonlinear distortion coefficient on the load resistance and on the LO voltage amplitude have
several maximums and minimums. Thus, by varying the values of R ; and U Lom it becomes possible to
calculate the minimum achievable value of the 3™ order nonlinear distortion coefficient. For example,
in the harmonic LO operation mode at LO voltage amplitude of 1 V at a load resistance of 1000 Q2
the minimum of the 3" order nonlinear distortion coefficient is —40.0 dB; at load resistance of 50 Q
the minimum of the 3rd order nonlinear distortion coefficient is achieved at LO voltage amplitude of
0.8 V and corresponds to —34.0 dB. The nonlinear analysis of diode mixers showed that the balanced
mixer has the lowest 3™ order nonlinear distortion coefficient, and the triple balanced mixer has the
highest one, the LO harmonic operation mode provides lower values of nonlinear distortion coef-
ficients than the pulse operation mode. The nonlinear distortion analysis method presented in this
paper allows estimation of the nonlinear distortion level caused not only by the third harmonic, but
also by harmonics of higher orders.

>
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Annotanusa. CTaTbs MOCBSIIEHA UCCIETOBAHUIO U CPABHUTEIBHOMY aHAJIU3Y MPOTPAaMMHOMN
U allnapaTHOMN peaqn3aluy Orepaluy TPAHCIIOHUPOBAHHOTO MATPUYHOTO YMHOXKEHUS U €€ MO-
IuUIIMPOBAHHON BEPCUM — OTIEpAllMY TPAHCTIOHUPOBAHUSI MATPUYHOTO YMHOXeHUs. OcoOeH-
HOCTBIO TAaHHOTO UCCEN0BAHU SABJISECTCSA UCMOJIb30BAaHUE BBICOKOYPOBHEBBIX CPEICTB CUHTE3a
IUJ1ST TIOJTyYEHUST M OTITUMU3AaL UM alllapaTHbIX peayin3alinii yKa3aHHbIX ofepaluii. AKTYalbHOCTh
JTAaHHOTO WCCIIEJOBAaHUSI OOYCJIOBIIEHA IIIMPOKUM MCIOJb30BAHUEM MATPUYHBIX OINEpaluii, Ta-
KMX KaK TPaHCIIOHMPOBAHUE W YMHOXEHUE, Ul PEUICHUS Pa3IUYHbIX MPUKIAAHBIX 3a1ad,
CTEIIEHHOW aCUMIITOTUYECKOW CJIOXHOCTBIO MAaTPUYHBIX BBIYUCIEHUNA U OTCYTCTBMEM HJAHHBIX
00 3((heKTUBHOCTH UCTIONB30BAHNS BHICOKOYPOBHEBBIX CPEICTB CMHTE3a B 3a/layax CO3JaHUS
anmnapaTHbIX YCTPOUCTB [IJISI MATPUUYHBIX BbIUUCIeHUA. [1peaioxeH MoimaroBelii METONI CUHTE3a
U ONTUMU3ALMYU alapaTHON pealn3allMyi yKazaHHbIX ornepauuii. [IpoBeneHo cpaBHUTEIbHOE
HCCcaef0BaHMe TPOrPaMMHOI U anmapaTHON peayM3aluii IByX yKa3aHHBIX ornepanuii. [Tokaza-
HO, YTO BBIUTPBIII B IPOU3BOAUTEIBHOCTU AIMNAPATHBIX peAIM3alUiA JOCTUTAETCS 34 CUET yBe-
JIMYEHUS CTENEeHU Napasuiein3Ma MAaTPUYHBIX BBIYMCIEHUN. JLOTOTHUTEIBHO OB MPOBEAECHBI
HUCCJIENOBAHUS TPEOYEMBIX PECYPCOB MPU MOBBILIEHUY TPOU3BOAUTEIBHOCTH 3a CYET pacrapai-
JICJIUBAHUS.

KnioueBsie cioBa: anmnapaTHasi peaausaliys, MPOU3BOAUTEIBHOCTD, 3aTpaThl HA 00OPYAOBaHNUE,
TJINC, mapautenbHBIC BEIYUCIICHNS, KOHBeiiepHas 00paboTKa

®unancupoanue: TocynapcteenHoe 3amanue CITBITY FSEG-2022-0001

Jlna marupoBanmsa: Antonov A.P., Besedin D.S., Filippov A.S. Research and comparative
analysis of the effectiveness of software and hardware implementations of transposed matrix
multiplication // Computing, Telecommunications and Control. 2024. T. 17, Ne 1. C. 44—53.
DOI: 10.18721/JCSTCS.17104

Introduction

Matrix calculations are widely used to solve computational problems of various classes. The asymp-
totic complexity of matrix calculations has a power dependence on the number of rows/columns of the
processed matrix. There are, for example, O(n?) for matrix multiplication and O(n?) for matrix addition.
Therefore, the task of increasing the performance of computing systems for performing matrix operations
is relevant [1, 2].

Matrix calculations are reduced to operations with matrix elements. Such operations are independent
of each other. The elements of the resulting matrices are also independent. As a result, spatial paralleliza-
tion can be implemented for matrix calculations. In addition, independence of resulting matrix elements
also allows the use of time parallelization or pipelining. Thus, operations of reading data, arithmetic op-
erations on them and writing the result can be performed simultaneously at different stages of the pipeline
processing.

© AHTOHOB A.., Beceant A.C., dununnos A.C., 2024. U3paTenb: CaHKT-MeTepbyprckuii NOAUTEXHUYECKUIA YHUBEPCUTET NeTpa Benukoro



4AnnapaTHoe obecneyeHne BbIYNCNUTENDBHbIX, TEIEKOMMYHUKALIMOHHbLIX N YyNpaBnaloLWmMx CUCTEM

Spatial parallelization of calculations can increase performance by a magnitude of the level of paralleli-
zation. Accordingly, pipelining can give an increase in performance that is a magnitude of the pipelining
stages. However, such theoretical estimates are overly optimistic. They do not take into account the lim-
itations of the data read and write subsystems bandwidth. They also do not consider the limit of available
hardware logical and memory resources [3].

Software approaches used to improve the performance of matrix calculations are well known. There are
multi-threaded, multi-core and multi-processor spatial parallelization. These techniques can be imple-
mented on universal processing units that have N physical cores and allow up to N*2 threads. Also, there
are graphic cards operating in computing mode. They are called General Purpose Graphic Processing
Unit (GPGPU). They have a systolic Single Instruction Multiple Data (SIMD) architecture. Finally,
there are Field Programmable Gate Arrays (FPGAs). These are ultra-large integrated hardware reconfig-
urable microcircuits [4—7].

The possibilities for increasing performance for fixed architecture computers (multi-core/multithread-
ed processors and GPGPU) are limited by the characteristics of a particular computer. They have a fixed
number of computational units and unchangeable connections between them. Also, it has limited and
constant amount of local/distributed memory. These restrictions are fixed for a specific computer with a
fixed architecture and determine the relationship between the performance of the computer and the type
of problem solved on it.

Computers with reconfigurable internal hardware architecture could be adapted to the solving task.
They are traditionally implemented on FPGAs. Such computers are largely free from the disadvantages
of fixed architectures mentioned above. However, there is one disadvantage of using FPGA accelerators.
It is the complexity of the device development procedure. Traditional development methods are based on
circuit input description or on the use of hardware description languages (HDL), for example, VHDL,
Verilog HDL, SystemVerilog [8—11].

The process of creating an optimized hardware implementation of the algorithm being solved is rather
complicated even by using HDL. It requires significant programmer’s time for development, debugging
and optimization [5]. This often does not allow for research and comparative analysis of different options
for hardware implementations of the algorithm for the problem being solved. This leads to hardware solu-
tions that are close in performance to solutions based on computers with fixed architectures [12, 13].

There are a lot of articles demonstrating mentioned above features and disadvantages.

Atrticle [3] describes an attempt to use FPGA to perform operations with matrices and vectors. Analysis
and comparison of efficiency with implementations based on Digital Signal Processors (DSP), GPGPU
and Application Specific Integrated Circuits (ASIC) are also performed. The conclusion is made about the
applicability of FPGA for solving such computing problems. The main disadvantage of using FPGAs is the
difficulty of developing a device using hardware description languages (HDL). At the same time, the work
did not conduct optimization studies of hardware implementations.

The article [4] compares the performance of FPGA and GPGPU when solving the problem of sparse
matrix-vector multiplication. A solution based on CUDA technology is used for GPGPU. The work pro-
vides a comparative table of the performance of solving the given problem on GPGPU and on FPGA. This
shows that the proposed hardware implementation of the algorithm is slightly more productive than the
GPGPU implementation.

The article [5] presents a comparison of the performance of GPGPU, multi-core systems and hardware
implementation on FPGA when solving the problem of matrix multiplication. It is shown that maximum
performance is achieved for solutions based on GPGPU and FPGA. At the same time, FPGAs showed the
best result in terms of energy efficiency.

Article [6] considers two implementations of the same matrix multiplication algorithm on FPGA. Both
are created using a traditional design approach. The resulting hardware implementations are comparable
in performance to implementations of similar algorithms on multi-core systems.
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The paper [7] proposed a pipelined matrix multiplication architecture on FPGA. This device created
using circuit input. Particular attention is paid to assessing the performance of data transfer between device
submodules. The performance evaluation was compared to a performance evaluation based on MATLAB
simulations. The result shows that the created FPGA implementation has similar performance.

Using the high-level synthesis tools is a modern approach to creating a hardware implementation of
the algorithm for the problem being solved. High-level synthesis of hardware solutions allows you to write
solutions to problems in high-level programming languages, usually C and C++. Leading FPGA man-
ufacturers such as Xilinx and Intel PSG provide such software. Companies that create electronic design
tools, such as Mentor Graphics, also already have similar tools. Such tools allow not only to create a basic
hardware solution based on an existing algorithm description in C (or C++), but also to conduct research
and comparative analysis of various options for hardware solutions. You can easily change the level of par-
allelism, the number of pipeline stages, memory interfaces, etc. with the help of high-level synthesis tools
capabilities [14—16].

The efficiency, productivity and hardware costs of the final result of the hardware implementation of
the algorithm for the problem being solved depend on the selected algorithm for solving the problem and
on the selected parameters of the high-level synthesis procedure. The procedure for obtaining the optimal
final result is not formalized. It is heuristic and requires research using simulation modeling and compar-
ative analysis [17—19].

Object, subject, methods and purpose of the research

The object of research is a method for increasing the performance of matrix calculations. The results of
this object of research are presented in this article.

The operation of the multiplication of transposed two-dimensional matrices of size N columns and M
rows is the subject of research:

x« AT

MxV

=RT

VxN

C

NxM

where C is a two-dimensional output matrix of size NXM; A is a two-dimensional input matrix of size
MxV; B is a two-dimensional input matrix of size VXN.

The algorithm of the subject of research can be modified with the help of using the known properties of
the matrix transposition operation:

CN><M = (AMXV *By.x )T 5

where C is a two-dimensional output matrix of size NXM; A is a two-dimensional input matrix of size
MxV; B is a two-dimensional input matrix of size VXN.

A description of the algorithm of the subject of study is shown in Fig. 1, where inl and in2 are two-
dimensional input matrices; out — two-dimensional output matrix. For convenience, the code is written
for square matrices. Algorithm has written in C programming language.

The TRANSPA and TRANSPB functions transpose the input matrix. The MUL function calculates
the multiplication of two matrices. The T MUL function solves the problem by calling TRANSPA,
TRANSPB and MUL functions sequentially.

A description of the modified algorithm of the subject of research is shown in Fig. 2, where inl and
in2 are two-dimensional input matrices; out is a two-dimensional output matrix. Modified algorithm has
written in C programming language too.

The modified algorithm has different order of performing matrix operations. Transposition is performed
when writing the results of the product of two matrices by changing the order of the indices. Therefore,
there is no need for buffer arrays used to store intermediate results in this implementation of the algorithm.
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#include "

void TRANSPA(data [N][N], data [N]J[NT){
TR_out: for (int i = ©; i < N; i++)
TR_in: for (int j = 0; j < N; j++)
mtrx_trnspA[i][j] = mtrxA[F][i];

}
void TRANSPB(data [N][N], data [NTINT){
TR_out: for (int i = 8; i < N; i++)
TR in: for (int J = @3 j < N; jtt)
mtrx_trnspB[j][i] = mtrxB[i][]];
}
void MUL(data [N][N], data [N][N], data [NJINT){
data temp;
MUL_out: for (int i = 9; i < N; i++) {
MUL_in_2: for (int j = ©; j < N; j++) {
temp = 73
MUL_in_1:for (int k = 9; k < N; k++)
temp += transpl[i][k] * transp2[k][j];
out[i][j] = temp;
}
}

void T_MULT(data [N][N], data [N][N], data [N]JINT) {
data transpl[N][N], transp2[N][N];
TRANSPA(inl, transpl)
TRANSPB(in2, transp2)
MUL(transpl, transp2, out);

Fig. 1. Original form of the transposed matrix multiplication algorithm

" n

#include
void MULT_T(data [N][N], data [N][N], data [N]IND) {

int 3% G5 UG
data buff=0;

mult_t_labell:for (i = @; i < N; i++) {
mult_t_label2:for (j = ©; j < N; j++) {
buff = 9;
mult_t_label3:for (k = 9; k < N; k++) {
buff = buff + in1[i][k] * in2[k][j]l;

}
out[j][i] = buff;

Fig. 2. Modified form of the transposed matrix multiplication algorithm

Research methods:

* simulation modeling of software and hardware implementations of the matrix operation of the mul-
tiplication of two transposed two-dimensional matrices and its modified;

» comparative analysis of device performance and hardware costs;

The research methodology includes the following stages:

» performance assessment of software implementation of the multiplication of two transposed two-
dimensional matrices;

» performance assessment of hardware implementation of the multiplication of two transposed
two-dimensional matrices;

» performance assessment of software implementation of transposing the multiplication of two two-di-
mensional matrices;

» performance assessment of hardware implementation of transposing the multiplication of two
two-dimensional matrices;
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* comparative analysis of estimates obtained during the study;

The purpose of the study is to find the optimal way to implement the matrix operation of the multi-
plication of two transposed two-dimensional matrices. Choice based on two criteria: performance and
hardware costs.

The measure of performance is the time interval after which a new task of the multiplication of two
transposed matrices can be launched to compute.

The number of calculating blocks (DSP), the sum of the number of flip-flops (FF) and the number of
logic gates (Lookup Tables or LUT) are measures of hardware costs.

The research was carried out for square matrices of size NxN. N was selected from the set: 256, 512,
1024, 2048, 3072. The number of row/column elements was chosen equal to the power of two because
this is the maximum number of elements for the corresponding row/column address bit size. The results
obtained are practically independent of setting the number of row/column elements not equal to a power
of two. The elements of the matrix are signed integers.

A personal computer was chosen as a tool for simulation modeling during software implementation.
It has the following characteristics: processor — AMD Ryzen7 4800H 2.9 GHz; RAM — 16 GB, DDRS.
Development shell and a compiler for building executable files of simulation software models — Microsoft
Visual Studio 2022 Community.

A FPGA unit xckul15-flval517-2-e by Xilinx was chosen as for hardware implementation. This de-
fines limits on available hardware resources and delays in executing hardware functions.

The tool for synthesizing hardware implementations based on the description of the algorithm in C
language was the Vitis HLS 2022.2 software. It allows you to synthesize a device, obtain estimates of the
time to solve a problem, and the clock frequency of the device. It also allows you to run simulations to
obtain performance estimates.

Procedure and results of the research

The programs described in Fig. 1 and 2 were written in C. They solve the problem of multiplication of
transposed matrices by original and modified form. It used to create both hardware and software solutions.

Simulation model was created to conduct a research of software implementation. It does the following
for each matrices size:

» [t generates two-dimensional square matrices inl and in2, and fills them with random data;

» It repeatedly runs the functions T_MUL and MUL_T, the algorithms of which are shown in Fig. 1,
2 respectively;

It evaluates the execution time of the MUL_T and T_MUL functions each time it is run and writes
the estimates to the corresponding arrays;

It finds the median, maximum and minimum time estimates for completing the task being solved;

» It checks the correctness of the T MUL and MUL T functions by comparing the results obtained
by these functions;

+ It displays the minimum, maximum and median execution time estimates for functions T MUL
and MUL _T;

Several solutions have been created for hardware implementations of each of the two variants of the al-
gorithm for the product of two transposed matrices within the framework of the Vitis HLS 2022.2 package.
They differ in the level of parallelism, pipelining coefficient and structural organization of data storage
memory. The research was carried out and as a result, the period of the clock signal was selected to syn-
chronize the elements of the hardware implementation. Estimates of the performance and hardware costs
of the created hardware solution options were obtained.

A comparative analysis of the research results was carried out and the optimal algorithm for implement-
ing the multiplication of two transposed two-dimensional matrices and the method of its implementation
were selected, according to the performance/hardware costs criteria.
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Fig. 3. Performance for the original form of the transposed two-dimensional matrix multiplication algorithm
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Fig. 4. Hardware costs for the original form of the transposed two-dimensional matrix multiplication algorith

The following Vitis HLS software directives were used while creating a set of hardware solutions:

« PLIS _16_6ns: the level of parallelism of the inner loop is 16, the pipelining coefficient of the inner
loop is 3, the input data arrays are structurally transformed into 16 arrays at the second index, the output
data arrays are structurally transformed into 16 arrays at the first index. The clock period is set to 6 ns;

« PLIS 32 6ns: the level of parallelism of the inner loop is 32, the pipelining coefficient of the inner
loop is 3, the input data arrays are structurally transformed into 32 arrays at the second index, the output
data arrays are structurally transformed into 32 arrays at the first index. The clock period is set to 6 ns;

The results of the research of software and hardware implementations of the original algorithm for the
multiplication of two transposed two-dimensional matrices are shown in Fig. 3.

The abscissa axis shows the number of columns and rows of the matrices used in the study. The y-axis
shows the execution time of the algorithm in microseconds. Y axis was presented in logarithmic scale.

Data analysis showed:

* The solution on PC turned out to be the slowest.

« The PLIS 32 6ns solution turned out to be the fastest.

» Both PLIS solutions much faster than PC solution.

An estimate of hardware costs for the above hardware solutions is shown in Fig. 4.

The y-axis shows the sum of the used logic gates and flip-flops for the corresponding hardware imple-
mentation. DSP blocks hardware cost does not depend on matrices size but depends on unrolling level.
There are 48 DSP blocks usingby T MULT _16_6ns solution and 96 by T NULT 32 6ns.
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Fig. 5. Performance for a modified form of the transposed 2D matrix multiplication algorithm
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Fig. 6. Result summary

The results of the research of software and hardware implementations of the modified algorithm for the
multiplication of two transposed two-dimensional matrices, presented in the form of graphs, are shown in
Fig. 5.

The abscissa axis shows the number of columns and rows of the matrices used in the study. The y-axis
shows the execution time of the algorithm in microseconds. Y axis was presented in logarithmic scale

Results are similar to previous algorithm. PC solution is the slowest and MULT _T 32 6ns s the fastest.

Estimates of hardware resource costs show a similar figure. 4 the nature of the dependence on the num-
ber of rows/columns of the processed matrices, but with smaller amount of it.

A summary of the results obtained as a result of the research is shown in Fig. 6.

The abscissa axis shows the number of columns and rows of the matrices used in the study. The y-axis
shows the execution time of the algorithm in microseconds. Y axis in logarithmic scale.

Analysis of the obtained generalized results shows:

« All hardware solutions faster than software solutions.

* PC solution of modified algorithm better than original one.

» Higher unrolling level shows higher performance.

* FPGA solutions of original algorithm a little bit faster than modified ones.

Conclusion

The goal of the research was achieved. We determined a method for implementing the multiplication
of two transposed two-dimensional matrices, which provides maximum performance for the given restric-
tions, and created the corresponding hardware solution T MUL_32 6ns.
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It is shown that the algorithm for implementing the operation of the multiplication of two transposed
two-dimensional matrices has a significant impact on the performance of the software solution, but an
insignificant impact on the hardware solution.

As further work in this direction, it is advisable to conduct similar studies of other commonly used
matrix operations.
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Abstract. The article discusses issues of explainability of the operating principles of a machine
learning model. As the architecture of the model, one of the types of transformer is considered,
the task of which is to classify images based on the popular “ImageNet-1000” dataset. This type
of transformer is also called vision transformer and can serve either as a standalone model or
as part of a more complex architecture. The explainability methods included activation maps of
classes, which were calculated by applying algorithms based on forward and backward propagation
of image tensors through the components of the transformer: multi-head attention layers and fully
connected multilayer networks. The aim of the work is to increase the explainability of the internal
processes of the functioning of the vision transformer by analyzing the obtained activation maps
and calculating a metric to evaluate their explainability. The results of the study reveal patterns that
reflect the mechanisms of operation of the vision transformer in solving the image classification
problem, as well as evaluating the importance of the identified classification features through the
use of the explainability metric.
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AnHOoTamuaA. B ctathbe paccMaTpuBalOTCS BOMIPOCHI O0BICHUMOCTU MPUHIIUIIOB (PYHKIIMOHM -
pOBaHUS MOJEIM MAalIMHHOTO oOyueHusl. B kauecTBe apXUTEKTypbl MONIEIN PACCMOTPEH OIUH
U3 BUAOB TpaHchopMepa, 3aadya KOTOPOTO COCTOUT B KiaaccUdUKauu U300pakeHUir Ha Oa3ze
nonyagpHoro aataceta «ImageNet-1000». [JanHblil TUIT TpaHChOPMepa TaKxkKe Ha3bIBA€TCS BU-
3yaJbHBIM TPaHC(HOPMEPOM U MOXKET CITYKUTh, KaK OTAETbHON MONEbIO, TAK U COCTaBJISIIONIEH
OoJiee CIIOXHOW apXUTEKTYypbl. MeTogaMu OOBSICHUMOCTH SIBJISIUCH KapThl aKTUBALUM Kjac-
COB, KOTOPbIE PACCUYMUTHIBAIUCH MTOCPEACTBOM MPUMEHEHUS alTOPUTMOB Ha OCHOBE TPSIMOTO U
00paTHOTO pacrpoCTpaHEHUsI TEH30POB U300paXeHUs Yepe3 COCTaBHbIe YacTU TpaHcopmepa:
CJIOU MeXaHW3Ma BHUMaHUS U TTOJTHOCBS3aHHbIE MHOTOCIOMHbBIE ceTu. Lleab paboThl COCTOUT B
TMOBBIIIEHNN OOBSICHUMOCTY BHYTPEHHMX MPOIIECCOB (DyHKIIMOHUPOBAHUS BU3YAIbHOTO TPAHC-
dopmepa 3a cueT aHaNM3a TOJyYEHHBIX KapT aKTUBAIUM M pacuyeTa METPUKU OLICHUBAHUST UX
00bsiICHUMOCTHU. Pe3ynsraToM paboThI SIBISIOTCSI 3aKOHOMEPHOCTH, OTpaXkalolue MeXaHU3MbI
paboThl BU3yallbHOTO TpaHcdopMepa MpU pellieHuU 3aauu KjiaccuduKauuu n3o0paxeHus, a
TakKe Ol[EHUBAaHUE CTENEHU Ba’XKHOCTU BBIIEISIEMbIX TPU3HAKOB KJIacCU(DUKALIMU 32 CUET MPU-
MEHEHUST METPUKU OOBSICHUMOCTH.

KiroueBbie cjioBa: MOAeIb MAaIIMHHOTO O0Y4YeHUsI, 00BbICHUMOCTD, BU3YaJIbHBIN TpaHchopmep,
9HKOZEP, MEXaHM3M BHUMaHUSI, KapThl aKTUBALIMK KJIACCOB, KapThl aKTUBAIIMM OOPAaTHOTO pac-
MPOCTpaHEeHUs

Jlng murupoBanms: Utkin L.A., Shkuropatsky V.V., Pronikov A.N., Rakov E.S. The study of the
vision transformer architecture by explainability methods // Computing, Telecommunications
and Control. 2024. T. 17, Ne 1. C. 54—64. DOI: 10.18721/JCSTCS.17105

Introduction

Technical solutions based on the architecture of various transformers are well established in many areas
of science and technology. Today, this technology allows solving a wide range of problems: from object
recognition to generating images and texts. Transformers have proven to be particularly effective in the
field of natural language processing [2], which allowed a significant scientific leap with the development
of large language models. However, in addition to natural language processing, similar architectures are
also used in image classification. One of these models that allows solving the classification problem is the
Vision Transformer (ViT) [3]. The architecture of the vision transformer is an encoder with 12 layers of
multi-head attention [1] and a fully connected multilayer perceptron at the output (Fig. 1).

This diagram has a simpler structure than the one of the vanilla transformer model [10, 11]; in particu-
lar, there is no decoder unit. This and the fact that the input data are images, which are easier to visualize
than, for example, text tokens, makes the vision transformer a good ‘candidate’ for studying explainability
of the results of the functioning of models based on such solutions.

To date, existing explainability methods and algorithms allow revealing some aspects of the internal
functioning of machine learning models based on various architectures. Many explainability approaches

© YTkuH W.A., LLikyponaTtckuii B.B., MpoHukos A.H., PakoB E.C., 2024. U3paTenb: CaHKT-MeTepbyprckuii MonMTeXHUYECKUA yHuBepcuTeT MNeTpa
Benukoro
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Fig. 1. ViT Architecture Diagram

Fig. 2. Image view after passing through the embedding layer (1x197x768)

for transformer-based machine learning models are designed for large language models [16]. However,
one explainability method for machine vision models is to construct class activation maps for images to
identify areas with key features. In particular, this approach gives an explainable result for convolutional
neural networks [5]. In addition to generating activation maps for direct passage of images, gradient-based
methods [4] and their various modifications have been developed [17, 18], which take into account chang-
es in weights when training machine learning models.

The study of a vision transformer with these explainability methods allow to partially reveal the mech-
anisms of its functioning and understand what elements of the image the model pays attention to during
classification. Quantitative evaluation of how well certain activation maps display internal processes during
classification was carried out by calculating explainability metrics.

The structure of the vision transformer allows to trace the image from the initial to the final layers and
at each stage to track the changes occurring to it. When a classified image passes through the model, its
dimension changes from 1x3x224x224 to 1x197x768 and then invariably spreads through all layers to the
classification layer, where it expands or contracts depending on the number of classes.

The first way to analyze the principles of functioning of a vision transformer is to directly pass the image
through its main layers and then restore to the original dimension, similar to models based on the convo-
lutional neural network [15].

Direct image passage through the layers of the model

The first layer of the model is the embedding layer, which vectorizes the input image and adds position-
al encoding to it. Since the input image is a three-dimensional tensor, it needs to be divided into smaller
patches with a further vector representation, resulting in a dimension of 1x197x768. The image after pas-
sing through the embedding layer is shown in Fig. 2.

The vector appearance of the tensor makes it impossible to visually evaluate further processes taking
place in the layers of the transformer. To visualize the results, the original picture dimension to 3x224x224
should be restored. This is achieved through a series of matrix transformations over the resulting tensor,
where first the positional coding vector is removed, then the tensor is converted to 6-dimensional form
(1x14x3x16x16) with further rearrangement and dimension change. The software implementation of the
current transformations is presented in [6].
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Fig. 3. Original image is restored after the embedding layer.
On the left is the original image coming to the model input. On the right is the restored image

Fig. 4. Image after passing through the attention mechanism

The restored image is shown in Fig. 3.

Fig. 3 shows the structure of the original image with the loss of color and local features. After the em-
bedding layer, the image passes through 12 multi-head attention layers [14], each of which is trained to
identify image features (Fig. 4).

Fig. 4 shows the restored images after the attention mechanism. The weights of each multi-head at-
tention layer are adjusted to separate their context from the vector view of the image, which qualitatively
improves the ability of the model to classify. After multi-head attention layers, the generalized tensor enters
the input of a fully connected neural network, alternating layer normalization and dropout-type regulation
methods. The final dimension of the output layer of the model is 768x1000, where 1000 corresponds to the
number of dataset classes (in this case ImageNet-1000 is considered).

Model activation maps calculation

In addition to the direct passage of the image with restoration, an analogue of activation maps for the
transformer was obtained. The principle of the algorithm is based on the calculation of activation maps for
convolutional neural networks according to the following expression:
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where Y5 — class activation card, dimension 3x16x16; ws — weights from the last layer of direct distri-
bution activating the maximum value in the classification layer; VitEncTe ensor, — encoder output tensor.

The consistency of the tensor dimension when passing through the layers of the model also allows acti-
vation maps to be calculated separately for each attention mechanism. Calculation expression is as follows:

yiclass" _ z M};’lass * MHA: , (2)
J

class®

where y™" — attention mechanism class activation map; weess — weights from the last layer of direct dis-
tribution activating the maximum value in the classification layer; MHA; — multi-head attention layers
output tensor.

To perceive the obtained formulas on the general diagram of the vision transformer model more clearly,
the layers used are highlighted in color, where the red color indicates the layers relative to which the output
class layer is calculated (blue color) (Fig. 5).

Output tensors from layers of the attention mechanism (Fig. 6) were used as the first activation maps.
The software implementation of the current transformations is presented in [6].
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Fig. 7. Activation map of the penultimate layer and classification layer

The resulting activation maps in each layer have unique features, but do not have such a pronounced
appearance as in the case of convolution neural networks [5], where strictly defined areas of features in the
image were identified.

The activation map of the penultimate layer and classification layer is shown in Fig. 7.

Fig. 7 has a similar structure of a more vague nature. The resulting activation maps may indicate that
the designer is actually looking for features across the entire image, without any specific areas of the feature
space.

Calculation of back propagation activation maps

Another method of studying the explainability of transformer-based classification models is calculating
of back propagation activation maps [5], that is, calculating the gradient relative to the selected layers in
Fig. 5.

Back propagation activation maps were calculated using the following expressions:

dyclass
d (VitEncT ensor; )

L™ = GELU| Y VitEncTensor, * 3)
J

where VitEncTensorl.j — encoder output tensor; L9 — linear combination of weight coefficient and
dyclass

d (VitEncT ensor, )

post-activation channels, dimensions 14x14; — transformer output layer gradient

as related to the encoder output tensor.
As in the case of activation maps for intermediate layers, a back propagation through the attention
mechanism layers was calculated using the following expression:

dyclassk
d(MHA)

i

L™ =GELU| Y MHA; , 4)
J

where MHAij — multi-head attention tensors; L<** — linear combination of weight coefficient and post-
dy

d (MHA )y
nism tensor.

The software implementation of the current algorithms is presented in [6].
According to (4) the following gradient images were obtained for the case of the multi-head attention
layers (Fig. 8).

class*

activation channels; — transformer output layer gradient as related to the influence mecha-
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Fig. 9. Gradient calculation relative to the encoder output tensor

The obtained gradients on different layers of the attention mechanism indicate that each individual
layer of attention allocates certain features on the image, for example, the background of the picture, some
objects, etc.

The calculation of the gradient relative to the output tensor of the encoder according to the expression
(3) allowed to obtain the following figure (Fig. 9).

The applied approach of calculating the gradient of the output class relative to the encoder tensor does
not explicitly identify the features of the image.

Metrics for evaluating the explainability of a transformer

As was shown, the obtained transformer activation maps do not explicitly identify features of the image
classification, and therefore their significance was evaluated using the explainability metrics.

The method for calculating metrics depends on the type of problem being solved, as well as the ex-
plainability technique used. Calculations of activation maps for the transformer were used as explainability
methods. In turn, explainability evaluation metrics are numerical calculations based on derived expres-
sions [7] or more visual implementations based on the removal of image patches by painting them in a
certain color [8, 9].
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Fig. 10. Removing arecas based on MoRF/LeRF evaluation metric.
Top row refers to MoREF, bottom row refers to LeRF
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Fig. 11. Graphs showing the dependence of the probability of correct classification
and removed elements relative to the whole image

One of the evaluation metrics associated with the removal of some information from the image is the
algorithm MoRF/LeRF (most relevant first/least relevant first ) [8]. It is based on the coloring in RGB
colors (127, 127, 127) the most/least significant parts of the image according to the calculated activation
maps and their further submission to the input of the transformer in order to obtain the probability of be-
longing to the target class.

The first 10 images for explainability based on (2) are shown in Fig. 10. A total amount of 20 images
with removed areas were obtained.

The colored areas reflect the most/least important image patches with their accumulation. At the next
stage of calculation, graphs of the dependence of the probability of correct classification and removed ele-
ments relative to the whole image were constructed (Fig. 11).

These graphs reflect the fact that the probability of correct classification decreases only when half of
the image is removed. This is determined by the area below the curve (AUC — average under curve) which
corresponds to 0.55 and 0.45 for MoRF and LeRE Moreover, the MoRF graph decreases more slowly
than the LeRF graph, which characterizes the independence of the activation map results from the fea-
tures selected by the model, since the removal of more important patches affects the probability less than
less important.

Similarly, the explainability metrics of MoRF/LeRF for the back propagation activation map based on
the calculation of the output class gradient relative to the encoder tensor (Fig. 12, 13) have been calculated.

The AUC values for MoRF and LeRF graphs were 0.38 and 0.64, respectively. These values indicate
that there is weak explainability basis for the use of back propagation activation maps. For the MoRF
metric, the probability drops instantly after removing one third of the features, which may coincide with
explainability evaluation metrics for images with many small features.

The software implementation of the current algorithms is presented in [6].
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Fig. 12. Images with removed areas. The upper row refers to MoRE, the lower row refers to LeRF
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Fig. 13. Graphs showing the dependence of the probability of correct classification
and removed elements relative to the whole image for the back propagation activation maps

Conclusion

The principle of the transformer functioning, specifically its particular implementation, differs signifi-
cantly from previous technologies used to solve the problem of image classification. Almost all layers of the
image pass in a constant dimension, which, on the one hand, simplifies attempts to explain the transform-
er functioning, on the other hand, due to preliminary vectorization, complicates the process of analyzing
its direct and reverse passage through the model.

Vectorization at the stage of passing the embedding layer significantly distorts the structure of the image
and after its restoration only the main informative features are visible. Further passage through the layers
of attention mechanism made it possible to see how the model selects certain features, then transferring
them to the fully connected layers of the neural network.

The use of algorithms similar to the construction of activation maps, as in the case of convolutional
neural networks, does not allow to unambiguously indicate the areas of features that the model turns to
when classifying an image. The constant dimension when passing through the vision transformer made
it possible to evaluate separately the output tensors from the encoder and layers of attention mechanism.

The algorithm based on the reverse passage or gradient calculation partially specified the different areas
of features that the model indicates in the influence mechanisms. However, when considering gradients
relative to the output tensor of the encoder, no obvious dependencies were established.

The calculated values of the MoRF/LeRF evaluation metric for two types of activation maps poorly
characterized the significance of the features identified by these techniques. In the case of the activation
map obtained from (2), the metric showed no distinguishing features detected by this explainability meth-
od, as well as the inverse AUC values of MoRF/LeRFE However, the values of the evaluation metric of the
expression-based explainability technique [4] reflect more/less important features used by the model for
correct classification (AUC for MoRF/LeRF is 0.38 and 0.64 respectively).
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