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Circuits and Systems for Receiving, Transmitting
and Signal Processing

YCTpoWnCTBa U CUCTEMbI NMepeaayun, npmeMa
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Research article @ 018
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A METHOD FOR EVALUATING THE LIGHTING PARAMETERS
OF DIGITAL VIDEO PROJECTORS IN REAL
OPERATING CONDITIONS

S.V. Perelygin'? = | K.K. Gudinov',
S.V. Kuklin', A.P. Parfenov?

1 St. Petersburg State University of Film and Television,
St. Petersburg, Russian Federation;

2The Bonch-Bruevich Saint Petersburg State University of Telecommunications,
St. Petersburg, Russian Federation;

3 International Film Festival “Message to Man”,
St. Petersburg, Russian Federation
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Abstract. The article briefly examines modern standards regulating the measurement of
lighting parameters of digital video projectors. It is pointed out that existing standards do not
have the ability to take into account the settings of video projectors that are performed after
factory calibration at the places of their operation. The authors proposed a method for setting
and measuring the output lighting parameters of a video projector, which affect the quality of
the resulting image, in a real room other than a completely dark room. Following this method,
it is possible to obtain reliable values of the lighting parameters of the video projector directly in
the room where it is operated, which is especially important for the multimedia video projector
market. This takes into account the operating conditions and service life of the video projector,
and in particular factors such as the imposition of external highlights on the illumination of
the screen and the design features of the lighting and projection systems of projectors. An
experiment is described to measure the luminous flux, contrast and brightness of eight video
projectors for different market segments with different service life. It is concluded that the
obtained values of lighting parameters are more reliable in comparison with those indicated by
projector manufacturers in the specifications.

Keywords: digital video projector, luminous flux, contrast, illumination, calibration

Citation: Perelygin S.V., Gudinov K.K., Kuklin S.V., Parfenov A.P. A method for evaluating
the lighting parameters of digital video projectors in real operating conditions. Computing,
Telecommunications and Control, 2023, Vol. 16, No. 4, Pp. 7—17. DOI: 10.18721/JCSTCS.16401

© Perelygin S.V., Gudinov K.K., Kuklin S.V., Parfenov A.P., 2023. Published by Peter the Great St. Petersburg Polytechnic University
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Annoranus. B cTaTbe KpaTKo pacCMOTPEHBI COBPEMEHHBIE CTAaHIAPTHI, peTJIaMeHTHPYIOIINE
M3MEPEHUE CBETOTEXHMUYCCKNX ITapaMeTPOB HM(PPOBEIX BUACOIPOSKTOPOB. YKa3aHO HA OTCYT-
CTBME BO3MOXHOCTH Y CYIIECTBYIOIINX CTAHIAPTOB YIMTHIBAaTh HACTPONKU BUIACOIIPOCKTOPOB,
BBITIOJTHSIEMBIE YK€ TI0CJIe 3aBOACKON KaarOpPOBKM B MECTaxX UX KCILTyaTalMu. ABTOpaMHU Mpe-
JIOXXEH METOIl HACTPOMKU U U3MEPEHUS BBIXOJHBIX CBETOTEXHUYECKMX MapaMeTPOB BUACOTIPOEK-
TOpa, KOTOPHIE BIMSIIOT Ha KAYeCTBO ITOJIYYaeMOTO M300pakeHMsI, B YCIOBUSX PEaTbHOTO ITOME-
IIEHUS, OTIMIHOTO OT a0COJIIOTHO TEMHOM KOMHATHI. Clieryst TaHHOMY METOY, MOXKHO IMOJIYIUTh
JIOCTOBEPHBIC 3HAUCHUST CBETOTEXHMUYCCKNX ITapaMETPOB BUICOIIPOCKTOPA HEIIOCPEICTBEHHO B
IMOMEIIeHUH, TJIe OH SKCIUTYaTUPYETCS, YTO OCOOCHHO aKTyallbHO JUISI PhIHKA MYJIbTUMEINHHBIX
BUACONPOEKTOPOB. [1p1 3TOM yUUTHIBAIOTCS YCAOBMS SKCILIyaTallii U CPOK CIY>KOBI BUAEOIPO-
eKTopa, U B YaCTHOCTHU TaKue (haKTopbl, KaK HAJOXEHUE BHEIIHUX 3aCBETOK Ha OCBEIIEHHOCTD
9KpaHa ¥ KOHCTPYKIIMOHHBIE 0COOEHHOCTH pabOTHI OCBETUTEIBHO-TTPOSKIIMOHHBIX CUCTEM IIPO-
eKkTopoB. OmucaH 3KCIIEPUMEHT M0 U3MEPEHHIO CBETOBOTO ITOTOKA, KOHTPACTHOCTU M IPKOCTHU
BOCHBMM BUIEOIIPOCKTOPOB IJIST Pa3TMIHBIX CETMEHTOB PBIHKA C Pa3HBIM CPOKOM 3KCILTyaTaIliMN.
CrenaH BBIBOA O OOJIbIIEH JOCTOBEPHOCTH MOJYIeHHBIX 3HAUCHUI CBETOTEXHUICCKUX ITapaMe-
TPOB B CPaBHEHUU C YKa3bIBAEMBIMU TTPOU3BOIUTEISIMU ITPOESKTOPOB B CIIELIU(UKALIUSIX.

KioueBbie cioBa: 1ndpoBoil BUIEONPOEKTOP, CBETOBOM MOTOK, KOHTPACTHOCTh, OCBEIIEHHOCTD,
KaauOpoBKa

Jng umrupoanus: Perelygin S.V., Gudinov K.K., Kuklin S.V., Parfenov A.P. A method for
evaluating the lighting parameters of digital video projectors in real operating conditions //
Computing, Telecommunications and Control. 2023. T. 16, Ne 4. C. 7—17. DOI: 10.18721/
JCSTCS.16401

Introduction

Digital video projection technologies today are widely used in schools, offices, home and commer-
cial cinemas, in university classrooms and in many areas where visual information is required to be
displayed on the big screen [1-9].

Appropriate standards have been developed to describe the technical characteristics of digital video
projectors.

In accordance with the DCSS (Digital Cinema System Specification v1) approved by the DCI (Digital
Cinema Initiatives) association of leading Hollywood film studios in 2005 [10], recommendations of the
Society of Film and Television Engineers SMPTE431-1-2006 [11] and SMPTE RP 431-2: 2011 [12],
International Organization for Standardization (ISO) and International Electrotechnical Commission

© Nepenbirux C.B., N'yanHos K.K., Kyknux C.B., Mapdéros A.M., 2023. U3paTenb: CaHKT-MNeTepbyprckuil NOIUTEXHUYECKUI YHUBEPCUTET MNeTpa
Benukoro



4 Circuits and Systems for Receiving, Transmitting and Signal Processing >

Fig. 1. Test image for calibration of projector before measurements
according to GOST 1EC 61947-1-2014 [13]

(IEC) developed standards to describe the technical characteristics of video projectors, as well as their
specifications. Measured parameters are given in the ANSI (American National Standards Institute) sys-
tem, for example, ANSI lumen, ANSI contrast.

In the CIS countries, the Euro-Asian Council for standardization, metrology and certification
(EASC) deals with standardization and regulatory documentation of technical devices. In 2016, the
EASC standards GOST 1EC 61947-1-2014 and GOST IEC 61947-2-2014 were put into effect as a
national standard of the Russian Federation. They establish requirements for measurement and doc-
umentation of key operating parameters for electronic projection systems (projectors) with constant
and variable resolution, respectively [13, 14]. Next, we will focus on the interstate standard GOST IEC
61947-1-2014 (identical to the international standard IEC 61947-1: 2002).

The bibliographic search carried out by the authors revealed the absence of scientific publications that
would contain recommendations on setting up and measuring the lighting parameters of the projector
in a real room. A separate standard regulating the corresponding setup and measurement procedures in
real premises has not been developed at the moment either. Therefore, the experience gained in the course
of many years of practice in the field of video projection equipment maintenance at entertainment
events and the recommendations of specialists (enthusiasts) in this field are relevant. However, despite
the widespread dissemination of such recommendations, both among lighting engineers (an example is
A.P. Parfenov, one of the authors of this article) and on the Internet, sources containing them cannot be
attributed to scientific works. The authors of the article proposed the simplest and most effective method
for setting up and measuring the lighting parameters of video projectors in real operating conditions.
This method allows to assess the actual condition of video projectors, regardless of their service life.

Setting up and measuring lighting parameters of a video projector in laboratory conditions

According to [13], before starting measurements, the projector brightness and contrast controls shall
be calibrated using the test image shown in Fig. 1 as follows: the brightness shall be set to the maximum
value at which the maximum number of brightness bands corresponding to brightness levels of 0%, 5%,
10%, 15% (upper row) is discernible. The contrast should increase from the minimum value to the max-
imum, at which the maximum number of brightness bands corresponding to brightness levels of 85%,
90%, 95%, 100% (lower row) is visible and distinguishable, or until the image brightness stops rising due
to the automatic brightness adjustment scheme of the projector.

After calibration of the video projector, the main parameters determining the quality of the obtained
image are measured [13].

To measure light, a completely white image is projected onto the screen. Screen illumination is
measured using a light meter for nine areas in the center of each equal rectangle (1+9 points in Fig. 2).
Next, the illumination values are averaged and multiplied by the screen area value. The light flux value
obtained in this way is given in ANSI-lumens.

Contrast is determined using two methods. The first of them is to measure the ratio of screen bright-
ness when projecting a white and black field (Sequential Full On / Full Off, Full) in a completely dark-
ened room. The Full On/Off contrast indicator is not informative, since the brightness of the black field
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Fig. 2. Grid with points for measuring image illumination in accordance with GOST I1EC 61947-1-2014 [13]

Fig. 3. Test image for measuring contrast and black level in accordance with GOST I1EC 61947-1-2014 [13]

can be significantly reduced, for example by automatically diaphragm (decrease in aperture) of the lens.
Adaptive aperture control is always used by manufacturers declaring thousands of contrast of their pro-
jectors [2], for example, 3000:1 or more.

For a more reliable measurement of the contrast of the projector the second method is used. It in-
volves — measuring a ratio of the total (or average) brightness of white and black rectangles on the screen
when projecting a checkerboard (Intra-frame Checkerboard) (Fig. 3). The contrast value obtained in
this way is called ANSI contrast.

Since some multimedia projectors use color filters with a transparent sector to display colors [2], of-
ten the maximum brightness of a white image is more than the sum of the maximum brightness of images
of primary colors. Therefore, in addition to prescribed measurements [13] of WLO values (White Light
Output — output luminous flux), to estimate the total useful light flux of the projector it is necessary to
measure the color light flux CLO (Color Light Output). To measure it, test images are supplied to the
screen, consisting of nine rectangles of RGB primary colors in three different combinations (Fig. 4) [15].
A total of 27 light measurements are carried out. For each measured color, the average illumination value
is taken, then the obtained illuminations are added.

If WLO value exceeds CLO value, then the projector uses the so-called "white gain" (white boost),
which leads to inaccuracies in color transmission compared to standards widely used for digital images
such as sSRGB and BT.709/BT.1886 [15].

The method of measuring the lighting parameters of a tuned video projector in a real room

WLO and CLO values specified by the projector manufacturers in the specification, cannot be a factor
determining the quality of the projected image, since the real projected image often achieves the best quali-
ty with additional settings (for example, color correction and color balance), which can significantly reduce
the output luminous flux. Therefore, during the experiment, the authors of the article will also measure the
output WLO and CLO Iuminous flux of projectors after making settings in accordance with [13].

10
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Fig. 4. Test Images for CLO Measurement

Fig. 5. Test image for additional black level adjustment of the projector

As already noted, no separate recommendations have been developed for measuring the lighting
parameters of the projector in a real room. The authors of the article propose a method for setting up
and measuring the parameters of video projectors in real operating conditions based on the method pre-
sented in [16]. We emphasize that the original source focuses only on adjusting the color rendition of the
video projector without any additional objective or subjective assessments, as well as without specifying
the conditions for using this method and the service life of the video projector at the time of adjustment.

It will be appropriate to compare the test images discussed in [16] with the test calibration images
specified in the standard [13], and then use them to configure the video projector and then to perform
measurements of its lighting parameters.

For the correct display of dark tones, we adjust the projector according to the image shown in Fig. 5.
The image consists of squares of different gray levels (white intensity varies from "0" to "255") on a black
background. The brightness and contrast settings of the projector are set to the maximum position at
which a square with a gray level of "5" is visible and distinguishable, which corresponds to about 2%
brightness level, unlike calibration images [13], following in brightness increments of 5%.

To correctly display light tones, we adjust the projector according to the image shown in Fig. 6. The
image consists of white-gray "chess" patterns of various levels of gray (white intensity in the gray parts of
the pattern varies from "200" to "254") on a white background. The brightness and contrast settings of the
projector are set to the maximum position at which a pattern with a white intensity of "251" is visible and
distinguishable, which corresponds to about 98% brightness level, again unlike calibration images [13],
following in brightness increments of 5%.

The final part of the setup is carried out using the image shown in Fig. 7. The image consists of bands
of main (R, G, B) and additional (C, Y, M) colors of various brightness levels. The brightness and con-
trast settings of the projector are adjusted so that the brightness levels "1" and "2," as well as "30" and "32"
of the maximum number of colors are visible in the image.

According to SMPTE, in rooms with a large amount of sunlight (for example, in school and lecture
classes), the brightness in the center of the screen should be more than 170 cd/m? (50 ft-1b). You can
reduce the required image brightness using light-tight curtains. In such a darkened room, brightness
from 100 cd/m? (30 ft-Lb) will be enough [11, 17].

11
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Fig. 6. Test image for additional white level adjustment of the projector

Fig. 7. Test image to further adjust the projector by levels of primary and secondary colors

The experiment on measuring the parameters of the output light flux by the authors of the article
will be carried out not in ideal conditions of an absolutely dark room, but in real rooms, therefore, the
readings of the light meter at each measurement have three components [18]: EDR — direct component
of illumination, created directly by the projector light flux, ERF — reflected component of illumination,
created as a result of multiple reflections from the surfaces of the room and screen, and EBG — back-
ground component of illumination, which takes place due to the impossibility of completely eliminating
the ingress of light through the doors and windows of the room:

EZ =Epg +Egp + Egg» (1)

where E2 is the total (full) measured illumination indicated by a light meter located in the plane of the
screen. The combination of reflected ERF and background EBG components of illumination is designat-
ed as Eg, (side illumination).

The screen may be located close to the different reflecting surfaces of the room by each edge thereof.
Therefore, the combination of reflected and background light components cannot be considered evenly
distributed across the screen and side illumination should be evaluated for each test rectangle separately.
For this, the direct light flux from the projector is blocked by a light-impermeable object in such a way
that the light meter in the plane of the screen is in the shadow of this object. Since illumination is an ad-
ditive value, the direct contribution of the video projector to the illumination level of the corresponding
area of the screen will be equal to the difference between two consecutive measurements:

12
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Fig. 8. Tested video projectors and their service life: @« — UNIC YG-620 (home cinema, new),
b — EPSON EH-TW6800 (cinema center «Dom Kino», «White» hall, 4 years),
¢ — EPSON EH-TW6800 (cinema center «Dom Kino», «Small» hall, 4 years),
d — EPSON EH-TW7000 (cinema center «Dom Kino», «Lilac» hall, 2 years),
e — Christie CP2210 (cinema center «Dom Kino», «Blue» hall, 13 years),
f— InFocus In1026 (Gymnasium of St. Ambrose of Optina, assembly hall, new),
g— NEC M300W (Gymnasium of St. Ambrose of Optina, classroom, less than a year),
h — Acer X118AH (coworking «GrowUp», meeting room Nel, less than a year)

EDR = Ez _ESD' (2)

Experiment on measuring the lighting parameters of a video projector in a real room

In the experimental part, the parameters of the output light flux of eight projectors were measured
in real conditions of their operation. Photos of the tested projectors indicating the service life from the
beginning of operation are shown in Fig. 8, a—A.

13
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Table 1 shows the main technical characteristics of the tested projectors declared by the manufac-
turers.

To measure the output light parameters of the projectors, measuring devices produced by the “TKA”
scientific and technical enterprise [19] were used: a combined “TKA-PKM 02” device for measuring
screen illumination and “TKA-YAR” brightness meters for measuring brightness.

Test images (Fig. 1, 3—7) were recorded on a USB flash drive connected directly to video projectors
and played back by projectors using the built-in control menu. For each projector, the following values
were measured: output luminous flux (WLO), color luminous flux (CLO), ANSI contrast, brightness
of the resulting image for the center of the screen (Table 2). WLO, CLO and brightness were measured
for each projector twice: with calibration according to GOST IEC 61947-1-2014 (designation “GOST”
in Table 2) and after additional configuration, the method of which was described earlier (designation
“Additional” in Table 2). All measurements were made at the maximum power consumption mode of
the lamp.

Table 1
Main technical characteristics of the tested projectors
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§ 3 % % ® ; i é § = E g .‘E %
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g g o e 2 = 3 =832 = = 2 €8 E
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8 g €5 ) EE | 233 | &8 2 = 3
= = 3 5 S = £ 2 E = S 2 <
S g | 2% 52 | 35 g3 2 g
= £ =< = E 8= ~ o
2]
UNIC 1920x1080 )
YG-620 LCD 1 LED 140 20000 50000 (Full HD) 6500 3000:1
Epson
EH- LCD 3 high- 250 3500 5000 119:%1(1);111%()) 2700 120000:1
TW6800 pressure
Epson mercury 4096x2160
EH- LCD 3 lamp 250 3500 5000 (4K PRO- 3000 40000:1
TW7000 UHD)
ultra-high
Christie pressure 2048x1080 )
CP2210 DLP 3 xenon 1600 3000 — (2K) 12000 2000:1
lamp
InFocus |y -y 3 240 10000 20000 | 1280x800 | 4200 | 50000:1
In1026 hi
igh-
NEC 1 cp 3 pressure 230 4000 5000 1280x800 | 3000 2000:1
M300W mercury ’
Acer lamp
X118AH DLP 1 203 4000 10000 800x600 3600 20000:1

Results of the experiment and their analysis

When comparing the measurement results (Table 2) and the technical characteristics of the video
projectors (Table 1), it can be seen that none of the tested projectors produces the WLO luminous flux
declared by the manufacturer in the specification during calibration according to GOST [13]. There
are several reasons for this. Firstly, some test projectors have a long operating history, which affects
the reduction in the efficiency of light sources and light modulating matrices. Secondly, manufacturers

14
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Table 2
Results of measurements of characteristics of test projectors
WLO, ANSI-Im CLO, ANSI-Im Brightness, cd/m?
. ANSI-
Projector trast. k:1
GOST Add. GOST | Add. | GOST | Add. |¢onrashk
UNIC YG-620 280 270 250 240 120 110 300:1
EPSON .
EH-TW6800 (N 1) 320 260 310 250 35 30 100:1
EPSON .
EH-TW6800 (N2) 420 340 380 310 50 42 35:1
EPSON :
EH-TW7000 1180 970 1170 930 61 50 26:1
Christie CP2210 1890 1490 1870 1490 60 55 100:1
InFocus In1026 2910 2840 2870 2720 320 300 90:1
NEC M300W 1050 840 1050 800 120 110 90:1
Acer X118AH 1070 930 390 380 110 100 11:1

indicate the maximum amount of light flux, which must be reduced to obtain a high-quality image on
the screen.

After additional configuration most of the tested projectors display an image of sufficient brightness
for their purposes on the screen except the EPSON EH-TW6800 projector which gives the brightness of
the image significantly lower than the SMPTE minimum for digital cinema of 37.8 cd/m?.

The CLO value is approximately equal to the WLO value for all tested projectors except the Acer
X118AH single-matrix DLP projector (CLO is approximately 40% of WLO).

The ANSI contrast values measured during the experiment are orders of magnitude less than the
contrast indicators declared by the manufacturers in the specifications. Of the four tested projectors
used for commercial film screenings, only two correspond to the minimum allowed ANSI contrast level
of 100:1 according to SMPTE RP 431-2: 2011.

Conclusion

To date, there are no practical recommendations for measuring the parameters of a video projector in
real conditions of its operation. Specifications of video projectors are often compiled by manufacturers
taking into account the further need for the product to be competitive in the market, therefore, the out-
put lighting values indicated in them, measured in laboratory conditions, fail to correctly characterize
the parameters of the actually projected image.

In addition to the methods prescribed by the GOST 1EC 61947-1-2014 for measuring the output
lighting values of video projectors, the authors have proposed their own method for measuring these
values. The method can be used in relation to video projectors belonging to various market segments,
directly in the premises where the projector is operated (i.e., other than laboratory conditions of an ide-
ally dark room), taking into account its service life.

The results of the experiment show that when calibrated according to GOST IEC 61947-1-2014, the
luminous flux drops to 60—70% of the maximum, and with additional calibration — down to 50% (!).
WLO values with additional configuration of the projector, desirable for obtaining the best image quality,
are on average 13% lower than those measured according to GOST IEC 61947-1-2014.

15



4yCTp017ICTBa N CUCTEMbI Nepeaayn, npuemMa n 06paboTku CMrHanos >

Thus, the proposed method takes into account factors such as the imposition of external illumination
on the screen illumination and the design features of the lighting and projection systems of projectors
during their use. The method allows additional adjustment of video projectors with subsequent meas-
urements of their output lighting values. This setting makes it possible to obtain the best image quality
directly at the place where the projector is installed and used and, in fact, is a clarification of the re-
quirements of the standard [13] for real operating conditions of the projector. The output lighting values
of the video projector measured using this method turn out to be more reliable than those indicated by
the projector manufacturers in the specifications. This factor is especially relevant for multimedia video
projectors that have been in operation for a long time and allow the user realistically assess the condition
of the video projector and make a timely decision about its replacement.
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optimization of power management strategy is a computationally intensive process, modified
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Annoramua. CraThs mocBsIeHa TpobjiemMe 3(pGEeKTUBHOIO HMCIIOJNb30BaHUS SHEPTUM Ha
3aJaHHOM MapuipyTe B roHKax cojHuemMoounei. CoJIHLEMOOUIN 3TO JIEKTPOMOOUIN C BO3-
MOXHOCTBIO 3apsiia 1Mo XOAy IBVXKECHUS C TTIOMOIIBIO BCTPOCHHBIX COJTHEUHBIX TTaHeseil. [oHKr
COJTHIIEMOOMJICH XapaKTepU3yIOTCI OYeHB JUTMHHBIMU TUCTAHIIUSIMU 1 3aIIPETOM ITOA3aPSIIKHI OT
3JIEKTPOCETH BO BpeMsI COPEBHOBAHMI, OOJMIBI MOTYT 3apSIsKaThCsI TOIBKO OT COJTHEUHOM SHEp-
UK. DTO CO3MaéT OOJIBIION HEAOCTATOK SHEPTUH, a B COYCTAHUH C 1IEJIbI0 COPEBHOBAHUI B BUIE
MUHUMU3ALUUA BPEMEHU TTPOXOKICHMS TUCTAHIINM, 3a1a4a e1l¢ 0oblie ycaoxkHsaeTcs. [Toatomy
KPUTUYECKU BaXKHO TMPaBUJIbHO MCMOJb30BaTh dHEPIrUio Ha nuctaHuuu. Ho ontumusainus pe-
KMMOB HCITOJIB30BaHNST SHEPTUH MMEET BBICOKYIO BEIYMCIUTEIBHYIO CI0XKHOCTD, TTO3TOMY JUJIST
YCKOPEHMS TIpoliecca MpeIoKeHO MCIOb30BaTh MOAU(MUIITMPOBAHHOE MPeICTaBIeHNEe MapI-
pyTa 1 aBTOMaTtmieckoe auddepeHInpoBaHne. MeToIbl pealn30BaHbl B IPOTPAMMHOM KOM-
miekce SPbPUStrat, cmocodHOM pemaTh Tpo0JieMy 3a KOPOTKOE BpeMsI, YTO MTO3BOJISIET ITepeiTh
K IIepecuéTy CTpaTeTnu SHEPronoTpeOIeHUS B IIOJHOM pa3pellieHUH 10 3aIIpocy.

KioueBble cJ10Ba: COJTHIIEMOOUIIb, CTPATETUsI, CTPATEIUsI UCITOJb30BaHMST SHEPTUU, ONTUMMU3a-
s, TIPEACTaBICHIE MapIIpyTa

Jlnga mutupoBanug: Selin I.A. New methods for efficient energy management of a solar vehicle on
a fixed route // Computing, Telecommunications and Control. 2023. T. 16, Ne 4. C. 18—27. DOI:
10.18721/JCSTCS.16402

Introduction

There are quite a few engineering sports competitions. Often used as a competitive testing ground,
they help to develop new approaches for solving real-world problems. One of the sustainability-focused
competitions mentioned is the solar car racing. Each participating team must build a compliant solar
car and drive it over a specified route in the shortest possible time on a single battery charge. But the task
seems to be problematic because race courses usually last thousands of kilometers and charging from the
grid is prohibited. Participating vehicles are only allowed to charge using built-in solar panels. The lack
of energy contradicts the main goal, to complete the route as fast as possible, and creates the need to use
available resources in the most optimal way.

Vehicle models used for optimizing the movement of regular vehicles on the route are not suitable
for vehicles using alternative power sources. There is a substantial difference in how those vehicles re-
plenish energy. Unlike conventional cars, which only spend stored energy, solar cars can be recharged
from solar panels as they move. The rate at which a solar car obtains energy depends on environmental
conditions such as solar radiation and weather [1], making it dependent on both time and location. But
energy consumption, as in the case of conventional cars, depends on the profile of the road surface and
the movement speed. This discrepancy between the energy expenditure and the replenishment signif-
icantly complicates the problem. Energy replenishment can be reduced to an indirect dependence on
the movement speed, but only at the cost of generating recurrence relations. Considering the goal of
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finishing the race in the shortest possible time, this may lead to some counterintuitive conclusions: at
some point in the race, it may be more efficient to go faster with more energy consumption, because the
energy gain later will be even greater. That’s why usually teams in solar car competitions rely heavily on
energy management software for computing efficient power management strategies.

The common approach comes down to building a solar car model and formulating an optimization
problem in terms of selecting the best controlling inputs to minimize the travel time over the fixed route
while satisfying plausibility conditions. The route is usually represented in discrete form as a series of
sections connecting route points, with ideally one section corresponding to one control input in the
form of speed. Considering that, the problem takes the following form (1):

N_IAS. )
J(V, Vs o V) =J(V,, Vs ...VN_,)=Z7I=tﬁm —> min,
i=1 i

stO<V, <V, ., (1)
0<E (W, V.. Vi) SE

*T N-1 max ?

ieN,1<i<N,

where ASi is a route section length, V' is a speed on i-th route segment, £ is an energy at i-th point of
the route, N is the number of route points (with N — 1 route segments). £, represents the energy balance
and can be identified as follows (2):

E =E +E,(V)-E,(V,, Vy .. V,,), 2<i<N,
E1:Emax’ (2)

The 0< E, (V1 s Vs Vs ) < E_,. isanonlinear inequality, so the (1) problem can be classified as
a single-criteria problem with nonlinear constraints.

Since the routes in solar car races are of great length, the number of track sections is also very large,
which leads to the curse of dimensionality. As a result, the problem is considered to be too big to be
solved in a direct form. Existing works resort to either simplifying the problem by reducing its resolution
[2—4], or by optimizing only for the short distance in front of the solar car with full resolution [5, 6].
Some of these approaches [2, 5, 6] support the so-called online mode, where the strategy is recalculated
on demand. But none of them allows obtaining a solution for the full problem size, let alone it being
calculated on request in a short amount of time.

This paper is an extension of the already published research by the authors [7, 8] and is devoted to
development of new techniques for effective power management of a solar car with an emphasis on the
possibility of recalculating the strategy on demand. Suggested approach introduces notable differences
in this process: the use of a modified track representation and the use of automatic differentiation in the
solar car model for optimization purposes.

Route representation

Route data is introduced as an irregularly discrete set of points with the following information: lat-
itude, longitude and altitude. Lateral data is not needed, since “the lateral vehicle dynamics is omitted
in simulations” [2], thus the latitude and longitude are converted into the distance from the start of the
race to the point of interest. This is the most common representation and is usually shown on graphs as
altitude versus distance (route profile). Next, the data is processed to obtain a representation convenient
for modeling purposes: sections between the route points. These segments contain such information as:
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Fig. 1. Route profile

distance between points, elevation difference and inclination angle, calculated based on the original
data [3]. Route representation is shown on Fig. 1.

The problem is that routes are very long and contain a very large number of segments, which does
not contribute to the complexity of the optimization process. Knowing this, existing approaches work
with fairly sparse route data, where one segment corresponds to a route length of more than 5 kilometers
[5], which may be sufficient for tracks with a low elevation profile, but not for tracks with high altitude
variance. In the literature on solar-powered auto racing, the question of choosing the discreteness of
the track has not yet been raised. Therefore, a modified track representation is needed that is as small as
possible in terms of the number of segments while still providing adequate simulation results.

Two track data processing techniques are proposed, based on merging neighboring segments with
recalculation of their characteristics: keeping only elevation extremum points and parametric segments
merge based on the difference in inclination. Both methods consist of 2 stages: selecting track points
to keep (points of interest, POI) and then recalculating segment characteristics based on the selected
points. Methods are inspired by Zhang S., et. al [9], but for the stated altitude over distance route rep-
resentation.

When using the extremum point method, only points that are either above neighboring or below
neighboring ones, or on the edges of plateau sections are saved in the POI list.

The parametric comparison is based on the slope angle since it is a normalized measure independent
of'the distance of each segment, which is vital for irregular grid representation. If the difference in a slope
angle between adjacent track sections is less than a threshold value (k), then the shared point between
the segments is added to the POI list. Threshold value of £ = 0 will yield original track representation.

After the POI list is formed, the characteristics of new the segments are recalculated to obtain new
values for the inclination angle and altitude. Instead of using only the information from the POI to con-
struct the new segments, we are suggesting recalculating the new segments data using all the information
so that the characteristics of newly formed combined segments are the same, as if we had simply taken
unprocessed segments between the same points.

In the usual building of track segments, characteristics such as latitude, longitude and altitude can be
obtained by simple averaging between the edge points of the segment (3):

avg = alt(x,,, )2+ alt(x,) . 3)

But since the merger occurs on an uneven distance grid between the new POlIs, there may be differ-
ent altitude profiles with different average values, while having same altitude at POI. As a result, simply
averaging data across POIs will produce wrong results. An example of this can be seen in Fig. 2, where
the POIs are located at distances 1 and 4, and depending on the altitude profile, the true average value
will be different compared to simple averaging by POI’s altitude, which will always yield 4 as a result.
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To avoid this effect, we suggest to perform numerical integration using the trapezoid rule and then
average over the distance between the POIs (4):

)+ alt(x,)

avg = Zk:{alt(x”l 5 x(x,, —xl.)} (x,—x,). 4)

i=1

It is easy to see that in the case of the usual construction of segments without extracting POI, result
will be the same as in (3), since k is equal to 2 and only one sum will be taken, so (xk - xl) term cancels.
But if multiple segments need to be merged, this will provide true average value, which will give almost
the same result when using the processed segments in the model as the original track representation.

Keeping only extremum points as POI allows to reduce the number of segments by approximately 3
times. Parametric variation produces a wide range of results depending on the threshold value (Fig. 3,
a). It is clearly seen that there is a certain interval of threshold values (k from 1 to 2.25), where the
number of segments is greatly reduced, but the quality of the modeling does not suffer. An example of
accumulated simulation error for £ = 1.75 can be seen on Fig. 3, b. An energy difference of 5 W*h at
the finish line is considered negligible, since it is less than 0.1% of the total capacity of the battery and is
insignificant compared to the total energy consumption over the whole distance.

A numerical experiment was carried out, where the optimization process was carried out for the given
problem (1) on routes of different lengths and different representations. Route representations used:
unprocessed, the extrema method, the parametric method with £ = 1.75. Optimization time and target
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value (travel time) were measured. Fig. 4 shows that the developed methods show both better perfor-
mance and achieve better target values.

It is worth noting, that the optimization process does not converge on the original track representa-
tion after reaching a problem size of 250 route segments, and after reaching 750 segments for the ex-
trema method. The optimization process converges on routes of all sizes when using the parametric
method. Convergence can be determined by the energy value at the finish line, it should be equal to zero.
Otherwise, the solution is not optimal. A graph of the amount of energy at the finish is shown in Fig. 5.

Both the parametric method and the extrema method of simplifying the route representation make it
possible to reduce the number of sections on the route without significant loss of quality, which leads to
an improvement in both the performance and the convergence of the optimization process.

Automatic differentiation

Although the solar car model itself has already been described in the literature [10, 11], its implemen-
tation may differ in many ways. Ultimately, the model is built for use in the optimization process. And
since optimization requires a lot of resources, its performance should be increased as much as possible.

Gradient-free optimization methods such as Nelder-Mead [12] or evolutionary strategies [13] are
commonly used. The literature also describes the use of such Ist order methods as BFGS [14], but on-
ly using numerical differentiation, which is fraught with errors and requires additional function calls.
However, literature review revealed no use of automatic differentiation in solar car models. Automatic
differentiation [15—19] (AD, or differentiable programming) is a technique for automated building of a
derivative of a program function, that operates with source code and overloads mathematical functions
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and operators with their derivative counterparts. AD allows to program only the original function and
to get derivative version of that function automatically, which will yield the same result as in analytical
(symbolical) differentiation. But to execute AD, it is necessary to comply with some restrictions on the
code of the target function: it must be unary and must not call code written in another language, and
must use a certain hierarchy of data types.

Using automatic differentiation in the model allows to generate functions that calculate gradients
and Hessians. And having them, it will be possible to apply 1% and 2™ order optimization methods with-
out using numerical differentiation, which will lead to faster convergence.

Our model was adapted to use the automatic differentiation. A computational experiment was car-
ried out to optimize the stated problem using Oth and 1st order methods on problems of different sizes.
Both optimization time and target values were recorded. Methods requiring gradients were tested us-
ing numerical differentiation (ND) and automatic differentiation (AD). The optimization problem was
solved by using methods: Nelder-Mead [12], BFGS [14] and Conjugate gradient [20]. Results can be
seen in Table 1. It is clearly seen that 1% order methods using automatic differentiation give both the best
result and the best optimization time.

Table 1
Optimization of the stated problem with and without the use of automatic differentiation

P(‘;;‘:l‘;‘:nst‘:)e Nelder-Mead | BFGS with ND | BFGS with AD gra‘ﬁg:{‘fiﬁeND gm(ﬁ‘e’;‘{“ﬁf D
Optimization time (seconds)
25 0.378 0.100 0.006 0.204 0.363
75 32.726 0.546 0.084 0.023 0.099
150 62.609 0.457 0.152 1.608 0.169
300 159.439 32.641 0.832 1.418 0.625
500 531.791 19.581 3.160 208.245 2.000
Target: travel time (seconds)
25 356.857 356.810 356.810 356.810 356.810
75 1992.816 1756.572 1676.040 1643.247 1578.299
150 4084.410 3756.140 3642.381 3504.665 3508.342
300 9526.859 8869.733 9020.479 7827.724 7870.441
500 16977.256 14209.110 14636.160 14037.576 13905.262

Software implementation

A typical technology stack for implementing software that includes modeling and optimization will
require a variety of tools and technologies. Implementation of the model requires tools with appropri-
ate capabilities (e.g., Modelica, GPSS, SimPy, Simulink), formulation of the optimization problem
requires an algebraic modeling language (e.g., AMPL, GAMS, Gekko) connected to the solver, and the
application software is developed using a general-purpose language. This results in redundant integra-
tion code with additional performance overhead and possible errors. Using a multi-paradigm program-
ming language can help smooth out the corners and get all the necessary steps done.

Our software solution, called SPbPUStrat, is developed using the Julia programming language [21],
which is a multi-paradigm language for scientific computing. The solar car and environment mod-
els are made in pure Julia and adapted to use automatic differentiation with ForwardDiff.jl package
[22]. Optimization problem statement and optimization itself were performed using Optim.jl [23] with
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interior point Newton method [24]. The applied software was created using the Genie framework [25].
Additional packages include CSV,jl [26], Dataframes.jl [27] and Distributions.jl [28]. Thanks to a uni-
fied ecosystem, development time was significantly reduced, and almost no integration code was writ-
ten. It also made debugging much easier and streamlined the delivery process.

The developed software is a client-server solution built according to the MVVM pattern. The soft-
ware consists of two modules: calculation module and dashboard project. Calculation module provides
all the necessary methods for setting the optimization problem and getting the solution. Dashboard
module provides the user interaction. User interface can be seen on Fig. 6.

Results and discussion

The use of automatic differentiation and simplified track representation in combination with earlier
results were tested by calculating the power management strategy on the full problem size. For compari-
son purposes, naive approach (one speed for the entire route) and common approach (reduced problem
resolution, 50 inputs) approaches were also tested. The power management strategy was calculated for
the case of weather disturbances in the middle of the journey, which significantly affects the energy
supplies. The results can be seen in Table 2. Tests were performed on a following configuration: AMD
Ryzen 9 5900X, 64GB RAM, Windows 10, Julia 1.9.4 x64.

Table 2
Overall performance and quality results
swroach | Bishame | It | Caleuaton || B e | s
Naive 6d 05:17:01 —17.56 0.53 14683.0 Minimal (1)
Common 5d 11:42:68 0.00 14.4 1225.3 Reduced (50)
Proposed 5d 04:54:47 6.81 35.7 15.2 Full (10k+)

The naive approach does not work well with weather disturbance. The speed has to be reduced to very
low values to comply with energy constraints, resulting in much later completion times. The common
approach does solve the weather problem and gives a better solution in terms of time. But it is clear that
the solution is not optimal and there is a room for improvement, since the energy at the finish line is
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above zero. The proposed methods provide a solution where the target value is 6.81 hours faster than the
common approach, energy at the end is almost depleted.

Although the running time of the proposed methods is longer than that of other solutions, this is not
a critical drawback. Typically, a recalculation of the power management strategy is necessary when the
execution of the strategy begins to deviate from the original plan or when environmental conditions have
changed, constant recalculation is unnecessary. The performance of the proposed methods is sufficient
to perform calculations on request.

Conclusion

The problem of developing software for efficiently managing the energy of a solar car on a fixed route
for racing is considered. The advantages and disadvantages of existing approaches were discussed. Op-
portunities for improvement were found in two areas: route presentation and automatic differentiation.
The modified route representation made it possible to reduce the number of segments by up to 10 times
without a huge loss in modeling quality. Automatic differentiation in the solar car model enabled the use
of higher order optimization, resulting in better performance and convergence.

The proposed methods were implemented in the SPbPUStrat software solution, which allows the
end user to recalculate the strategy on the fly during the race: this significantly improves strategic capa-
bilities and increases the chances of success.
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Abstract. The calculation results of the influence of contact resistances of the metal-
semiconductor interface on the output power of a flexible microthermoelectric generator is
presented. The calculation method based on semiconductor theory. The contact area of the
conductor (metal) and thermoelectric material (semiconductor) is characterized by a discrepancy
between bulk properties and irregularities in a thin area near the interface. Different thermal
and electrical carriers (phonons and electrons) encounter different resistances in this interface
area. The calculations were carried out using ANSYS Workbench and Wolfram Mathematica.
Output power simulation was carried out by taking into account contact electric and thermal
resistances influence on the metal—semiconductor interface for six contact couples (three metals,
two semiconductors). Interface contact resistances significantly reduce the output power. It was
shown that contact resistances reduce the output power of the thermoelectric device by 64—70%
depending on the metal type of the metal—semiconductor contact couple. The presented results of
calculating interface contact resistances correspond to experimental measurements in references,
which allows us to conclude that this method of calculating interface electrical and thermal contact
resistances can be used in the case of microelectronic fabrication of thermoelectric devices.
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Annotanus. [TpencraBieHbl pe3yabTaThl pacueTa BAUSHUS KOHTAKTHBIX COMPOTUBICHUN Ha
TpaHuUIle paz/esia METaUI-TIOJYIPOBOAHUK Ha BBIXOAHYIO MOIIHOCTh TMOKOTO MWKPOTEPMO-
9JIEKTPUYECKOTO TeHepaTtopa. MeTos pacueta OCHOBaH Ha TEOPUHU MOJyIIPOBOAHUKOB. O01acTh
KOHTaKTa IPOBOJHMKA (MeTayia) U TEPMODBJIEKTPUUECKOTO MaTepuaja (IoJyIpoOBOIHMKA) Xa-
paKTepU3yeTCsl HECOOTBETCTBMEM OOBEMHBIX CBOWCTB M HEOZHOPOAHOCTSIMU B TOHKON 00Ja-
CTU BOJIM3UW TpaHUIIbI pa3fena. PaznmuyHble TeNI0OBbIe U JIEKTpUYECKUe HocuTeau ((hOHOHBI U
9JIEKTPOHBI) OyAyT BCTpeuyaThb pa3HOE COMPOTHUBIEHUE B 3TOW oOnactu uHTepderiica. Pacuersl
MPOBOAUIUCH C UCTTOIb30BaHUeM mporpammHoro obecriedeHust ANSYS Workbench u Wolfram
Mathematica. MonenupoBaHue BBIXOIHOW MOIIHOCTU TIPOBEACHO C yYETOM BIUSHUS KOH-
TaKTHBIX 2JIEKTPUUECKUX U TEPMUUYECKUX COTMPOTUBICHUI Ha I'paHUIly paszjiesia MeTauI-1moJy-
MPOBOAHUK [JIsI IIECTU KOHTAKTHBIX Map (TpyU MeTasljia, ABa MOJyNpoBOAHUKA). KOHTaKTHBIE
COMPOTUBJIEHUSI MHTepdelica CyleCTBEHHO CHUXKAIOT BBIXOAHYIO MOIIHOCTb. IlokazaHo, 4TO
KOHTaKTHbIE COMIPOTUBJICHUSI CHUXKAIOT BBIXOJHYIO MOUIHOCTb TEPMODJIEKTPUUYECKOTO YCTPOIi-
ctBa Ha 64—70% B 3aBUCUMOCTH OT TUIIa MeTaJlJla KOHTAKTHOM Mapbl «MeTaJUI-TIOJTYTIPOBOTHUK».
[MpencraBneHHble pe3yabTaThl pacueTa MHTEP(EHCHBIX KOHTAKTHBIX COTPOTUBICHUN COOTBET-
CTBYIOT DKCIEPUMEHTAIbHBIM M3MEPEHUSIM B JIUTEPAType, YTO IMO3BOJISIET CENaTh BBIBOJA O
BO3MOXHOCTH MCITOJIb30BaHMSI TAaHHOTO METO/Ia pacueTa UHTep(EeNCHBIX BJEKTPUUECKUX U Te-
TUTOBBIX KOHTAKTHBIX COMTPOTUBICHUI TP MUKPOIJIEKTPOHHOM M3TOTOBJICHUN TEPMOIEKTPU-
YeCKUX YCTPOMCTB.

KioueBbie cioBa: TepMODJIEKTPUYECKHI TeHEPATOP, KOHTAKTHBIE COMPOTUBJICHUS, MOJAEINPO-
BaHue, ANSYS, BbIXOJHAsI MOLIIHOCTb

®unaHcupoBanue: Pabora BbimosiHeHa B paMkax [ocymapCcTBeHHOIO 3alaHus Ha IPOBEIeHUE
byHmaMmeHTanbHbIX UccaenoBaHuii (kox teMbl FSEG-2023-0016).

Jlnga marupoBanmnsa: Loboda V.V. Contact resistances influence on flexible thermoelectric generator
output power // Computing, Telecommunications and Control. 2023. T. 16, Ne 4. C. 28—36. DOI:
10.18721/JCSTCS.16403

Introduction

There are numerous power sources for low power consumption applications, but there exists a need
to design improved alternative sources, and provide reliable and stable power supplies for microelectron-
ic devices such as wireless sensor networks, smart homes, objects monitoring and mobile devices [1, 2].
Lately, the majority of research study on thermoelectric generators (TEG) has focused on volume and
thin-film devices based on inorganic thermoelectric materials [3, 4]. One of the most promising types
of TEGs that combine properties of inorganic thin-film semiconductor materials and an organic base
is flexible microthermoelectric generators [5—7]. Thermoelectric devices design requires considering
numerous factors related to the combination of different materials, the main of which are electric and
thermal contact resistances. A great amount of research focuses on the influence of resistances on the
metal—semiconductor interface [7—16]. Theoretical and experimental methods to measure resistances
values are used. The values from the references range for electric contact resistances 10~'“—10~7 Ohm-m?
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Fig. 1. 3D geometric model of Y-structure microthermoelectric generator

for thermal contact resistances: 10-1°—10-° K / (W / m?). It may be concluded from the references ana-
lysis results that application of this or that calculation method or measurements of contact resistances
depends directly on semiconductor materials synthesis technology and device design.

The research goal is calculating contact resistance on the metal—semiconductor interface and deter-
mining their influence on output characteristics of a flexible microthermoelectric generator.

Contact resistances calculation method

A flexible Y-structure microthermoelectric generator was chosen as the object of the study [17, 18].
It consists of twenty-four 72- and p-type thermoelements (TE) based on solid solutions Bi, Te, and Sb,Te,
with contact conductors located between them. Fig. 1 shows a geometric 3D model of a flexible mi-
cro TEG. The TE have dimensions of 800 mm x 600 mm x 100 mm, metal contact connections are
600 mm x 600 mm x 300 mm. The rest of the TEG area is filled with a flexible substrate. Linear polymer
polydimethylsiloxane (PDMS) is used as the flexible base. The total surface area of the device (S) was
26 mm?>.

The total internal electrical resistance of the TEG can be represented as the sum of series-connected
resistors:

R

int

2N
=2, R.+R. .,
where R(n’p) — TE resistance; Rme — resistance of metal; Rcont — contact resistance on the metal—semi-
conductor interface.

The internal resistance of the generator and, therefore, the maximum output power depends on the
volume of the contact resistance [19].

The contact area of the conductor (metal) and thermoelectric material (semiconductor) is char-
acterized by a discrepancy between bulk properties and irregularities in a thin area near the interface.
Different thermal and electrical carriers (phonons and electrons) encounter different resistances in this
interface area, resulting in lower power output from the device. The total thermal interface resistance is
a circuit of parallel-connected resistances (4, R, ), is defined as [8]:

S SRR SRR SR O
(AkRk)b (AkRk) (AkRk) (AkRk) (AkRk) ,

b,pp b,ee b,ep b,pe

where 4, — TE cross-section area; R, — thermal resistance; (AkRk)b’pp — phonon resistance; (AkRk)b,ee
— electron resistance; (AkRk)b’ep, (AkRk)b’pe — electron-phonon resistance. It is assumed that there is no
direct heat transfer between the electron and phonon subsystems through the interface.

To calculate the phonon resistances, the diffuse mismatch model [8] is used, in which it is assumed
that all phonons falling on the interface scatter.

The phonons boundary resistance may be calculated by the equation:
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T -T
1 — te mc, (2)

(AkRk )b,pp q

where g — heat flux caused by an increase in the semiconductor temperature 7 relative to the substrate
temperature 7' .

The expression for the heat flux as a function of the phonon density of states may be represented
starting from the general expression for the energy transferred per unit time from the semiconductor to
the metal. Assuming that the transfer coefficient does not depend on the temperature on either side of
the interface (only one side of the interface is considered):

_hPTte—nnc *® 1 1
1= 3 ZJUP(‘e’f)IO P”’D(m”)w" hyo, B hyo, 4o ©
exp| —— | exp| —=—
2mk, T, 2nk, T,

where hP — Planck's constant; T ome — heat transfer coefficient; Up toh) the velocities of phonon modes
in a semiconductor; Pp , — bhonon states density; o, - angular frequency; kB — Boltzmann's constant.
The phonon wave velocities (two transverse and one longitudinal) are calculated by the equation:

1 1 1
> = + . (4)
v, U U

(te, /) p(te.]) p(te.r)

The transmission coefficient is approximated by the equation:

_ zju;?mc’f) 5
Tteﬁmc - u_z N u_z . ( )
J plte, ) p(me, )

Equation (5) is derived for the case when Tte equals T o 1-€. the equation gives a sufficient prediction
of the transmission coefficient for a small 7. — T . Usually, this temperature difference is about 1 K,
which will be used in calculations.

The phonon velocity and Debye temperature are related to the Debye angular frequency o, through
the equations:

1
0, = (6Tczul3,n)g , (6)
hP(’OD
= s 7
P 2mk, @)

where n — the ratio of the number of primitive cells to the volume of a unit cell. Bi,Te, and Sb,Te, have
non-primitive hexagonal unit cells three times the volume of a primitive rhombohedral cell [1].
The Debye density of phonon states is defined as:

2
(Q)

B = ®)
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The boundary resistance of electrons was determined by the equation:
1 © T kg
AR) 3 (4R) le )’ ©)
( k™ k )b,ee ( k™ e )b ec
where (4, R ), — electrical interface resistance:
1
1 4ne'm, P| mE, | (10)
(4R.), 8n’m, d> |

where m,.— effective mass of electrons/holes in thermoelectric material; e — electron charge; P — tun-
neling probability; F , — potential barrier height, d — potential barrier thickness.
The electrical contact resistance is calculated by the equation:

4N, (4R,).

, 11
w7 (1)

where Nte — number of thermoelements.
Table 1 displays the numerical values of the parameters of thermoelectric materials for calculating
the thermal contact resistance.

Table 1
The parameters of thermoelectric materials [8]

Parameter Bi,Te, Sh,Te,
n, m- 5.95-10%7 6.40-107
o, rad-s™ 2.16-101 2.09-10"
u,ms! 3.058 2.888
e 0.56 0.54
T.,8 2.5-10-" 9.8-10-™
T, 1.0-10-" 2.7-101
m,.. 0.58m_ Im,
E, eV 0.15 0.2
d, nm 2.06 2.12

The calculation of contact resistances according to formulas (1—11) was carried out in the Wolfram

Mathematica package, the results of calculations at T[e = 300 K are presented in Table 2. The solution
of the problem of determining the influence of the contact resistance on the flexible micro TEG output
power was carried out based on the finite element method using the ANSYS Workbench software plat-
form. The simulation process consists of the following stages as indicated in Fig. 2.
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Preprocessing
* geometry
- 3D-geometry model design
+ choice of analysis
- thermal-electric
» set of the engineering data
- electrical resistivity
- thermal conductivity
- Seebeck coefficient
- parasitic interfaces
» design of the solid state model
+ FEM mesh generation

Solving
+ choice of analysis
- steady-state
+ set boundary conditions
- electrical and thermal
« set analysis parameters

Postprocessing
« display results as:
- contour plot (temperature,
potentials)
- vector plot (flux densities)
* export:
- voltage

- electric current
- electric power

Fig. 2. Simulation process flow-chat

Table 2
Contact resistances calculation results

Thermal interface resistance Bi,Te,/Metal, K/ (W/m?) Sh,Te,/Metal, K/ (W/m?)
Phonon, Eq. (2), 8.7-1078 7.6:10~"
Electron, Eq. (9) 3.5-1077 9.7-107

Total, Eq. (1) 6.9-10-% 7.0-10-8

Electric interface resistance Bi,Te,/Metal, (Ohm'm?) Sb,Te,/Metal, (Ohm'm?)

Cu 1.8:10-% 1.9-10°%
Au 2.3-1078 2.5-10°8
Ti 3.3-10-8 4.1-10°%

Preprocessing, Solving, Postprocessing. The Preprocessing stage includes five steps: 3-dimensional
(3D) model design, choice of the thermal-electric analysis, setting of the engineering data that are phys-
ical parameters of materials and their interfaces, design of the solid state model of the thermoelectric
generator using ANSYS Mechanical module, and generation of the finite-element mesh by ANSYS
Meshing. The Solving stage includes three steps: choice of the steady-state analysis and its options,
choice of the electrical and thermal initial conditions, choice of the analysis parameters. The load re-
sistor RL is modeled using additional APDL (ANSYS Parametric Design Language) procedure. The
last stage deals with the output of calculated and simulated results in tables and figures. The simulation
procedure is described in detail in [19—22].

Simulation Results

We simulated the output parameters of a flexible microthermoelectric generator for three different
contact metals (Cu, Au, Ti) with and without taking into account contact resistances influence.

33



MopenmpoBaHue BbIYUCIIUTENBbHbBIX, TENEKOMMYHUKALMOHHbIX,

ynpasnaowmx n counarbHO-3KOHOMUYECKNX CUCTEM >

Bismuth and antimony tellurides of n-type and p-type conductivity were used as materials for
micro-TEG thermoelements, as they provide the maximum thermoelectric efficiency in the consid-
ered temperature range. Initial data for simulation include the following physical parameters: See-
beck coefficient, electrical resistivity, thermal conductivity. These parameters largely depend on the
semiconductor synthesis technology and have a significant spread. In this concern, the results of
processing these parameters by the least-squares method [23] were used as the initial data. Physical
parameters of substrate and metal were selected from the ANSYS library. The values of the physical
parameters of the components materials of the TEG were used in the simulation for the temperature
range of 300—400 K.

The temperature boundary conditions were determined by the temperature of the lower plate 7 , and
the temperature of the upper plate 1’ .- We considered the following temperatures: T , = 318 K, 310 K,
303K, T =283 K, 280 K, 278 K. These temperatures correspond to the temperature difference between
the hot and cold sides AT = 25 K, 30 K and 35 K, respectively. As electrical boundary condition, one of
the load ports was set to ground (i.e. zero potential).

The results of the simulation are the values of the TEG output power at an external load and the spe-
cific power (power on the square unit). The values of the load resistance R , varied from 0.5 to 30 Ohm.
The output voltage was simulated at the load, while the output electric current and power were calcu-
lated. The maximum electric output power was calculated assuming that the load resistance was equal
to the internal resistance of the generator, i.e. under the condition of transferring maximum electrical
power to the load.

The simulation was carried out with and without taking into account the previously calculated con-
tact resistances. The calculation results are presented in Table 3.

Table 3
The maximum output power and specific power of the TEG for various metals
vyithout cpntact with contact resistances influence
Metal resistances influence A, %
P, uW P /S, nW/mm? P, uW P _ /S, pW/mm*
AT=25K
Cu 53.8 2.07 19.3 0.74 64
Au 53.8 2.07 19.2 0.74 64
Ti 53.8 2.07 16.3 0.63 70
AT=30K
Cu 85.8 3.30 30.3 1.16 65
Au 85.8 3.30 30.2 1.16 65
Ti 85.8 3.30 25.5 0.98 70
AT=35K
Cu 133.1 5.12 48.2 1.85 64
Au 133.1 5.12 48.1 1.85 64
Ti 133.1 5.12 40.8 1.57 69

The following results were achieved:

» contact electric and thermal resistances quite strongly influence the output characteristics of the
microthermolectric devices, and reduce the output power of a device by 64—70% depending on the
metal type of the metal—semiconductor contact couple;
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» the greatest contribution to the decrease in output power is produced by the electrical contact
resistance at the metal—semiconductor interface;

* the value of electric contact resistance increases in the order of Cu, Au and Ti;

» the value of the thermal contact resistance depends on the type of thermoelectric semiconductor
material and does not depend on the choice of the metal of the contact couple.

Conclusions

The presented results of calculating interface contact resistances correspond to experimental meas-
urements [12, 15], which allows us to conclude that this method of calculating interface electrical and
thermal contact resistances can be used in the case of microelectronic fabrication of thermoelectric
devices. We carried out an output power simulation by taking into account contact electric and thermal
resistances influence on the metal—semiconductor interface for six contact couples (three metals, two
semiconductors). Interface contact resistances significantly reduce the output power. The presented
calculated method makes it possible not only to determine the optimal contact pairs, but also the value
of the internal resistance, which in turn makes it possible to develop microelectronic thermoelectric de-
vices, taking into account the operating conditions for power consumption with known external loads.
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AnHoTanusa. B coBpeMeHHOM 00111ecTBe BCE O0Jiee OCTPO BCTAET MpobiieMa 3JEKTPOIHEPTUM.
Jlo cux mop GoJIbIIast YaCcTh SJIEKTPOIHEPTUN IIPOU3BOAUTCS 32 CUET HEBO30OHOBISIEMBIX CTOY -
HUKOB: He(Th, ra3, yrojib 1 ogo0oHbIX. bojee Toro, ucnojb3oBaHKe HEKOTOPBIX ITOAOOHBIX pe-
CypCOB BJICUET 3a cO0OIi 3arpsi3HEHUE OKpYXKalollei cpefbl U uctolieHue Heap semun. Hecmo-
TPsI HA HEJIOCTATOK M KOHEYHOCTh HEBO30OHOBJISIEMbIX DHEPTOPECYPCOB, MBI 10 CHX ITOP MOXEM
CTOJIKHYTBCS C M30BITOYHBIM SHEPTOMPON3BOACTBOM. [JaHHas mpobijieMa BO3HUKAET BCIICACTBUE
TOTO, YTO 3apaHee Helb3sl TOYHO TpelcKa3aTh 00beM JIEKTPOIHEPTUN, KOTOPHIN MOTpedyeTcst
MMOTPEeOUTETI0. DTO, B CBOIO OuUepedb, BICUET 32 COOOI MONIyYeHHE TOBOJBHO 3HAYMTEIHHOTO
o0beMa HEUCIIOJIb3yeMO 3J1eKTpodHepruu. Vcrosb30oBaHKe TEXHOJIOTUM BUPTYaJbHON 3JIEK-
TPOCTAHILIMU TTO3BOJIMT IIOMOYb C pellleHMeM JTaHHOU mpobjeMbl. B Hallle BpeMs1 BCE OOIBIIYIO
MOMYJISIPHOCTD TOJIY4aloT MOOMJIBHBIE TEXHOJIOIMU, KOTOPbIE MO3BOJISIIOT pellaTh BaXKHbIE BO-
TIPOCHI ¥ TTPOOJIEMBI M3 JTI000I TOUKHM TUTaHEeTHl. JJaHHbIe TOPTAaTUBHEIC TEXHOJIOTUN B COUCTAHNHT
C TeXHOJIOTHEH BUPTYaIbHOM 3JI€KTPOCTAHIINH ITO3BOJIST YIIPOCTUTH KOHTPOJIb IIPOM3BOACTBA U
3aTpaT 2JAEKTPOIHEPTUMU.
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consumption based on virtual power plant technology // Computing, Telecommunications and
Control. 2023. T. 16, Ne 4. C. 37—48. DOI: 10.18721/JCSTCS.16404

Introduction

The Fourth Industrial Revolution, also known as the Digital Revolution or Industry 4.0, aims at im-
proving the quality of life for all segments of society by integrating accessible digital technologies into
everyone's daily life [1—3].

The digital revolution includes various aspects based on various systems: physical systems (CPS), Inter-
net systems (iOS) and the Internet of Things (I0T) familiar to many [4—6].

This industrial revolution can be characterized by the introduction of more flexible technologies for
mass-demand goods, which entailed a transition to a new, qualitatively different level of production au-
tomation. In turn, more competent and economical energy consumption and the transition to renewable
sources of electricity are also important.

Industry 4.0 covers many areas of scientific, industrial and information activities, such as additive man-
ufacturing, the Internet of Things, cloud computing, modeling and much more.

In general, the mathematical formulation of the optimization problem consists in determining the larg-
est or smallest value of the objective function f(x1, ..., xn) under the conditions gi (x1, ..., xn) <bi (i=1,
..., m),where fand gi are set functions, bi are some real numbers. If all fand gi are linear, then the corre-
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Fig. 1. The trend of renewable energy generation [10]

sponding problem is a linear programming problem. If at least one of these functions is nonlinear, then the
corresponding problem is a nonlinear programming problem. Let z =/ (x1, x2, ..., xn). Then we can write:
Z*max (min) and gi (x1, ..., xn) £bi,i=1, ..., m.

This model can be interpreted as follows to the problems of choosing the best options for economic
behavior: z is the optimization goal of the economic system; f (x1, ..., xn) is the corresponding objective
function; x1, x2, ..., xn are indicators of the degree of using the means to achieve the goal, which can char-
acterize the output of different types of products, equipment utilization, resource use, etc.

gi (x1, ..., xn) is a function of the total cost of funds of the i-th group used to achieve goals;

bi are the marginal limits of the total cost of funds of the i-th group, are fixed by a restriction on gi (x)
above.

The best results are shown by a model using various concepts of the Industry 4.0.

Alternative energy

The main aspect of the Fourth Industrial Revolution is the receipt and proper use of electricity and the
transition from non-renewable sources of its production to renewable ones.

Renewable energy or, as it is also called, alternative energy is obtained from natural sources that do not
deplete the environment (solar, wind, water, etc.). This type of energy is becoming increasingly popular,
because within the framework of Industry 4.0, environmental protection plays an important role if it is
necessary to obtain a fairly large amount of electricity [7—9].

In the future, it is assumed that over the next two to three decades, more than two-thirds of the electric-
ity received will be produced from renewable sources.

However, it is worth noting that one of the most important problems is not only obtaining the vast
majority of energy resources from renewable sources, but also their competent distribution. This problem
arises because of the distance between clean energy sources and the distribution and storage centers of
energy resources.

As a solution to this problem, it is possible to introduce a digitized energy network in which all routes
of energy resources, places of their shortage and excess will be most transparent. Of course, for a more
flexible and accurate management of this network, it would be necessary to involve the consumer in it, but
already in the intermediary role in the transfer of energy resources.

Gradually, consumers will be able not only to use and transmit electricity, but also to store, produce,
purchase, sale, and manage the course of stored electricity. New scientific developments are already head-
ing in the direction of the most effective ways for users to carry out all these operations [10—12].
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Fig. 2. Share of renewable energy for 2021 [10]

As part of all this, new virtual environment markets and various intelligent platforms will gain even
more weight. They will facilitate and accompany the emergence of new business models that allow indi-
viduals or different communities to control energy consumption and utilization.

Based on all this, according to forecasts, the formation of an energy system in which the consumer will
be able to sell his excess energy will begin by 2030. Within the framework of Industry 4.0, everyone will be
able to contribute to the development and change of the entire society and economy.

Using the Internet of Things in the energy sector

The reduction of economic problems to optimization models of solutions, which are a concretization
of the general problem of mathematical programming, is based on a number of initial assumptions about
the nature of the analyzed economic processes and the choice of the best solutions.

One of these optimization models may be a model for the exchange of excess electricity using the In-
ternet of Things.

The Internet of Things (IoT) is a sector of progressive information technologies, which includes many
different aspects.

Various consumer solutions can be attributed to IoT, such as "smart home", intelligent and interactive
personal gadgets and various types of intelligent technology. Also, various business and industrial solutions
can be attributed to the Internet of Things.

Various devices with their own built-in module or IoT chip are best suited for creating a common net-
work in which various operations will be transmitted in real time. If we add data exchange and two-way
communication, we can get a solution for data monitoring and processing, as well as the ability to remotely
monitor various operations [13—15].

Smart meters based on IoT can be perceived as intelligent systems for the consumer segment that will
help in creating a common network. After all, IoT is a network of physical carriers that have the ability
to exchange data. If we apply this concept to utility meters, we will be able to integrate various utility and
energy companies into the smart grid that contribute to the distribution, storage and control of energy
resources.

Smart meters, which will form the basis of the power grid, will allow utilities to receive and provide
complete information about electricity flows. This, in turn, will allow end-users to have better control over
their investments in the energy network.

However, this approach requires some solutions from telecommunications and electrical networks. Af-
ter all, reliable and convenient data transmission technology is necessary for the correct operation of the
entire IoT meter infrastructure. For example, it would be quite difficult to use power lines in an intelligent
network for communication, even though it is used in Europe. The use of wired telephone networks for
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the purpose of transmitting meter data is also often difficult. In this regard, for the counter to work on the
10T platform, a reliable connection is necessary, which cannot always be provided [16—18].

A broadband Wide Area Network (LoRaWAN) can be used as one of the possible solutions to this prob-
lem. It was specially designed to support devices on the IoT platform. This modern network solution uses
several ISM band frequencies, which depend on the region of application.

Although this technology can only support some specific bandwidth for each device, but this approach
is much more deterministic and systematic. For example, meters for the disposal of gas emissions can be
mounted independently of the main source of energy supply.

In addition, the service life can reach up to 15 years, thanks to the low power consumption functionali-
ty of the LoRaWAN network. The range of such a network can vary from 4 to 20 km, which is a significant
advantage for creating a complete infrastructure of meters on this basis.

As an example, one of these networks, which is currently considered the largest LoORaWAN network,
is being built by Tata Communications in India. Such a large network on the open IoT platform can be
used not only for smart meters, but also as one of the most important components of smart cities [19—21].

The following points can serve as criteria for choosing the Internet of Things for optimization and
management:

Cost reduction. The Internet of Things allows you to reduce financial costs when managing energy
consumption. Enterprises and individuals reduce energy consumption by controlling and optimizing it
using Industry 4.0 concepts. Energy storage technologies and the use of renewable energy sources can help
reduce energy consumption.

Improving efficiency. The Internet of Things and cloud solutions can improve energy efficiency by au-
tomating energy-intensive processes and optimizing energy consumption. This can help businesses and
individuals reduce energy consumption and increase productivity.

Processing large amounts of data. By collecting and analyzing energy consumption data, [oT and cloud
solutions enable businesses and individuals to make data-driven energy use decisions. This can help them
identify areas where energy is being wasted and make informed decisions about energy use, resulting in
cost savings and increased sustainability.

Smart buildings. 10T and cloud-based energy management solutions are also evident in smart buildings.
With automation and sensors, smart buildings can optimize energy consumption and reduce costs. Smart
building solutions include smart thermostats, lighting, and energy-efficient HVAC systems.

Virtual Power Plant Technologies

Due to the high demand for electricity, there is also a need for clear control over the activities of each
power plant. The virtual power plant technology copes with this very well. Virtual power plants are software
and hardware complexes that allow managing numerous power generation plants, as if they were a single
power plant.
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Special software distributes electricity between end users, as well as allows you to store "surpluses"” that
can be used in the future to compensate for deficiencies during daily production declines. An important
and responsible part is precisely the dynamic (and real-time) distribution of power supplies between con-
sumers. This is a rather complex process in which many different factors have to be taken into account: the
number of consumers, their relative location (their coordinates), the location of adjacent and responsible
energy sources, the parameter of terrain variability and the scale factor. Depending on all this, load centers
will be calculated. They are calculated using the method of potential functions and the formula:

H (x’ y) = ZZ:I) [Pl * e—a*[(x—x,- )+, )z} :|’ (1)

where 7 is the number of consumers; x and y are the coordinates of these consumers; P is the power of the
consumer; and a is the parameter of terrain variability.

The extremes of this function will be the optimal locations of power sources. In turn, consumers are
divided into groups corresponding to the coordinates of power sources. The distribution is made according
to the formulas:

X *P
TS (R), @

__Y*p .
S WION ®

where X and Y are the coordinate vectors of consumers of the i-th group; Pl. is the power vector of consum-
ers of the i-th groupv; and k is the group number.

Another important aspect of such software is the presence of self-learning artificial intelligence, which
allows you to predict production declines and excessive peaks in advance. By optimizing traffic within a
single power grid, such software allows you to smooth out unnecessary deviations, which, in turn, has a
positive effect on the performance of the entire power grid. As the power grid can include such units as
various energy producers (solar power plants, thermal power plants, hydroelectric power plants), virtual
power plants, therefore, figuratively speaking, there can be an exchange between sellers and buyers of elec-
tricity [22—24].

One of the goals of the virtual power plant is the possibility of joint energy trading and the flexibility
to manipulate the production of this very energy. In turn, any decentralized unit for the production, con-
sumption or exchange of electricity can be integrated into the public network of a Virtual Power Plant.

This system structure includes:

1. Energy producer

2. The consumer

3. Accumulators for energy storage

4. VoIP gateways

5. Software for managing the overall operation of the network

Since virtual power plants consist of network assets that produce energy from alternative (renewable)
sources, the total capacity of such a station can constantly change. In order to reduce fluctuations in the
production capacity, assets of a different nature of energy generation should be used as part of such a
station. For example, if there was a sunless season, wind generators or hydroelectric power plants could
compensate for this shortage. Rapid adaptability to environmental conditions and consumption volume is
one of the main distinguishing features of a virtual power plant relative to conventional power plants.
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A large amount of different data and commands is transmitted inside the virtual power plant. For this
purpose, a highly secure bidirectional connection is used. Such a connection between each individual
asset and the power plant allows for a constant data exchange in real time, which in turn allows for timely
monitoring of the free capacity of the assets, and hence the entire virtual power plant. This kind of data
also allows you to forecast electricity costs in a timely manner and control pricing in the electricity market
[25-27].

Within the framework of Industry 4.0, of which Virtual Power Plants are a part, the digitization of
electricity is an irreversible process. In modern realities, electricity production is increasingly moving from
large power plants powered by fossil fuels to smaller decentralized power plants using alternative energy
sources, which are already combined into a common Virtual power plant.

Like various intermediary platforms, such as hotel booking platforms that do not own a single hotel or
various car rental services that do not have their own fleet of vehicles, virtual power plants will be a kind of
a management tool for interconnected energy assets.

Such an approach to the distribution of electricity can be much more profitable than the one we are
used to, because the number of electricity consumers is increasing every day. The number of electric mo-
tors and electric vehicles is growing, the number of network hubs and distributed computing centers is
increasing. In order to meet all the growing needs for electricity, the decentralization of energy supply and
a hybrid approach to obtaining electricity can become key tools in providing the electricity market with all
the necessary assets.

Prepayment system

For full-fledged decentralization and the formation of a full-fledged electricity market, reliable and
convenient ways to pay for this energy and some currencies that will embody a certain amount of energy
being bought or sold are needed.

If we take a living example from European countries, the UK has taken a big step forward in this matter
and introduced prepaid meters.

But in this particular example there are some disadvantages:

1. The operation of their counters is based on smart cards, the balance of which can be replenished and
from which funds are debited for a certain amount of energy spent. This approach implies some physical
medium, the use of which is not always convenient and cost-effective.

2. Such smart cards are not convenient because in order to replenish them, you need to contact special
replenishment points, which, in turn, entails time and sometimes financial costs.

3. One of the main problems is the renewal of meter tariffs. On older samples, this happens manually,
which can take quite a long time. This entails situations when the new tariff becomes less profitable, but
the consumers lack this information and fail to calculate the costs properly, with inadequate funds debited
from the smart cards at the end of the month.

4. There is no bidirectional energy exchange channel in this system. This does not allow end users to
act as an energy supplier.

5. Finally, the problem lies in the fact that the tariff payment is monthly. This eliminates the opportu-
nity to save on energy and build a correct plan for its consumption.

Some of these problems can be solved by implementing a token-based prepayment system. For exam-
ple, we can introduce some equivalent transfer from rubles to a unit of energy exchange and call it Watt
(Wt). These will be conditional virtual units of payment for physical energy. For example, you can open a
personal account in your name and store a certain amount of Wt on it. Since this currency is not physical,
then the costs of its production, maintenance and storage are minimal [28—30].

This approach can be compared to the work of the banking system, in which a separate virtual power
plant can act as a bank. The introduction of various mobile applications allowed banks to reduce their
financial costs for maintaining the system and at the same time allowed users to manage their financial
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Fig. 4. Modeling of a system with and without VPP

affairs from anywhere in the world, at any time and transparently monitor all transactions with their ac-
counts [31-33].

In the concept of Virtual Power Plants, it is possible to create a system similar to a banking system,
where Wt will be the single currency. The storage of this currency on the account allows the consumer
to secure the right to receive the appropriate amount of electricity. End users will be able to buy, sell and
replenish the amount of Wt that they have on their accounts, and it will also be possible to exchange this
virtual currency in a ratio of 1 to 1 for real electricity [34—35]. As an example, the beGateway organization
uses this system and provides it to various organizations. In addition, some of the cryptocurrencies (Bit-
coin, Ethereum etc.) can also be taken as tokens.

Results

To demonstrate the advantages of the virtual power plant operation, a simulation was carried out based
on the indicators of the Dutch power plant with and without the use of virtual power plant technology. The
simulation results can be seen on the graph (Fig. 4).

As can be seen from the graph, using the technology of a Virtual Power Plant (VPP), it is possible to
obtain the released power within 20 MW. Of course, these indicators may vary depending on the terrain
and related technologies. The released capacity can be transferred to other areas where there is a shortage.

For greater convenience and universal use of these systems, convenient mobile applications are being
developed. It is necessary that this application is available for any type of installation: both through the
APK file and through the built-in applications of Play Market, Apple Store and others. We have developed
a blank mobile application that will provide the most understandable user interaction with the virtual pow-
er plant service.

Authorization can be done by phone number using the method of double authentication (Fig. 5).

The main page should be as clear as possible for the user and should not overload them with a large
amount of information (Fig. 6).

The Kotlin language was used to develop the mobile application. Development was carried out ac-
cording to the MVP pattern and the CRUD paradigm. Since the application is under development, at the
moment its functionality is limited to several functions:

1) User authorization

2) Balance monitoring

3) Linking bank cards to your account

4) Security Settings

5) Display usage statistics

At the moment, there are no applications aimed at solving this problem on the market.
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Conclusion

The approach to obtaining and distributing electricity using virtual power plant technology is advanced
and promising. It has many advantages:

1. Reduction of electricity tariffs. This solution allows each individual to regulate the required amount
of electricity received, which allows optimizing the consumption of excess capacity.

2. Improved forecasting of electricity generation. Thanks to information from users' electronic ac-
counts, it is possible to predict the consumption and the required amount of energy produced.

3. Consumer convenience. Mobile applications and a convenient format of interaction with the system
of virtual power plants will allow us to form the most convenient way to exchange the existing data.
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Annoranusa. O600IIeHIE U pa3BUTHE ITPOCKIIMOHHO-0TIEPATOPHBIX METOIOB JJIST PEIIICHUS 3a-
Tad CTaOMIM3alUM 3aJaHHBIX TPOTPAMMHBIX IBMKCHUI TIPEACTABISICTCS aKTyalbHBIM HaIIpaB-
JICHHEM HMCCIIEIOBAHMS B 00JIACTH CUHTE3a CUCTEM ONTUMAILHOTO YIIPABICHUS HEIMHEIHBIMU
JTUHAMMYECKUMU CTALIMOHAPHBIMU OObEKTAMM C OTPAaHMYECHHBIMM (Da30BBIMM KOOPAMHATAMU U
ynpasiaeHusimu. B padote chopmynnpoBaHbl 000011IEHHBIE 3a4a41 CTAOUIM3ALUY TPOrPAMMHBIX
IBVXKEHWI, 3aJaHHBIX TPOIPaMMHBIM CTaOMIN3UpYIOMKM BeKTOopoM CO 1 BEKTOP JOITYCTUMBIX
nporpaMMHBIX nBrkeHU# C. [Toka3aH BBIBOI IIPOEKIIMOHHOTO OIlepaTopa pellleHUs YKa3aHHO-
ro Kyacca 3agad. /i HeTMHeMHOTO JIOKAJIbHO YIIPaBIsIeMOTro pa3HOCTHOTO oIlepaTopa 00beKTa
CHHTE3UPOBAHbI JOMYCTUMbIC YIIPABICHMS, CTAOMIM3UPYIOLIME IIPOrPAMMHBIC IBUXKCHUS IIPU
OrpaHMYCHMSIX Ha (a3oBble KOOpAMHATHL U ympasieHus. [lonydyeH omepaTtop TMHAMUYECKOM
CUCTEMBI 1J1s1 000OIIEHHBIX 3a0a4 CTAOMIM3ALMKU TPOTPAMMHBIX JIBUXKEHUN ¢ OrpaHUYECHUSIMU
Ha BEKTOPHI (Da30BBIX KOOPAMHAT U yIIpaBicHUiA. [IpoBeneHO YMCIIeHHOEe MOACTMPOBaHKE CTa-
OMJIM3allNK 3aJaHHBIX IIPOTPaMMHBIX IBUKECHU TMHaAMUUeCcKOoil 00beKTa. B KauecTBe Ipumepa
IMHAMHUYECKOTO 00BEeKTa BBIOpaHa MaTeMaTU4IeCcKast MOACIb CHHXPOHHOTO TeHepaTopa, COCTOS -
1ast U3 CUCTEMbI OMIMHEHBIX AuddepeHInalbHbIX YPaBHEHUI ¢ TapaMeTpaMu, COOTBETCTBY-
IOIIUMU ypaBHeHUSIM B opme B.A. BeHukoBa. BelumcIuTeIbHBII 3KCIEPUMEHT TTOATBEPIAMIT
TEOPETUYECKUE Pe3y/IbTaThl, ITOJTyYeHHbIE B paboTe.

KioueBsle c10Ba: IIPOCKIIMOHHBIC OTICPATOPHI, CTAOKMIM3AIIMS ITPOTPAMMHBIX IBUKCHUMN, TUHA-
MHUYECKME CUCTEMBbI, ONTUMU3AIMs, HEIMHEHHBINA pa3HOCTHBIN OIepaTop, JOKAIbHO TOIMYCTH-
MbI€ yIIpaBJICHUS, OTpaHUYEHUs Ha (pa30Bble KOOPAMHATHI U yIIpaBACHUS

Jlnga murupoBanusa: Efremov A.A. Projection operator for solving generalized problems of program
motions stabilization // Computing, Telecommunications and Control. 2023. T. 16, No 4.
C. 49-59. DOI: 10.18721/JCSTCS.16405

Introduction

Stabilization of program motions of dynamic objects is an urgent task of modern control theory [1-5].
Methods of inverse dynamics problems [6], Lyapunov barrier functions [7—9], mathematical program-
ming [10, 11], etc. [12—15] are used to solve the problems of stabilization of program motions.

The projection operator method of mathematical programming is used in the paper to solve the speci-
fied class of problems [16]. The projection operator method is a universal technique of synthesis of locally
admissible and quasi-optimal controlled nonlinear dynamic objects. The generalization and development
of the projection operator method for solving tasks of stabilization of given program motions is a relevant
research direction in the field of synthesis of optimal control systems for nonlinear dynamic objects with
limited phase coordinates and controls.

1. Formulation of generalized problems of stabilization of program motions with inequality constraints on
their vector

Generalized problems of stabilization of program motions, specified by the program-stabilizing vector
C , and the vector of permissible program motions C have the form: calculate vector

© Edpemos A.A., 2023. U3gaTensb: CaHKT-MeTepbyprckuii NONMTEXHUYECKUI YHUBEpPCUTET MeTpa Bennkoro
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x, =argmin{¢(x) = [x-C,|/|Ax =b, AcR™", CIC, €D,

Dx:{X|(X—C)T(X—C)Sr2}}eR”, (0

where C, € R" is the stabilizing program vector of state coordinates, C € R" is the vector of permissible
program motions for inequality constraints, C/ < C.

Problems (1) generalize the requirements for the problems of stabilization of given program motions
[16] by introducing a class of inequality class restrictions (X - C)T (X - C) <r , which makes it possible
to set more “flexible” requirements for these problems.

2. Synthesis of a projection operator for solving generalized problems of stabilization of program motions

Lemma 1 provides the derivation of the projection operator for solving generalized problems of pro-
gram motions stabilization (1).

Lemma 1. The projection operator for solving the generalized problem (1) has the form:

x=P'b+(1+1)" P°C,+A(1+2%)" P°C, (2)

where P’ = E, ~A" (AAT )_1 A s a projector onto a linear manifold Ax = b, P* = A" (AAT )_1 is
a projector onto the orthogonal complement of a linear manifold. The scalar parameter A is a Lagrange
multiplier to restrict the type of inequality in (1).

Proof. The Lagrange function for problem (1) has the form:

L=[x=C,[; +1; (Ax=b)+2((x~C)" (x-C)-r’}. 3)
The necessary conditions for Lagrange optimality are given in the form:
L =2(x=C,)+A"h, +21(x—C) =0, 4)
I, =Ax-b=0,, 5)
L =(x-C)" (x-C)-r* =0, (6)

The necessary optimality condition (4) multiplied by matrix A, considering equality (5) of the form
AX = b, determines the equation

2b+2ib—2AC, + AATA, —2LAC =0,. (7)

Then from (7) follows a set of transformations that determines the scalar parameter 7»0, which is the
Lagrange multiplier for restricting the type of equality in problem (1).

Ao =21(AAT) AC+2(AAT) AC, ~2(h+1)(AAT) D. )

Substituting the Lagrange multiplier XO into (4) and equivalent transformations determine an equa-
tion of the form:

—1 -1 -1
x+Ax—C, +1AT (AAT) AC+AT(AA") AC,—(L+1)A"(AA") b-1C=0,
Replacing the projectors P* and P° with subsequent transformations makes it possible to obtain an

expression that defines the projection operator for solving problem (1) as a function of the Lagrange mul-
tiplier A for conditions of the type inequality:
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x=P'b+(1+2%)" P°C, +A(1+1) P°C.

Lemma is proven.

Next, we consider the solution of generalized problems of stabilization of program motions (1) in the
case of equality of the stabilizing program vector of state coordinates and the vector of permissible program
motions for inequality constraints C, = C.

Consequence. In the case of equality of the stabilizing program vector of state coordinates and the vec-
tor of permissible program motions for inequality constraints C 0= C, the solution of generalized problems
of program motions stabilization (1) does not depend on the Lagrange multiplier for conditions of the
inequality type A and has the form

x=P"b+P°C. 9)

Proof. Let us repeat the reasoning of Lemma 1 with the condition of equality of the stabilizing program
vector of state coordinates and the admissible vector of program coordinates-controls CO = C. Problem
(1) will take the form:

X, :argmin{(p(x):”x—C”z‘AX:b, AeR™, CTCer,

D, ={x(x-C)' (x-C)<r*}} eR", (1o
Lagrange function for problem (10):
L=[x-C[;+2; (Ax=b)+2((x=C)" (x~C)-r*). (11)
The necessary conditions for function (11) have the form:
L =2(x—C)+ A", +21(x~C) =0,, (12)
L, =Ax-b=0,, (13)
L =(x-C) (x-C)-r* =0, (14)

The first equation (12) multiplied by matrix A, considering equality (13) of the form Ax = b, deter-
mines the equation

2b—2AC+AAT7»0 +2Ab-2AAC=0,. (15)
Then the scalar parameter is expressed from the resulting equation XO,
Ao =20.(AAT) AC+2(AAT) AC-21(AA") b-2(AA") b. (17)
Substituting 7‘0 into (12) followed by opening the parentheses determines the equation:
T 7! T 7\ T 7! T 7!
x+ix=A"(AA") b+2A"(AA") b-AT(AA") AC-2A"(AA") AC+LC+C.
Reducing similar ones and substituting the projection operators P* and P?, allows us to obtain an ex-

pression that determines the projection operator for solving problem (10), which does not depend on the
Lagrange multiplier A
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x=P'b+P°C.

Consequence is proven.

3. Synthesis of a dynamic system with restrictions on phase coordinates and controls

This is a method for synthesizing locally admissible controls for the generalized problem of stabilizing
a single stationary equilibrium position or program motions specified by the stabilizing program vector
C, = C,, and limited by the vector of admissible program motions C = C,, k € N, for an object in the
form of a difference operator with restrictions on phase coordinates and controls. In this case, it is as-
sumed that the nonlinear control object is locally controllable according to N.N. Petrov [17—20].

Let a nonlinear locally controlled object be defined by a difference operator:

X, =H(x,)+Fu,, y, =cx,, X, =X, €D, (15)

where D < R” is the neighborhood of attraction as a set of initial states from which the system returns
to the equilibrium position. Vectors and matrices of operator (15) have the form x,,, € R",x, e Dc R”",
y, €R’, u, eR", FeR"", c, € R, H(xk) € R" is the function vector.

Then the linear manifold for the operator optimization problem, considering the difference operator
(15), will be written in the form:

Az, :[E|—F]x[2‘”}:H(xk):bk, (16)

where the object operator, the vector “state-control” and the vector of the right side of the linear manifold
have the form:

A=[E-F]eR""") z =[x, |u,] eR"", b, =H(x,)eR".

Representing the difference operator of an object in the form of a linear manifold (16) allows one to
synthesize locally admissible controls by reducing the problem of calculating controls to a countable num-
ber of projection operator optimization problems. In this case, the problem of finite-dimensional mathe-
matical programming (1), considering the linear manifold (16), is transformed into a problem of the form:
calculate the “generalized” state-control vector (17)

k

Az, =[E1|—F][:‘“}:
k

(17)
=H(x,)=b,, C,, eD_, D, :{zk|(zk -C,) (2, —Ck)Srz}z}eR"””,

where C, € R" is the stabilizing program vector of state coordinates, C , € R" is the vector of permissi-
ble program motions for inequality constraints, C, <C .

The countable set of solutions to mathematical programming problems (17) determines the “state-con-
trol” vectors. The structure of the admissible control operator is determined by the generalized projection
operator of finite-dimensional optimization (2) and has the form:

z, (gi’ Gi) =P'b, +¢,P'Cy, +5,P°C,, i =1, 2,

where ¢, =(1+2, )_1 , G, =(1+4, )_l , 0, =X, (lJrkl)_l , 0, =4, (142, )_l , A, A, are a pair of La-
grange multipliers for a condition of the inequality type of the problem (1).
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The solution vector of the optimization problem under consideration is defined as the image of a con-
vex linear combination of two “boundary generalized operators” z, (gl , Gl) and z, (g2 , 0, ) ,

21( (Qn G250}, 0, e)=ezl*c (919(51)"‘(1_6)1; (gza 62), 96[0;1]9

z, (gi’ Gi) =P'b, +QiP0C0k +65P0Ck9 i=1, 2. (18)

Vector Z, (gl, Gy, 0y, 0,, 9) in (18) includes vectors of locally admissible controls u, =T Z, (gl, Gy»
0,,0,,0) and vectors of phase coordinate predictions x,,, =T.Z, (g, ¢,, 0, 0,,0) “filtered” using

E,,|andT =[E

As a result, it follows from relations (15)—(18) that the operator of a nonlinear dynamic system with
feedback for generalized problems of stabilization of program motions with restrictions on the vectors of
phase coordinates and controls specified by the program stabilizing vector C ok and the vector of permissi-
ble program motions C , Is written as:

0,., | respectively.

mxn nxn

matrices T, = [0

Xk+1 = H(Xk)+yFTuik (gla gza G1a 629 9),

(19)

7, (5,5 0,,0,,0) = [e(P*bk +¢,P°C,, +0,P°C, )] +(1-0)(P'b, +¢,P’C,, +0,P°C, ),
where G, =(1+}\,1)_l , Gy =(1+7»2)_l , O, =M, (1+}\,1)_1 , 0, =M, (1+?»2)_1 , Y € R — feedback pa-
rameter, O — "acceptability” parameter, 0 € [0;1].

4. Computational experiment

The section presents the results of a computational experiment of the dynamic system under study with
restrictions on phase coordinates and controls (19).

As an example of a dynamic object, we used a vector-matrix bilinear differential model of a synchro-
nous generator [21] with parameters of the Gorev-Park system of equations in the form of V.A. Venikov
[22]. To calculate the values of the vector-matrix model, the technical parameters of the TBB-320-2 syn-
chronous turbogenerator were used [23]:

AN —3.05i, +9.65mi, —0.22i, —2.8i,,—5.78i,, ]
i ~6.18wi, —1.95i, +3.70i, +3.70i,, -5.99i,,
i ~0.98i, +3.10i, —1.92i, +5.32i , —1.850i,
i, = -3.59i, +11.35wi, +1.55i, =10 , — 6.790i,, +
i, ~8.64wi, —2.73i, +5.18wi, +5.18wi,, —10i_
o' | |67.34ii,—67.34i,i, —40.32i i, —40.32i i, +40.32i,i, —4.030
o' ®
- ) (20)
578 0 022 00 0 O] [ u
0 =37 0 00 0 Of]|u
-18 0 192 00 0 Of|u,
+-68 0 -155 00 0 O0|x 0
0 -518 0 00 0 O 0
0 0 0 0 0 4032 0| |M,,
0 0 0 00 0 O0]] 0|
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Discretization of the mathematical model of a synchronous generator (20) is carried out by difference
operators of the implicit Euler method [24], implemented in the environment for dynamic modeling of
technical systems SimInTech!.

When conducting a computational experiment, the limitation parameter in the condition of ine-
quality 7 is taken equal to 1. Feedback parameter Y = —0.001. The Lagrange multipliers for limiting
the type of inequality and the “admissibility” parameter were selected experimentally and are equal to
A, =—0.998, 1, = —1.0017 and 6 = 0.509. The generalized vector of stabilization of program motions
and controls has the form:

C,=[0 000010000000 0]cR

Vector COk sets the stabilizing value of the synchronous generator frequency ®. The generalized vec-
tor of permissible program motions and controls is defined by the equality:

C,=[0 0 0 001001 00 0000 0 003 0]eR,

and in accordance with (20) sets the permissible restrictions on the frequency ® and mechanical torque
me. To calculate the stresses u , and u,,an approximate load model was used [25].

Considering the structure of the linear manifold (16) and the vector-matrix Park—Gorev model for the
TBB-320-2 synchronous turbogenerator (20), the calculated projector onto the linear manifold will take
the form:

P’ =
[ 0.45 0 031 037 0 0 0 —007 0 009 00 0 O]
0 0.33 0 0 046 0 O O 009 0 00 0 0
0.31 0 066 -0.18 0 0 0 -004 0 03 00 0 O
0.37 0 -0.18 0.73 0 0 0 -007 0 016 00 0 0
0 0.46 0 0 065 0 0 O 012 0 00 0 0
0 0 0 0 0 099 0 0 0 0 0 0 002 0
1o 0 0 0 0 0 0 0 0 0 00 0 O
=007 0 -004 -007 0 0 0 0.01 0 -001 00 0 O
0 -009 0 0 -012 0 0 O 0.02 0O 00 0 0
0.09 0 03 -0.16 0 0 0 -001 O 015 0 0 0 0
0 0 0 0 0 0 0 0 0 0O 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 002 0 0 0 0 0 0 0.0006 0
0 0 0 0 0 0 0 0 0 0 00 0 1]

The projector onto the orthogonal complement of a linear manifold is defined by the equality:

! Dynamic Simulation Environment. Available at: https://simintech.ru
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Fig. 1. Power change graph
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Fig. 2. Synthesized control actions of a synchronous generator
with restrictions specified by the vector of permissible program motions C,

[ 0.55 0 031 -037 0 0 0
0 067 0 0 046 0 O
-031 0 034 0.18 0 0 0
-037 0 0.18 027 0 0 0
0 -046 0 0 0.35 0 0
0 0 0 0 0 0006 0
P 0 0 0 0 0 0 1
0.07 0 004 0.07 0 0 0
0 009 0 0 0.12 0 0
-0.09 0 03 0.16 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 -012 0
0 0 0 0 0 0 0]

The graph of changes in the power of a synchronous generator, specified by a piecewise linear function
at constant intervals, is shown in Fig. 1.
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Fig. 3. Dynamics of synchronous generator currents
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Fig. 4. Dynamics of the permissible change in the “frequency” m of the synchronous generator,
specified by the stabilizing program vector C, and the vector of permissible program motions C,

Limited by the vector of admissible program motions C ,» the locally admissible controls U, and me,
defined by operator (19), considering the change in power, have the form shown in Fig. 2.

The dynamics of synchronous generator currents considering the “load graph” (Fig. 1) is shown in
Fig. 3.

The dynamics of the permissible change in the “frequency” ® of the synchronous generator, specified
by the program stabilizing vector CO and limited by the vector of permissible program motions C, consid-
ering the “load schedule” (Fig. 1), is shown in Fig. 4.

From Fig. 4 the value of frequency ®, considering the change in power, does not exceed the limitations
specified by the vector of permissible program motions C -

Conclusions

The paper presents the formulation of generalized problems of stabilization of given program motions
and provides the derivation of the projection operator for solving this class of problems.

A dynamic system operator was synthesized for generalized problems of stabilization of program mo-
tions with restrictions on the vectors of phase coordinates and controls.
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Using the example of a synchronous generator model consisting of a system of bilinear differential
equations with parameters corresponding to equations in the form of V.A. Venikov, the use of a synthesized
projection operator for calculating controls and stabilizing the phase coordinates of a dynamic system,
considering restrictions on coordinates and controls, is demonstrated.

Computational experiments were performed to confirm the correctness of the results obtained.
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AnHoTanusa. B paboTe mpenyioxkeH Moaxo/, COYSTAIOIIMA B ce0e TPU3HAKK PATUOMUKH U TIIy-
OOKOTro 00yueHUsI [JIsT TTOBBILIEHUs] TOYHOCTU KJIacCU(PUKALMU U300paKeHU, TTOJyUeHHBIX C
nomouibio KoMnbloTepHOit ToMorpaduu (KT) nerkux. Iist u3Bae4eHUs: CBEPTOUHBIX MPU3HAKOB
n3 KT-u3zobpaxeHuii Oblia UCMoJb30BaHa I1ybokast cBEpTouHas HelipoHHasi ceTb ResNetlS8.
PagmoMmyeckne NpU3HAKM, OMKCHIBAIOIINE TEKCTYpY, (POPMY M MHTEHCUBHOCTH, OBIIN OOB-
eIUHEHBI C 3TUMM CBEPTOUYHBIMH TIPpM3HAKAMU IJI YIAYYIICHUS MIPU3HAKOBOTO OMMCAHMS Ha-
o6opa manHbIXx KT m3o6paxkenuii nérkux. C mMoMoIpo MeTona riaBHbIX KomoHeHT (MI'K) u
METOAO0B O0TOOpa MPU3HAKOB ObLI MOJyYeH Hanbosiee MH(GOPMATUBHBIA HAOOp, COCTOSIIMI U3
250 mpusHakoB. Just kinaccupukauuy IpUMEHSJIMCh MOJIeIM MAIlIMHHOTO 00y4YeHMsI, BKJTIoJast
Cryyalinbiii iec 1 Meton onopHbix BektopoB (MOB). Kitaccudukarop MOB noxka3zain ayuiinve
pe3yabTaThl, JOCTUTHYB TOYHOCTU Kjaccudukanuu 0,97. JlobaBjieHUe TeHETUUECKUX JaHHbBIX
MMO3BOJIMJIO YIYYIIATh TOYHOCTh KiIaccumdukamum. KcciemoBaHme MOMUYEPKMBAECT BaXKHOCTH
00BETMHEHMS MEPEIOBBIX BEIYMCINTEILHBIX METONUK M METOMOJIOTHI 00pabOTKU JaHHBIX IS
pelIeHus 3a1a4 KjaccuuKalud n300pakeHuii.
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Introduction

Algorithms play a central role in many classification tasks, covering a variety of areas. Machine learning
methods for non-binary classification are of paramount importance, requiring adaptations to the specific
features of each area. In particular, the combination of image processing methods, such as extracting deep
convolutional and textural features, allows for analyzing textures in medical images and identifying and
classifying pathologies.

Deep convolutional features, formed by convolutional neural networks, are an important component
in image processing. Deep learning architectures like ResNet18, ResNet101, and ResNet152 have shown
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high performance in feature extraction tasks. These networks are trained to recognize complex image
textures, automatically extracting high-level representations, making them invaluable for understanding
complex structures in medical images.

Textural features complement deep convolutional features by providing information about variations
in pixel intensity and their spatial distribution. These features encompass statistical measures, capturing
textural characteristics within images. Methods such as the Gray-Level Co-occurrence Matrix (GLCM),
Gabor filters, Local Binary Patterns (LBP), and others study the structure of textures present in images.
They enable the identification of areas with significant intensity variations, oriented textures, fine-grained
textural differences, and even specific morphological aspects within images.

Existing methods for processing CT images have several notable limitations that require careful consid-
eration [1]. Many modern CT image processing methods primarily rely on image features. These features
often lack sufficient depth and informativeness, which can lead to reduced diagnostic accuracy, especially
in cases where complex textures in images have diagnostic significance. On the other hand, in some cas-
es, existing methods may not effectively utilize the capabilities of deep learning methods. Deep learning
architectures, such as ResNet18, allow for the extraction of convolutional features that can significantly
improve diagnostic accuracy [2].

The aim of this work is to combine radiomic and deep convolutional features to develop an algorithm
for the detection and classification of cancer in lung CT images [3, 4].

Materials and Methods

Data acquisition

For this study, the NSCLC Radiogenomics dataset was used, which includes CT images of lung patients
with various types and stages of lung cancer [6]. This dataset contains medical imaging, genomics, and
clinical data. The NSCLC Radiogenomics dataset was prepared with the following objectives:

1. Understanding the genome-image relationships: it serves as a resource for exploring and uncovering
the complex relationships between genomic data and characteristics of medical images.

2. Development of prognostic biomarkers: researchers can use this dataset to develop and evaluate
prognostic biomarkers of medical images, potentially improving patient stratification and treatment plan-
ning. In this study, medical data from 80 patients were used.

In this study, medical data from 80 patients were used.

Feature Extraction

The paper developed a set of features by extracting two types of features: radiomic and convolutional
[7]. Let's consider them in detail.

Radiomic features

For the study, 660 radiomic features were extracted for each computed tomography, including first-or-
der features based on shape and texture. Table 1 shows the main texture and shape features extracted from
CT images. For further work, 129 different textural features were selected, including Haralick [8], Gray
Level Co-occurrence Matrix (GLCM) [9], gradient, Gabor [10], and Local Binary Patterns (LBP).

Haralick Features (based on GLCM): Haralick features were chosen for their ability to detect subtle
textural differences in the image. They are particularly useful for identifying fine-grained textural patterns,
which may indicate specific pathological features in lung nodules. These features are calculated based on
GLCM. For example, one of the Haralick features, contrast, can be calculated as follows:

Contrast = Y P(i, j)-[i— j 2

i,j

where P (i i ) is the normalized GLCM, i and are the gray levels in the image.
Other Haralick features have their own equations, but they similarly involve calculations based on the
GLCM:
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Table 1

Description of the features along with their biological rationale
and their association with the morphology of the region of interest (Rol)

Features

Biological rationale and their association with the morphology of the Rol

Gray-Level Co-occurrence
Matrix (Texture)

Localizes regions with significant intensity variations within the nodule. It helps
identify areas with different textures or patterns inside the Rol

Steerable Gabor (Texture)

Captures oriented textures through changes in direction and scale, which can
be useful in describing the microarchitecture or structural patterns within the
Rol

Haralick (Texture)

Uses second-order derivatives to capture subtle textural differences in the
nodule. It helps in identifying fine-grained textural patterns that may be
indicative of certain pathological features

Law (Texture)

Represents spots, ripples, and wave-like appearances in the nodule. These
features can be relevant in characterizing specific morphological aspects of the
Rol

Fourier (Shape)

This feature involves both low-frequency components, which describe the
global shape of the nodule, and high-frequency components, which capture
local details or irregularities in the nodule's morphology

Explicit Descriptor (Shape)

This feature includes measures related to contrast, edge sharpness, and the
halo effect around the nodule. These aspects can provide insights into the
distinctiveness and shape characteristics of the Rol

N,
P(i.7)=~L
T

where Ni/ is the number of times a pixel with intensity i is adjacent to a pixel with intensity j in the image,
N s the total number of pixel pairs in the GLCM, which is equal to the sum of Nij for all possible combi-

nations of 7 and .

In other words, P (i ] ) quantifies the probability that a pixel with intensity i is adjacent to a pixel with
intensity j in the image, considering all possible pixel pairs. This probability is normalized by dividing by
the total number of pixel pairs V. to ensure that P(i, J ) represents a probability distribution across all

pixel pairs.

2. Gray-Level Co-occurrence Matrix (GLCM) features: GLCM statistics, including Energy, Correla-
tion, and Entropy, are chosen to provide insights into the spatial relationships of pixel intensities within
the nodule. These statistics help quantify aspects like uniformity, correlation, and randomness in texture
patterns. Common GLCM statistics include:

— Energy:

— Correlation:

— Entropy:

Energy = /ZP (i,j)2 ,
i.j

. ) P(i.
Correlation:Zi’j(l H)(J H) (l J),

Gicj
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Entropy = _ZP(i,j)-log(P(i,j)),

L

where [ represents the mean or average gray level of the image. It is calculated as follows:

w=i-P(ij),
i,J

3. Gradient: Gradient-based features do not have a single equation but often involve calculating gra-
dients (first-order derivatives) of the image to measure variations in pixel intensities. For example, the
magnitude of the gradient can be computed as:

2 2
Magnitude = (g] + a )
ox oy

ol ol
where (/) is the image, and (G_j and ((’Tj are the partial derivatives in the horizontal and vertical
X V

directions, respectively.
4. Gabor Features: Gabor filters are defined by a sinusoidal wave modulated by a Gaussian function,
and they can be used to extract texture features. The equation for a 2D Gabor filter is:

x12+y2yr2 ( xr j
G(x, ;1. 0,y,0,7)=exp| ———5— |cos| 2n—+Vy |,
(x,34,0,y,0,7) p( = v

where (A) is the wavelength (distance between the peaks of the sinusoidal wave in the Gabor filter), (0) is
the orientation (specifies the orientation angle of the sinusoidal wave in the Gabor filter), () is the phase
offset (introduces a phase shift in the sinusoidal wave), (6) is the standard deviation of the Gaussian en-
velope (determines the spread or width of the Gaussian envelope around the sinusoidal wave), (y) is the
aspect ratio (controls the elliptical shape of the filter's Gaussian envelope), and (x') and ()) are rotated
coordinates (coordinates represent the spatial location in the image after a rotation by the angle 0). By
varying these parameters, Gabor filters can capture different types of texture information.

5. Local Binary Patterns (LBP): LBP is a texture descriptor that encodes the local spatial pattern of
pixel intensities. It works by comparing the intensity of a central pixel with its neighbors, classifying each
neighbor as either brighter or darker than the central pixel. LBP features can capture patterns such as tex-
tures with varying granularity.

Convolutional features

In the study, various deep neural networks were explored for feature extraction from CT images. Spe-
cifically, the characteristics of three widely used deep networks, Resnet18 [11], Resnet101 [13], and
Resnet152 [14], were compared. The results showed that features extracted from Resnet18 outperformed
those from other networks (Resnet101 and Resnet152) in the task of classifying CT images. For this rea-
son, Resnet18 was chosen as the preferred network for feature extraction, which was then combined with
radiomic features to create the final feature set. This feature set was used for training machine learning
models and assessing their effectiveness in classifying lung CT images for the presence of nodules and their
T stage.

Transfer learning was used to fine-tune the pre-trained Resnet18 model on the CT dataset. A 1x512
dimensional vector from the last convolutional layer was extracted as features for each CT image [12].

Feature selection

Statistical analysis and machine learning-based classification were conducted to identify key features
with a strong correlation to genetic data. Specifically, a combination of Principal Component Analysis
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Fig. 1. Flowchart of the proposed method

(PCA) [15] and feature selection methods [16—18] was used to determine the most informative features
from the categories of radiomic and convolutional features. Using a combination of PCA and feature
selection methods, a set of 250 informative features, including both radiomic and deep features, was de-
termined.

Classification

Subsequently, machine learning models, including Random Forest and Support Vector Machines
(SVM) [19-21], were trained to classify lung CT images into seven categories based on the presence of
nodules and their T stage. 5-fold cross-validation was used to evaluate the effectiveness of each model.
Fig. 1 shows that after obtaining convolutional features, they are combined with radiomic features, which
consist of shape, intensity, and texture features. The combined data is then subjected to a classification
algorithm to classify them into 7 classes: T-1a, T-1b, T-2a, T-2b, T-3, T-4, T-is.

Experimental Results

The analysis of the lung CT image dataset showed that radiomic and convolutional features are highly
informative in predicting the subtype of lung cancer and T stage. Radiomic features are quantitative fea-
tures reflecting aspects of tumor visualization, including shape, texture, and intensity. On the other hand,
convolutional features represent trainable image representations extracted by a pre-trained deep neural
network.

The analysis identified a subset of radiomic features, including texture features, which strongly corre-
late with the genetic heterogeneity of lung cancer. Texture features are sensitive to variations in the spatial
distribution of pixel intensities within the tumor and have been shown to be highly informative in predict-
ing tumor heterogeneity and aggressiveness. Using a combination of PCA and feature selection methods, a
set of 250 informative features, including both radiomic and deep features, was determined. These features
were used to train machine learning models, including Random Forest and SVM classifiers with cubic
kernel functions, to classify lung CT scans into seven categories based on the presence of nodules and their
T stage.

The combination of convolutional and radiomic features achieved the highest classification accuracy,
with an average F1-score of 0.95, Recall of 0.96, and Accuracy of 0.97 across the seven categories. The
SVM classifier proved to be the most effective model, achieving an Accuracy of 0.97. These results demon-
strate the potential of this approach in improving the accuracy of lung cancer diagnosis and treatment
planning. Moreover, the convolutional features extracted using Resnet18 were particularly informative in
predicting the presence and T stage of nodules in lung CT scans. This highlights the importance of using
deep learning methods in combination with radiomic features for accurate and reliable lung cancer clas-
sification.

Overall, the results demonstrate the potential of CT tomography to improve the accuracy of lung can-
cer classification and provide more precise diagnosis and treatment planning for patients. By identifying
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key CT scanning characteristics that have a high correlation, an automatic system was developed for clas-
sifying lung CT images into seven categories based on the presence of nodules and their T stage, which can
improve patient treatment outcomes and reduce healthcare costs.

Discussion

The results of our study highlight the significant impact of incorporating radiomic features, including
texture, shape, and intensity features, in the classification of CT images into seven distinct categories. To
understand the relative performance of these features, we compared three different models: Deep Learn-
ing (No Radiomics, VGG-16), Deep Learning + Radiomics features, and Deep Learning + Radiomics
features + gene data.

When we evaluate the performance of these models, it becomes evident that radiomic features play a
vital role in improving the accuracy of CT image classification. The inclusion of radiomic features signifi-
cantly enhances the F1-Score, Recall, and overall Accuracy of our classification models (Table 2).

Table 2
Comparative Performance of Classification Models
Model F1-Score Recall Accuracy
S.K. Lakshmanaprabu et al. [21] — — 0.94
Deep Learning (No Radiomics) 0.75 0.68 0.78
Deep Learning + Radiomics features 0.91 0.88 0.93
Deep Learning + Radiomics features + gene data 0.95 0.96 0.97

Table 2 highlights a significant performance gap between using only deep learning and integrating ra-
diomic features. Notably, the inclusion of genetic data further enhances performance, demonstrating the
potential of multidimensional data integration. The invaluable role of radiomic features in improving di-
agnostic accuracy must be acknowledged. The limitations of the deep learning model without radiomic
features can be attributed to its inherent constraints in capturing complex patterns in CT images. Radi-
omic features, in contrast, provide quantitative insights into tumor characteristics, making them sensitive
to variations in pixel intensity and spatial distribution, crucial for predicting tumor heterogeneity and
aggressiveness.

In our study, Principal Component Analysis (PCA) and feature selection methods allowed the ex-
traction of a set of 250 informative features, including both radiomic and deep features. These features
were essential for training machine learning models, including Random Forest and Support Vector Ma-
chines (SVM) with cubic kernel functions, for classifying lung CT scans. The SVM classifier, in particular,
emerged as the most effective model, achieving an Accuracy of 0.97. The combination of convolutional
and radiomic features achieved the highest classification accuracy, with an Fl-score of 0.95, Recall of
0.96, and Accuracy of 0.97 across the seven categories.

Table 2 also shows another study that attempted to classify lung CT images. This approach employed
an Optimal Deep Neural Network (ODNN) and Linear Discriminant Analysis (LDA) to analyze lung CT
images. Deep features were extracted from these images and LDA was used for dimensionality reduction
to classify lung nodules as either malignant or benign. The ODNN was then optimized using a Modified
Gravitational Search Algorithm (MGSA) for lung cancer classification. This alternative approach report-
ed an impressive sensitivity of 96.2%, specificity of 94.2%, and accuracy of 94.56%. Compared to this
alternative study, our approach, enriched with radiomic features and genetic data, achieves an accuracy of
97%, representing a substantial 3% increase compared to models based on deep learning without radiom-
ics. The addition of radiomic features significantly improved diagnostic accuracy, emphasizing the promise
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of combining multi-modal data sources for redefining cancer classification and personalized treatment
planning.

Furthermore, the comparison of different deep networks for feature extraction showed that Resnet18
outperforms other architectures, emphasizing its potential as the preferred choice for feature extraction in
radiomic studies. Although our study focused on lung cancer classification, the developed approach can
be applied to other types of cancer, demonstrating the potential of using multiple data sources, including
genetic data and visualization data, to enhance the accuracy of cancer diagnosis and treatment planning. A
limitation of our study is the relatively small sample size and manual segmentation. Future research using
larger datasets and automated segmentation methods can provide further insights into the potential of our
approach for lung cancer classification and personalized treatment planning.

Conclusions

The study aimed to explore the relationship between features based on computed tomography and ge-
netic heterogeneity in lung cancer patients with the goal of improving the accuracy of cancer classification.
It was shown that the integration of radiomics and deep learning methods can significantly improve the
accuracy of lung cancer diagnosis and treatment planning, while the use of genetic data in combination
with visualization data can help identify key features associated with lung cancer.

Adding radiomic features to deep features increased the classification accuracy by 13%, from 78% to
91%. Furthermore, the inclusion of genetic data further improved accuracy by 4%, reaching an impressive
95%. This demonstrates the substantial impact of multidimensional data integration on the performance
of our classification models.

Our approach showed high accuracy in predicting the presence and T stage of nodules in lung CT
scans, as well as the ability to differentiate between malignant and benign nodules. It was also found that
convolutional features extracted using Resnet18 were particularly informative in predicting the presence
and T stage of nodules, highlighting the potential of deep learning methods for feature extraction in radi-
omic studies.

The ability to accurately predict the presence and T stage of nodules in lung CT scans can have signifi-
cant implications for individualized treatment planning and identifying patients at high risk of developing
lung cancer. The study indicates the potential of using multiple data sources to develop automated cancer
classification systems and personalized treatment planning to improve patient outcomes and reduce the
burden of lung cancer. The obtained results underscore the importance of continuing to develop and refine
innovative approaches to cancer diagnosis and treatment planning, with the ultimate goal of improving
patient outcomes and reducing the impact of lung cancer on individuals and society.
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