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Research article @ 018
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FEATURES OF CENTIMETER-BAND FILTER-BANK
DESIGN BASED ON GaAs pHEMT-TECHNOLOGY

D.V. Klimenko', A.B. Nikitin? = ,
A.A. Stroganov?, I.A. Tsikin?

! Special Technological Center Ltd, St. Petersburg, Russian Federation;

2 Peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation

= nikitin@mail.spbstu.ru

Abstract. This article presents the results of the filter-bank design in the centimeter range. The
filters are made in the form of microwave monolithic integrated circuits based on domestic GaAs
pHEMT technology. The filter-bank includes bandpass filters operating in four subbands of the
total frequency band 5.8 ... 18.2 GHz. The developed filters have VSWR of no more than 1.5 in the
passband. Stopband suppression at 30% offset or more from the passband center frequency is more
than 45 dB. When constructing filters of different subranges, different implementation options
were used: lumped filters and microstrip filters based on interdigital and hairpin structures. Using
the example of the microstrip bandpass filters design, the article discusses the features of modeling
microwave monolithic integrated circuits in the AWR Design Environment.

Keywords: microwave, bandpass filter, GaAs pHEMT, interdigital, hairpin, electromagnetic
simulation

Citation: Klimenko D.V., Nikitin A.B., Stroganov A.A., Tsikin I.A. Features of centimeter-band
filter-bank design based on GaAs pHEMT-technology. Computing, Telecommunications and
Control, 2023, Vol. 16, No. 3, Pp. 7—17. DOI: 10.18721/JCSTCS.16301

© Klimenko D.V., Nikitin A.B., Stroganov A.A., Tsikin I.A., 2023. Published by Peter the Great St. Petersburg Polytechnic University
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OCOBEHHOCTU PASPABOTKH
BAHKA ®U/1bTPOB CAHTUMETPOBOIO AUAMNA3O0OHA
HA OCHOBE GaAs pHEMT-TEXHOJIOTUU

.B. KnumeHko!, A.b. Hukumun? = ,

A.A. CmpoeaHoB?, N.A. HukuH?

1 000 «CreumnanbHbli TEXHONOTMYECKMIA LEHTPY,

CaHKT-MNeTepbypr, Poccuiickan Pepepaums;

2 CaHKT-MNeTepbyprckuii NoNMTEXHUYECKUn yHuBepcuTeT MNeTpa Bennkoro,
CaHkT-NeTepbypr, Poccuitickaa Pepepauma

B nikitin@mail.spbstu.ru

AnHoTamusa. B maHHoi#1 craThe TpeacTaBlieHbl pe3yabTaThl pa3paboTKKU OaHKa (QUJIBTPOB CaH-
TUMETPOBOTO IMana3oHa, BbINOJHEHHbIX B BUuae CBY MOHOMUTHBIX HHTErPaJIbHBIX CXEM Ha OC-
HoBe oTeuyecTBeHHOU GaAs pHEMT-TexHonoruu. baHk BKJIIoyaeT B ce0s1 OJI0COBbIE (DUIBTPHI,
paboTarolire B YeThipeX Mojarana3oHax ooiiei mojockl yactot 5,8 ... 18,2 I'Ti1. PazpabotaHHbIe
¢unbrpel 6aHka uMeloT B nojioce nmpornyckanus KCBH we 6onee 1,5, mpu nogaBieHuu B 10-
JIoce 3arpaxmeHusT He XyxXe 45 n1b Ha oTcTpoiikax OT LIeHTPaIbHON 9aCTOTHI, IMPEBOCXOMSIIINX
+30%. BHocuMmble TToTepH B ITOJI0CE MPONYCKAHUS HE MPeBOCXoadT 6 1b B HU3KOYaCcTOTHOM U 3
1B B BBICOKOUACTOTHOM YacTU McciaeayeMoro nuamnasoHa. [Ipu moctpoeHuM ¢hUIbTPOB pa3HbIX
MOIAMana30HOB ObLIM MCIOJb30BaHbl Pa3IMYHbIe BApUAHThI pean3aluu: GUIbTPbl Ha cocpe-
JIOTOYEHHBIX 2JIEMEHTaX M1 MUKPOTIOJIOCKOBbIE (DPUJIBTPHI HA BCTPEUHO-IITHIPEBBIX U IITTAJIETHBIX
cTpyKTypax. Ha mpuMepe pa3paboTKi MUKPOIIOJIOCKOBBIX TTOJIOCOBBIX (DMIBTPOB B CTAThe pac-
CMOTpeHBI 0cobeHHOCTH MoenupoBaHust CBY MOHOTUTHBIX MHTErpajibHBIX cXeM B cpere AWR
Design Environment.

Kmouessie caosa: CBY, nonocosoit punstp, GaAs pHEMT, BcTpeuHO-CcTepXKHEBOM, LINTUIEY-
HBbIii, 27IEKTPOMAarHUTHOE MOJCIMPOBAHKE

Jna murupoBanmsa: Klimenko D.V., Nikitin A.B., Stroganov A.A., Tsikin 1.A. Features of
centimeter-band filter-bank design based on GaAs pHEMT-technology // Computing, Telecom-
munications and Control. 2023. T. 16, Ne 3. C. 7—17. DOI: 10.18721/JCSTCS.16301

Introduction

One of the main elements of a preselector in modern radio-receiving microwave devices is a filter-bank,
which includes a set of bandpass filters (BPF). The characteristics of such partial BPFs — the main com-
ponents of the filter-bank — determine several important parameters of the entire radio-receiving device.
When developing bandpass microwave filters in the form of monolithic microwave integrated circuits
(MMIC), they can be designed as lumped or distributed element circuits and implemented in various
transmission line structures [1—3].

Bandpass filters based on microstrip structures are often used in the microwaves due to their compact
size and high yield. Several examples of simplified microstrip BPF’s circuits that are widely used in prac-
tice are shown in Fig. 1: a) interdigital, ») hairpin, ¢) open-loop [1, 4].

Despite the large number of works devoted to the microwave filters studies (e.g. [1-9]), the choice of
the basic structure and the development of the final circuit in each case is a separate, rather labor-intensive
task. An example of such a task is the development of a microwave bandpass filter-bank that covers a large
frequency band (an octave or more). In this case, it is necessary, based on a single MMIC technology, to

© Knumenko A.B., HukutuH A.B., CtporaHos A.A., LnkuH W.A., 2023. U3paTenb: CaHKT-MeTepbyprckuii NOIMTEXHUYECKUI YHUBEPCUTET MeTpa
Benukoro
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Fig. 1. Simplified schemes of microwave microstrip bandpass filters

build several circuits that provide the required characteristics in several frequency sub-ranges of preselec-
tors of broadband radio receiving devices [10, 11].

Introduction of monolithic microwave integrated circuits in the creation of filters allows drastic re-
duction of the mass, size, labor intensity of manufacturing, while increasing reliability and improving the
repeatability of characteristics. In conditions of mass serial production, it also reduces costs per unit of
production [2]. At the same time, it is important to note that due to permanent restrictions on the supply
of electronic devices and dual-use systems to Russia it is becoming increasingly difficult to obtain the re-
quired products from abroad [12]. In this regard, the expansion of the microelectronic microwave devices
nomenclature, produced on the basis of domestic technology and optimization of the process of their
modeling are of particular relevance [12, 13].

This paper describes the design of the bandpass filter-bank on the example of studies of various MMIC
BPF’s circuits covering the frequency range, including most of the C-, X-, and Ku-bands in four sub-rang-
es:No.1—-5.8...8.2GHz,No.2—7.8...11.2 GHz, No. 3—-10.8 ... 15.2 GHz, No.4 — 14.8 ... 18.2 GHz.

The following frequency responses were used as required performance for the developing bandpass
filters: insertion loss in sub-range No. 1 — 6 dB, No. 2 — 5 dB, No. 3 — 5 dB, No. 4 — 4 dB, VSWR in
passband is not more than 1.6, stopband suppression is no less than 45 dB at 30% offset and more from the
passband center frequency.

The filters under study are designed based on the domestic GaAs pHEMT technology using complex
design tools for solid-state microwave devices for the 0.25 um technological process (PDK_pHEMT025D)
[14—16].

LC-bandpass filters on lumped elements

At the comparative study of various bandpass filters operating in the low-frequency part of the investi-
gated frequency range (sub-ranges No. 1: 5.8 ... 8.2 GHz and No. 2: 7.8 ... 11.2 GHz), it was found that it
is reasonable to use LC-filter circuits on lumped elements as basic schemes. The simulation showed that
the use of microstrip structures (Fig. 1) as basic circuits of bandpass filters at these frequency leads to ex-
cessively large dimensions of the MMIC chip (more than 5000x5000 pum)

The conducted studies of the idealized filter prototype have shown that to obtain the required char-
acteristics it is necessary to choose filters with frequency responses having transmission zeros in the stop-
band. In addition, the simulation of an idealized filter prototype showed that the filter order should be
quite large. Therefore, in this paper a quasi-elliptic filter on lumped elements of the 9" order was chosen
as a basis for the BPF construction of the 1*t and 2" sub-ranges. An equivalent circuit of such an idealized
bandpass LC-filter with transmission zeros near the passband edges is shown in Fig. 2, a [1].

When selecting the scheme and order of the idealized prototype filter, the initial parameters should be
used with a certain margin both in terms of insertion loss in the passband (a few dB) and rejection in the
stopband (up to 50 dB).

Besides, the results of the research have shown that it is expedient to increase values of the central
operating frequency and a bandwidth (in comparison with initial data). Further design of the filter gen-
erally leads to narrowing of the initial bandwidth and some shift to the low frequency area. For example,
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a)

|$11], |21, dB

Frequency (GHz)

Fig. 2. Schematic of idealized BPF No. 2 (@), MMIC layout (b)
and frequency responses (c¢): 1 — idealized BPE, 2 — MMIC

when designing 1* sub-range BPF (BPF No. 1) at the given values of the center frequency f0 =7 GHz
and 6.8 ... 8.2 GHz bandwidth it is reasonable to set a significantly larger bandwidth of the initial proto-
type to 5.45 ... 8.65 GHz with the center frequencyjf) =7.1 GHz.

When designing the BPF of the 2" sub-range (BPF No. 2) these corrections, as simulation has shown,
make the following values: at given values of the center frequency f0 =9.5GHzand 7.8 ... 11.2 GHz band-
width it is necessary to set the bandwidth of the initial prototype to 7.2 ... 12 GHz with f0 =9.6 GHz.

As an example, Fig. 2 shows: the circuit of the initial idealized BPF No. 2 (Fig. 2, @), MMIC topology
designed on its basis (Fig. 2, b) and BPF frequency responses |S11|, |S21| — insertion loss and input return
loss. In the Fig. 2, ¢, the dashed lines show the responses of the idealized circuit (curves 1), and the solid
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|s11],S21], dB

Frequency (GHz)

Fig. 3. S-parameters of BPF No. 1

lines show the simulation result of the final MMIC (curves 2). It should be noted that MMIC design in-
cluded two stages: basic circuit design using process design kit (PDK) and MMIC topology design using
electromagnetic (EM) simulation.

The frequency responses of the MMIC BPF No. 1 is shown in Fig. 3.

The designed BPFs No. 1 and No. 2 have the following characteristics: insertion loss is no more than
6 dB for sub-range No. 1 and 4.6 dB for sub-range No. 2 (3.5 dB and 2.5 dB at center frequency f0 for
No. 1 and No. 2, respectively), return loss is not worse than 14.5 dB (input and output VSWR for both
filters no more than 1.5). Stopband suppression at 30% offset or more from the passband center frequency
is not worse than 45.5 dB for sub-range No. 1 and 49 dB for sub-range No. 2. MMIC chip of BPF No. 1,
2 have dimensions less than 2000x2600 pum.

Bandpass filters on microstrip structures

According to the results of the studies about filters operating on higher frequency ranges (BPF No. 3 —
10.8 ... 15.2 GHz and BPF No. 4 — 14.8 ... 18.2 GHz), filters on microstrip structures are preferred when
selecting initial schemes (Fig. 1). It is easier to provide the required level of insertion loss using microstrip
structures in comparison to LC-filters on lumped elements. Comparative modeling of microstrip bandpass
filters showed that the best choice in this frequency range would be the schemes of the hairpin (Fig. 1, a)
and interdigital (Fig. 1, b) filters. In this case, four microstrip structures were considered. Along with the
two mentioned above, open-loop filters (Fig. 1, ¢) and filters on stepped microstrip resonators were also
studied. Filters based on open-loop resonators and stepped microstrip resonators showed generally worse
performance. In particular, the dimensions of open-loop microstrip structures are significantly larger in
comparison with hairpin and interdigital structures (in this case up to 9000 um or more).

To determine filter orders needed to achieve the required parameters, studies of corresponding ideal-
ized prototype filter circuits were conducted. Studies showed, that when designing interdigital and hairpin
filters, it is advisable to use prototypes of the 15" and 7" orders, respectively.

The standard topology of microstrip elements in the PDK_pHEMTO025D library consists of two metalli-
zation layers. The first layer with a thickness of 1 um is formed by sputtering, while the second layer is formed
by chemical deposition, with a thickness about 5 um. As a result of deposition, the microstrip does not have
a strictly rectangular profile, and its thickness can vary in length. To increase the yields of the MMIC, it was
decided to use only the first layer of metallization during design. Fig. 4 shows the resulting designed MMIC
topologies: the interdigital filter — BPF No. 3 (Fig. 4, a) and the hairpin filter — BPF No. 4 (Fig. 4, b).

The simulation showed that the filter circuits require input and output matching circuits to achieve the
required frequency responses. Some of the matching circuits include both microstrip line segments and
lumped LC-elements, for example, a MIM-capacitor for the hairpin filter circuit (Fig. 4, b).

11
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a)

Fig. 4. MMIC topologies of bandpass filters No. 3 (a) and No. 4 (b)

When selecting the basic circuits, simulation of the two above mentioned filters was carried out in both
sub-ranges No. 3 and No. 4. In the considered sub-ranges interdigitated and hairpin filters have similar
performance and satisfy the required characteristics.

Detailed comparison of these two filters performances (insertion loss, return loss, selectivity and chip
size) allows us to make a choice in sub-range No. 3 in favor of an interdigital BPF (Fig. 4, @), and in sub-
range No. 4 in favor of a hairpin BPF (Fig. 4 b).

Fig. 5 shows the characteristics of the interdigital (sub-range No. 3) and hairpin filter (sub-range
No. 4) in the form of frequency responses |[S11| and [S21|. In Fig. 5 the dashed lines show the responses of
the BPF No. 3 (curves 3), and the solid lines — BPF No. 4 (curves 4).

The designed MMIC of the BPF No. 3 has the following frequency responses: the minimum value
|S21| = —4.2 dB at the frequency /= 15.2 GHz in the passband. Stopband suppression at 30% offset or
more from the passband center frequency is more than 49 dB. Return loss is not worse 14 dB (input and
output VSWR is not more than 1.5).

The designed MMIC of the BPF No. 4 has following performance: maximum value of insertion loss
in the passband is 3.1 dB at the frequency /= 18.2 GHz and 2.4 dB at the center frequencyf0 =16.5 GHz
of the passband. Stopband suppression at 30% offset or more from the passband center frequency is more
than 48.5 dB. Return loss is not worse than 25 dB in passband (input and output VSWR is not more than
1.1). MMIC sizes of both BPF No. 3 and No. 4 do not exceed 21003100 pm.

The MMIC filter simulation features

A distinctive feature of microwave circuits topology development, as noted above, is the need for elec-
tromagnetic (EM) modeling at the final stage of design. The results of EM simulation often differ signif-
icantly from the results of circuit simulation based on library elements [17—21]. This difference turns out

12
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BPF Ne3, 4

|11}, 1821], dB
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Fig. 5. S-parameters of BPF No. 3 and No. 4.
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Fig. 6. Frequency responses of the test circuit () and a part of the test structure topology (b)

to be more essential on the higher frequency range as well as with more complex chip design. At the same
time, to achieve the required parameters and define the final chip topology, it is often necessary to conduct
many EM simulation cycles. Therefore, methods to optimize the chip design process were considered dur-
ing filter development. A study of the effect of different MMIC design ways on the resulting characteristics
was carried out. For this purpose, a fragment of the hairpin BPF circuit was considered as a test sample
(Fig. 4, b). This test circuit was divided into two subcircuits and on their basis the following variants of
forming topology and simulating characteristics were implemented:

1. EM simulation of a complete test structure. This simulation variant was used as a reference.

2. Circuit simulation of the test structure based on library elements.

3. EM simulation of two subcircuits of the test structure separately. Simulation of a two-stage circuit,
where EM models act as composite stages.

Fig. 6, a shows the frequency response simulation of the considered test circuit obtained by three dif-
ferent methods. Numbers 1, 2 and 3 in the graph indicate three different simulation ways described above.

As follows from the graphs in Fig. 6, a, the results of circuit simulation (Fig. 6, a, curves 2) and EM
simulation (Fig. 6, a, curves 1) are significantly different. EM simulation of the divided the test structure
(Fig. 6, curves 3), allows to slightly approximate the responses to the reference ones. However, the discrep-
ancy is still quite significant. This may be a consequence of the unaccounted electromagnetic interaction
between the individual stages of the whole circuit. This situation occurs in the modeling for option 3.

13
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The studies have shown that the use of de-embedding procedure with reference plane shifting can help
to reduce the differences between the full EM model of the whole circuit (Fig. 6, a, curves 1) and the com-
posite one (Fig. 6, a, curves 3) consisting of EM models of subcircuits [18, 21]. Fig. 6 5 shows the topology
of one of the test structures subcircuits, indicating the value dL of the input port reference plane shift. The
result of modeling a two-stage circuit, where EM models of individual subcircuits with a shift value of the
reference plane dL = 30 um act as composite stages, is marked with number 4 in Fig. 6, a.

As shown in Fig. 6, the use of reference plane shift makes it possible to significantly reduce the difference
between the frequency responses of a complete EM model of a single circuit (Fig. 6, a, curves 1) and the
frequency responses of a two-stage circuit, where EM models act as composite stages (Fig. 6, a, curves 4).
Design and simulation of such composite circuit are much faster. The results of modeling have shown that it
is reasonable to choose the value of such shift in the range of 20 ... 50 um for the considered structures.

Comparison with State-of-the-Art Filters

The characteristics of the filters studied in this work and their foreign analogues, based on monolithic
GaAs MMICs, are provided in Table 1.

Table 1
Characteristics of filters based on monolithic GaAs MMICs

Ref, fpGHz| D daln | Tl | Ribpe | RERI | RS | size, mme
BWBF-8/12 [22] 10 8-12 (40%) 1.7 2 15 >25 1.42
BWBF-12/16-7C3 [22] 14 12-16 (28%) 2.5 1 12 <20 1.28
PDBF-15R7/17R7-D2 [22] 16.7 15.7-17.7 (12%) 2 I* 11 40 5.12
XBF-163-D+ [23] 16 | 15.5-16.5(6.3%) | 4 N/A 17 >50 3.44
MFBP-0002CH [24] 6.65 5.9-7.4 (22%) 1.5 1* 18 45 5.76
MFBA-0003CH [24] 12 10.1-14.1 (33%) | 2.1 1* 15 44 9.6
MFBA-00001CH [24] 16 14.1-17.9 (22%) | 2.4 1.2% 17 45 9.6
This work BPF#1 7 5.8-8.2 (34%) 3.5 2.5 14.5 46 4.04
This work BPF#2 9.5 7.8-11.2(36%) | 2.5 2.2 14.2 48 3.46
This work BPF#3 13 10.8-15.2 (34%) | 2.3 1.9 14 49 6.41
This work BPF#4 16.5 14.8-18.2 (21%) | 2.4 0.8 25 48.5 5.36

* — approximate

The table shows the following parameters: f0 — central frequency of the passband; f1 — f2 (FBW) —
minimum and maximum frequencies of the passband (relative bandwidth); /L — insertion loss at the cen-
tral frequency; Ripple — ripple in the passband; RLmin — minimal return loss in the passband; Reject.
— stopband suppression (at offset from the center frequency f0 * 0.3f0 and more), Size — MMIC size. A
comparison of the given data shows that filters BPF No. 1—3 are somewhat inferior to some samples in
terms of the chip size [22], as well as the ripple in the passband [22, 24]. At the same time, the developed
BPFs are highly selective. According to this characteristic, the filters under study are superior to most of
the presented samples. In addition, for example, BPF No. 4 turns out to be better than filters of a similar
range in other parameters [22, 24]. As shown, using the domestic GaAs pHEMT technology, the overall
performance of the designed BPFs is very competitive.
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Conclusion

The paper presented a comparative study of various implementations of bandpass filters on monolithic
integrated circuits, covering the most part of C-, X- and Ku-bands. The results show that in the lower part
of the considered frequency range it is expedient to build filters on the basis of lumped elements, while
in the high-frequency part bandpass filters on microstrip structures have the advantage over LC-filters,
among which hairpin and interdigital filters have demonstrated the best characteristics.

To reduce the number of required EM simulation cycles and decrease the total design time of a MMIC,
it is advisable to divide the designed circuit into several subcircuits with step-by-step EM simulation of
individual stages.

As a result of this research, a filter-bank was designed, including four MMIC bandpass filters over-
lapping the total operating bandwidth of 5.8 ... 18.2 GHz. The partial BPFs of filter-bank are designed
on the basis of domestic GaAs pHEMT-technology using comprehensive tools for designing solid-state
microwave devices (PDK_pHEMT025D) and have a bandwidth of 20—35%. All four designed filters have
VSWR of no more than 1.5 in the passband. Stopband suppression at 30% offset or more from the passband
center frequency is more than 45 dB.
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Abstract. This work considers the possibility of using ring resonators as optical modulators
in communication systems. Ring resonators are the major component in all-optical integrated
photonic circuits due to their small size, which contributes to increasing the integration density.
Controlling the light intensity through the eclectic/optic effect is the main aim of this study.
Electron/optic modulation through the use of the plasma dispersion effect is studied. The plasma
dispersion effect is a mechanism by which a controlled change in the effective refractive index of
Silicon on Insulator (SOI) can be achieved by changing the concentration of free carriers in the
silicon waveguides. In the SOI ring resonator based optical modulator, the intensity of the light
passing through the resonator is controlled by changing the refractive index of the ring waveguide
material, which in turn changes the resonance conditions of the resonant modes. This change
in the resonance conditions can be achieved by applying an electrical field to the modulating
electrodes, which are placed in the rib waveguide. In this work, the theoretical analysis and
the response of the modulator are first presented, then the performance is validated using 3D
simulation software. Although the work concentrates more on the intensity modulation of On-
Off keying, it also opens the door for using such compact modulators for different modulation
techniques such as Orthogonal Frequency Division Multiplexing (OFDM); which means high
data rate modulators using small-size devices.
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AnHoTtanus. B paboTe paccMaTpuBaeTCsi BO3MOXHOCTb MCTIOJIb30BaHUS KOJIBIIEBBIX Pe30HA-
TOPOB B KAUECTBE ONTUYECKUX MOIYJISITOPOB B cUCTeMax CBsi3u. KosblieBble pe30HATOPHI SBIIS -
I0TCSI OCHOBHBIM KOMITOHEHTOM TTOJTHOCTBIO ONTUYECKUX WHTEeTPATbHBIX (DOTOHHBIX CXEM M3-3a
MX HEOOJTBIIIOTO pa3Mepa, KOTOPBIi CITOCOOCTBYET YBEJIMUEHMIO TIJIOTHOCTU MHTETPAIIUU. YTIpaB-
JIEHVEe MHTEHCUBHOCTBIO CBETA C TIOMOIIBIO IKJIEKTUYECKOT0/ONTHYeCKOro adeKTa aBisieTcst
OCHOBHOI 1IeJIbI0 JaHHOTO HuccieaoBaHMsl. M3ydeHa 3/1eKTPOHHO-OMTUYECKasi MOAYJSILUS C
HUCIOJb30BaHUEeM addeKTa MmIa3sMeHHON aucnepcuu. DGdeKT miasMeHHONH AUCIepCcuu — 3TO
MeXaHU3M, C MOMOIIbI0O KOTOPOTO KOHTPOJUpyeMoe M3MeHeHHe 3(PdeKTMBHOro TmoKasaress
npesomyieHust KpeMHust Ha uzoJisitope SOl MoxeT ObITh JOCTUTHYTO MYyTEM U3MEHEHUST KOHIIEH-
Tpaluu CBOOOMHBIX HOCUTENIEH B KDEMHUEBBIX BOJIHOBOJAX. B onTruiyeckoM MoIyssiTope Ha Oc-
HOBeE KOJIbIIeBOTO pe3oHaTopa SOl MHTEHCUBHOCTD CBETa, ITPOXO/ISIIIETO YePe3 PE30HATOP, PeTy-
JIUpyeTcsl MyTeM U3MEHEHUsI MoKas3aTes MpeJoMIeHUsI MaTepualia KoJIblLIeBOTo BOJHOBO/IA, UTO,
B CBOIO OUY€pe/ib, U3MEHSIET YCJIOBMS pe30HaHCa PE30HAHCHBIX MO, DTO U3MEHEHUE YCIIOBUI pe-
30HaHCAa MOXKET OBITh TOCTUTHYTO ITyTeM MTPUJIOKEHUS JIEKTPUIECKOTO TTOJIST K MOAYJIMPYIOITUM
9JIEKTPOJIaM, KOTOPhIe pa3MellleHbl B peOpUCTOM BOJTHOBOAE. B 210l paboTe mpeacTaBieH Teo-
peTHUECKUIA aHAJIU3 U CHavajla MPeICTaBIeH OTKJIMK MOJIYJSITOpa, 3aTeM MPOU3BOIUTEILHOCTD
MPOBEPSIETCS C IMOMOIIBIO TIpOorpaMMHOro obecrieueHust 11s1 3D-MoaeaupoBaHusa. XoTs paboTa
B 0OJIbLLIEH CTENEHN COCPEAOTOYEHA HA MOLYJISILMY MHTEHCUBHOCTH BKJIIOYEH U - BBIKJIIOYEHMUS,
OHa TaKXXe OTKPHIBAeT BOBMOKHOCTH JIJISI UCTIOJIb30BAHUS TAKMX KOMITAKTHBIX MOIYJISITOPOB JIJIST
Pa3IMIHBIX METOIOB MOAYJISILINU, TAKUX KaK MyabTuIuiekcupoBanrue OFDM ¢ opToroHaJIbHBIM
YACTOTHBIM pa3leJIeHUEeM; 3TO O3HAYAET, YTO MOYJISITOPHI C BBICOKOW CKOPOCTBIO Mepeauu JaH-
HBIX UCTTOJIB3YIOT MaJloTabapUTHBIE YCTPOUCTBA.

KiioueBble cioBa: onTUYECKKUE BOJTHOBOJBI, ONTUUECKUIA MOIYJISATOP, (DOTOHHBIE CXEMbI, KOJIb-
LIEBOU pe30HATOp, KPEMHUI Ha U30JISITOPE

Jlnga murupoBanus: Mansoor R. SOI photonic circuits for optical communication systems //
Computing, Telecommunications and Control. 2023. T. 16, Ne 3. C. 18—28. DOI: 10.18721/
JCSTCS.16302

Introduction

Silicon-on-insulator (SOI) waveguides are the “Occam’s Razor” of edge connectivity for integrated
photonic circuits [1]. It is a simple solution to transporting light that minimizes size, weight, and cost
[2]. Adding the possibility of using these waveguides to perform modulation functions to the propagated
light will contribute more to the miniaturization of optical components and increase the integration
density. SOI waveguide consists of a silicon layer of a high refractive index built on silicon dioxide of a
lower refractive index to ensure the confinement of light in the high refractive index core region [3]. The
mode confinement is highly dependent on the effective refractive index (7, ﬂ) of the SOI. Manipulating
the carrier concentration of the silicon material will lead to forming a p—n junction. Therefore, using
a DC volt bias can cause a concentration change of the free electrons and holes and finally change the
n, ﬁ,of the waveguide [4]. Hence, a controlled change in the effective refractive index via an external DC
voltage can lead to a phase change in the propagated light. However, using a micro ring resonator will
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provide the possibility to control the resonance wavelength through the controlled change of the n
and, hence, the ring resonator optical modulator can be designed.

The ring resonator is a basic building block in all-optical integrated circuits [5]. It consists of a straight
bus waveguide coupled to a bent waveguide to form a circuit that resonates in specific wavelengths. The
resonance wavelength depends mainly on the ring radius and the effective refractive index of materials.
The separation between bus and ring waveguides determines the coupling efficiency and as a result,
the amount of light that couples from the bus waveguide and resonates in the ring [6]. If a number of
wavelengths are launched in the input port of the bus waveguide, only the wavelengths that satisfy the
resonance condition will couple the ring and leave the bus waveguide. The wavelength separation be-
tween two successive wavelengths is called the free spectral range FSR which depends on the ring radius
[7]. Owing to their small size, ring resonators have been used widely in all-optical integrated circuits in
different applications such as add-drop multiplexers, and sensors [8, 9].

In the ring resonator-based optical modulator, the intensity of the light passing through the resona-
tor is controlled by changing the refractive index of the waveguide material, which in turn changes the
resonance conditions of the resonant modes. This change in the resonance conditions can be achieved
by applying an electrical field to a modulating electrode that is placed near the waveguide. Ring resona-
tor-based optical modulators have several advantages over other types of optical modulators, including
high modulation efficiency, low power consumption, low insertion loss, and compact size [4]. In recent
years, there has been significant research and development in ring resonator-based optical modulators,
particularly in the areas of silicon photonics and integrated photonics [10, 11]. These advances have
led to the development of new and more advanced modulators, including high-speed modulators, low-
loss modulators, and modulators with improved bandwidth and modulation depth. The possibility of
controlling the resonance wavelength through the electro-optic change of the effective refractive index
can be used to control the intensity of output light [12]. A linear change of the An through the applied
DC volt provides an optical modulator with a high speed of response for the conventional non-return
to zero NRZ and also for advanced modulation techniques such as OFDM transmission [13]. In this
work, an optical modulator based on a ring resonator is presented. The mathematical analysis for the
electro-optic effect is discussed and numerical modelling of the proposed design is performed using 3D
simulation software [14]. The results show the output frequency response of the design that can be used
as a modulator in optical communication systems.

eff’

Theoretical Modelling of the Proposed Design

Mathematical analysis
Starting from the first Maxwell’s equation, the Laplacian of the electrical field is expressed as [15]

V’E = o’ uek — jouJ. (1)

But J = aa—];, where P is the polarization

2 2

vii-2on 2l @
Pzao(xl-E+X2-E2+x3-E3), (3)

where y! is the electrical linear susceptibility.

Given that
e=1+y";
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_ . C . A _ 1 1 . 1
8—(n+]otgj2n+ﬂx%—l+x —1+Re(x )+]Im(x )
So that,

n:l+Re(X1); 4)
OL=j%Im(X1). (%)

The above analysis is valid for low electric fields where only linear susceptibility is used. For high-in-
tensity optical fields, high-level susceptibility (%> and ) needs to be taken into account. However, y*
is not included in the calculations because the silicon is a center-symmetrical material [14]. Therefore,
only ¥ will be introduced. 7’ is the main source of nonlinearity that is excited by the intensity [16]. It
can be understood through two effects, i.e. Kerr effect and the Two-Photon Absorption TPA [17]. Gen-
erally, Kerr effect can manifest as an intensity-induced phase change while the TPA phenomena is re-
sponsible of the material refractive index change due to the generation of free carriers in the waveguide.
The effect of * (both the Kerr effect and TPA) can be modelled mathematically through v (the complex
nonlinear parameter):

2n B
A, ="p, 4 joIed.
YA ) J >
o 3y 3oy’
yAf-?ff - ’

’ 2 2
¢ 4gun 4e,cn

Y4, (4‘930—;”ZJ =Re(* )+ jIm(x);

2
(vRe+Jva)Aeﬂ(48§;" ]=Re(x3)+ﬂm(%3)-

So that

4 2
X3 = _Socnznz + j_£n2BTPA;
3 3m

4 2¢
Re(y® )+ jIm(y’ )=—¢.cn’n, + j=—n’ .
(X)] (X) 30 2 ]30) Bre
Therefore, the intensity-induced phase change coefficient is:

2Re(x3)
" 4e,cn’

While the TPA loss coefficient is:
3wIm (X3 )

P4 — 2
2g,cn
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However, there is another nonlinear induced phenomenon is called the free carrier effects (FC)
which are the main effects of interest in the waveguide modulators, i.e. FCA (free carrier absorption o f)
and FCD (free carrier dispersion 7 j).

Finally, the nonlinear Schrédinger equation can be written as:

A 1 1 1 |
4|1, -1 fﬂ——ﬁﬂw A-j|p, o4 + 2%, 4= g u ), (6)
Oz 2 2 " n 24, ot cn - cAyy
For silicon waveguide modulators, more consideration is given for n f and 0 [18]:
2
N N
n,(0,N,, N,)=——1—| Ze4 b | (7)
2¢,n,0 \m, m,

where N , and Ne are the free holes and electrons concentration, respectively; |, and p are the mobility
of holes and electrons, respectively, while me* and m h* are the electrons and holes effective mass, re-
spectively. Based on the Drude model [19], the expressions derived above provide a useful description of
the free carriers’ dynamics in silicon waveguides. This analysis shows the possibility of controlling the
effective refractive index n fby the presence of the intensity-induced free carriers.

Electro-Optic Effect

In the equations (7) and (8), the two parameters n . and 0, are proven to be a function of the free
carrier concentration. Therefore, any manipulation with this concentration definitely leads to a phase
change as well as loss change of propagated light. This fact revealed a way to exploit the ongoing light
propagation to be modulated while travelling through the silicon waveguide. Changing the Ne and Nh
can be achieved through applying the electric field which leads to an electro-optic effect.

To achieve a controlled change of the effective refractive index in SOI waveguide for the communi-
cation window (1.55 and 1.3 nm), either the thermo optic effect or the plasma dispersion effect is used.
While, the thermo optic coefficient provides sufficient value of modulation depth, the speed of change is
not sufficient for high data modulators, therefore, it is used to switch configuration [20]. Hence, for fast
conversion modulation, plasma dispersion-based modulators are the good choice.

Based on Soref and Bennett [21], the change in An owing to the change in the free carrier concen-
tration in the silicon material is called the plasma dispersion effect. Mathematically,

An=An,+ An,, (8)

where Ane and An , represent the change in free electrons and holes, respectively. Therefore, manipulat-
ing free carriers concentration in silicon waveguide using electric field results in a modulator that relies
on the plasma effect.

Silicon Waveguides

In general, there are two major types of silicon waveguides, namely the rib and slab waveguide struc-
tures, as shown in Fig. 1. For electro-optic modulators, rib waveguides are preferable because of their
geometry that allows adding the DC bias terminals on the sides. Biased p-7n junction-based rib wave-
guides are found in different configurations depending on the doped regions as shown in Fig. 2.

Plasma dispersion effect is commonly used in the electro optic modulators where the electro-refrac-
tive nature of this effect allows the doped silicon waveguides to function as phase modulators. In fact,
most of the optical transmitters are intensity modulators, therefore, a special photonic design is required
to exploit this effect to control the output intensity of light. The Mach—Zehnder interferometer was
used to achieve intensity modulation of light through the controlled refractive index of the waveguide
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Fig. 1. Silicon on Insulator waveguide structures. Rib type waveguide (@) and Slab type waveguide (b)

6X10" [cm™3] 6X10' [cm™3)]

Acceptor Donor
S“J? doping doping

6X102° [cm™3) 6X102° [cm™3)

Fig. 2. Cross section of a doped rib waveguide (a) showing the metal vias and (b) showing the doping level

Fig. 3. Layout of a single ring resonator

section [22]. An intensity modulation of light passing through the waveguide is achieved without the
need for optical-electrical optical conversion. Ring resonator is proposed to be used to perform the in-
tensity modulation of light through the use of electro-optic effect as will be discussed in the next section.

Ring resonator based optical modulator

Ring resonator is a basic building block in the integrated photonic circuits. It consists of a straight
bus waveguide coupled to a ring waveguide to produce a resonant device that is used to select a specific
wavelength based on the resonance condition.

The resonance condition depends mainly on the effective refractive index and the ring radius. Ring

resonators have been used in different applications ranging from add/drop multiplexing, sensors, and re-
cently as optical modulators. Since the main aim in this study is to manipulate the resonance condition
of the ring through the change of the free carrier concentration, it is useful to study the ring resonator
response shown in Fig. 3, and explain the resonance condition.
Based on Fig. 3, the electric fields £, , £, E and E, are used to extract the transfer function of
this configuration. The transfer function of this device depends mainly on the coupling region (that
is the region where the bus and ring waveguide are close to each other). This region is defined by the
cross-coupling and through coupling coefficients k and ¢, respectively. Where k* + > = 1. Therefore, the
relation between electric fields in each point is defined by the following matrix:
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Also, the relation between the electric fields inside the ring which describes the round-trip propaga-
tion of the light is given by:

E,=o0e E,.

Here, o represents the attenuation inside the ring waveguide, while ¢ is the phase shift accumulated
along the round trip. ¢ is related to the wavelength of the light A, the length of ring I as well as the mode

effective refractive index n, e and can be expressed mathematically through the following equation:

27
(1) =71ne/f .

Therefore, the output field can be expressed as:
t—oe

—F . 10
1-aze ™ (19)

out,l =
The behavior of such device is obtained by calculating the transfer function that relates the out-
put filed E_ to the input field £, where the intensity and phase information are defined by relation

—out| Also, the optical intensity transfer function is obtained as [4]:

in

;o |t|2+a2—2a|t|cos(¢+9)

I . 11
"t |7,‘|2 —2oc|t|cos((|)+9) " (o
Plotting this function with respect to the wavelength shows a periodic change at specific wavelengths
that are coupled from the straight waveguide to the ring and resonate inside the resonator as shown in
Fig. 4. There, S2,1 represents the power intensity Iout atport 2, and S 11 is the power reflection coefficient
at port 1. The separation between two successive wavelengths is called the Free Spectral Range (FSR,
Fig. 4, b), and defined as:

2
FSR="2" (12)

ngL

Here, n, is the group refractive index of the device.

The most important consideration in the design of the resonator ring based optical modulator is the
incorporation of the DC bias terminals in the bent waveguide to manipulate 7, . Application of voltage
on the bent waveguide will induce a change in the effective refractive index, which will lead to a shift in
the resonance wavelength as shown in Fig. 5. Therefore, this effect can be used to design a ring resona-
tor based optical modulator that performs all optical intensity modulation of light with a small size ring
resonator providing high density integration of devices with high data rates of transmission. The results
shown in Fig. 5 are calculated based on a MATLAB code. However, in the next section, a numerical
simulation of the small size optical modulator is presented using a 3D simulation software to validate
the design.
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Fig. 4. Transmission of a single ring resonator CST representation (a),
the representation of the FSR of a single ring (b) calculated using MATLAB
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Fig. 5. A MATLab calculated response of a single ring resonator for different values of the effective
refractive index. N, = 0, n,= 1x10-4, = 2x1074, Ny = 4x104, Ry = 5x104

CST simulation results and discussion

In this section, the silicon on insulator based ring resonator is modeled using a 3D simulation soft-
ware as shown in Fig. 6. The CST studio suite is used to model a ring resonator with a radius of 16 um
coupled to a straight bus with dimensions of 0.48 wm width x0.25 pm height, to ensure a single mode
propagation. The material of the ring and bus waveguide is made of silicon (Si) with refractive index 3.45
which is built on silicon dioxide layer (SiO,) of a 1.45 refractive index to achieve a high refractive index
contrast. This ensures the guidance of light, the high refractive index region with the high confinement,
Fig. 7. The upper clad was set to be air with n = 1.

The time domain solver result of the CST simulation is shown in Fig. 8. Different values of the effective
refractive index are calculated numerically by using the doped silicon-based rib waveguide as shown in
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Fig. 6. CST representation of a ring resonator

2111

Fig. 7. CST mode profile representation in the rib waveguide

Fig. 2. The ring resonator response shown in Fig. 8 shows a good agreement with that calculated in Fig. 5,
which supports the concept of using the effective refractive change to obtain intensity modulation.

The idea in Fig. 8 is that the resonance wavelength is changing every time the effective refractive
index changes. Therefore, for no change in o the resonance wavelength (1542.7 nm) will face an at-
tenuation of almost —40 dB. Changing 7, 7 (caused by the applied filed) will lead to a shift in resonance
frequency to a longer wavelength and expose the reference wavelength (1542.7 nm) to another attenua-
tion level as shown in Fig. 8 (see the linear dotted line).

A linear relation between the electric-filed change (information signal) and the resonance change
is crucial in considering the efficiency of the proposed modulator. This relation needs to be as linear
as possible in order to have a real intensity modulation at the output of the ring resonator. Fig. 9 shows
almost linear relationship between the output intensity of the modulator with the change of the effective
refractive index induced by the electric field. Achieving a linear change means light can be easily modu-
lated with the required information signal that is used as the drive voltage for the metal vias.

Conclusion

In a ring resonator-based optical modulator, the intensity of the light passing through the resonator
is controlled by changing the refractive index of the waveguide material, which in turn changes the res-
onance conditions of the resonant modes. This change in the resonance conditions can be achieved by
applying an electrical field to modulating electrodes which are placed near the waveguide. This work
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Fig. 8. CST calculated transmission of a single ring resonator for the same values
of the effective refractive index in Fig. 5
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Fig. 9. The relation between the output intensity of the modulator with the effective refractive change

examined, theoretically and numerically, the possibility of achieving a modulator like behavior using
a small size ring resonator to support the search for the high integration density in all optical photonic
circuits. The frequency response of the single ring resonator is presented first with a stronger emphasis
on the effect of changing the effective refractive index on the resonance wavelength. Using doped sili-
con-based rib waveguide provides the possibility of adding copper vias around the circumference of the
ring. Via these vias, a voltage change produced by the information signal can be used to alter the free
carrier’s concentration in the waveguide. This, in turn, will change the propagation constant through
the change in the effective refractive index and finally produce a controlled intensity for the pumped
CW light at the input of the ring. A theoretical calculation is presented and the response of the proposed
modulator is first presented using MATLab, then the performance was validated using 3D simulation
software. Ring resonator-based optical modulators have several advantages over other types, including
high modulation efficiency, low power consumption, low insertion loss, and compact size.

Future work

This work is part of an ongoing project that aims to design an integrated photonic circuit of a trans-
ceiver (Comb generator and modulator) based on SOI ring resonators. Multiple carrier wavelengths
transceiver that can achieve >100 Gb/s capacity is drawing researchers’ attention. A significant interest
is devoted to the concept of using a single laser input fed to an optical wavelength comb generator in-
stead of using distributed feedback lasers. Comb generators find implementations in WDM transceiver
environments. Appropriate shaping of the spectrum around the optical carrier by means of electro-optic
modulation of a Continuous Wave (CW) source is the basis of a modulator-based comb generator. The
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comb shape is determined mainly by two factors: the applied electrical signal waveform and achieved
modulation depth. In the ring resonators, the modulation depth is determined by the coupling coeffi-
cient and the p-»n junction operating condition (modulation regime).
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Annoranus. [TpencTaBieHbI porece pa3padbOTKK U Pe3yIbTaThl MOICIMPOBAHUS B TOM YHMCIIS
C TTapa3sUTHBEIMU MapaMeTPaMHU JUISI MHOTOKACKaIHOTO IeJIbTa-CUTMa MOIYJIATOpa CO CTPYKTYPOit
MASH 2-2 na ocnoBe TexHojorun AO "Mukpon" KMOIT 0,18 mxMm. Cxema COCTOUT U3 IBYX
MMOXOXMUX KacKaloB 2-TO TOpsaKa, COSAMHEHHBIX MOCIEIOBATEIbHO M MCIOJB3YIOIIMNX TTOTHO-
cThlo nuddepeHIIaTbHbIe ONepallMOHHbIE TPAHCKOHIYKTUBHbBIE YCUIUTEIU U TIepekouyaeMblie
KOHAeHcaTopkl. JlenbpTra-curMa MoayasiTop oopadaTbiBaeT BXOAHOU AuddepeHIInalbHbINA CUTHAT
W UMeeT OBYXpa3psIIHBII KBAHTOBATEIb, KOTOPBII MPEICTABIISICT COOOM ITPOCTOM 2-pa3psiIHBII
aHaJoro-un@poBoii Mpeodpa3oBaTesb, COmepKaIUi TpU TN depeHINATBHBIX KOMIIapaTopa.
[IpumensieTcst crienmanpHas mudpoBas cxeMa, KOTopas o0ecrneunBacT TMHAMUICCKOE COTJIa-
COBaHUE 2JIEMEHTOB, TaKXe M3BECTHOE KaK TMHAMUYECKOEe B3BEIIEHHOE yCpeaHEeHUE B IIMDpo-
aHaJOroBOM IpeoOpa3oBaTesie, MOAKIIOUYEHHOM K MacCUBY MEpeKIoyaeMbIX KOHAEHCATOPOB.
Hanpscxkenue nutanus coctasisiet 1,8 B. TakroBas yactota coctasasger 1 MIir. uamna3oH ya-
CTOT BXOJHOTO CUTHaJIa cocTaBisieT no 8 kIi1. JInHaMuyeckuil guana3oH cocrasisier 62 nb. TTo-
TpebisseMast MOIIHOCTh cocTaBisieT 1,9 MBT.
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Introduction

Delta-sigma modulators achieve a high degree of insensitivity to analog circuit imperfections as they
are based on a combination of oversampling and quantization error shaping techniques. This makes them
the best choice in many cases for implementing on-chip analog-to-digital interfaces in today's integrated
CMOS circuits. Increasing the analog-to-digital converter (ADC) resolution requires increasing the order
of the delta-sigma modulator. Modulators up to the second order are stable circuits, to implement mod-
ulators of a higher order, Multi-stAge noise-SHaping (MASH) structures are used [1—6]. Another way to
increase the ADC resolution is a multibit quantizer in the delta-sigma modulator which also demands a
multibit digital-to-analog converter (DAC) in the feedback loop.

This paper presents realization of the MASH 2-2 delta-sigma modulator based on 0.18 um CMOS from
JSC Mikron. The paper is organized as follows. Section I gives a brief description of the delta-sigma modu-

© Mununko M.M., Moposos [.B., EHyyeHko M.C., 2023. U3paTenb: CaHKT-MNeTepbyprckuii NoNMTEXHUYECKMI YyHUBEPCUTET MeTpa Benukoro
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Fig. 1. Simplified structure of the unbalanced 2™ order delta-sigma modulator

lator structure based on switched capacitors. Section II presents the circuit for generating signals of phases
to switch capacitors in the modulator. Section 111 describes the differential comparator for the ADC-DAC
part, which is discussed in Section IV. Section V is devoted to the delta-sigma modulator layout and its
simulation results. Finally, conclusions are given.

1. Delta-sigma modulator structure

The switched-capacitor delta-sigma modulator is designed in accordance with the recommendations
of papers [7—10] as MASH 2-2. Its circuit consists of two similar 2" order stages connected sequen-
tially. A 2" order stage is shown in Figure 1 as a simplified unbalanced circuit based on two operational
transconductance amplifiers (OTAs). The quantizer is a simple 2-bit ADC that contains three differen-
tial comparators and generates the stage output code. The input signal of the delta-sigma modulator is
supplied during the first phase to three switched capacitors in the first summing integrator, and during
the second phase via direct connection to the second integrator. In the first integrator, during the second
phase, the 2-bit signal of the digital-to-analog converter (DAC) is supplied to the switched capacitors.
Here, DEM is dynamic element matching. The DAC output code is in unary form (digits are dac3,
dac2, dacl). In the simplest case, the output signals of the comparators in thermometric code are sup-
plied. In the second integrator, during the second phase, signals from one resistive element (based on a
capacitor and four switches) and two capacitive elements are added. The capacitor ratios in Fig. 1 are
given in the following proportions:
in both stages C1=0.5 pF and C2=3 pEF, therefore, the attenuation coefficient in the first integrator is set
to 3*C1/C2=1/2,
in the first stage C3=0.5 pF, C4=1 pF, and C5=2 pF, therefore, the attenuation coefficients in the second
integrator of the first stage are set to C3/C4=1/2 and C4/C5=1/2,
in the second stage C3=0.5 pF, C4=1 pE and C5=1 pF therefore, the attenuation coefficients in the sec-
ond integrator of the second stage are set to C3/C4=1/2 and C4/C5=1.

The integrators of the delta-sigma modulator are based on a fully differential OTA [10, 11]. The OTA
core is the folded-cascode circuit, with the parallel connection of the p-type and n-type input differential
pairs and has the differential rail-to-rail output. The OTA has 69.8 dB gain and unity gain bandwidth of
27.0 MHz and phase margin of 78.5 degrees at 5 pF load. The current consumption of OTA at the supply
voltage of 1.8 Vis about 200 pA. The amplifier noise referred to the input at 1 kHz is 383 nV/ \Hz.

I1. Circuit for generating signals of the first and second phases

The circuit for generating signals of the first and second phases is shown in Fig. 2, a. Based on the input
clock signal clk, the circuit generates signals for the first and second phases, as well as the phase signals
inverse to them. After passing through several inverters ‘inv’, the signal is fed to the delay line based on ‘inv’
and ‘inv_long’ (inverters with a large transistor length). Then, using NAND elements ‘nand’, the signals

31



4YCTpOl7ICTBa ¥ CUCTEMbI Nepeaayum, npueMa 1 o6paboTku CUrHaioB >

a)
clk
.—I—{'\n Zout

11 13

113

123
‘outf—H—{'\r\ z outFI—‘

29

lerig

a
=%

5

ET

a
cmgs

I E’ 1 13
gouthn 2 [—-—|m Eoutl‘—.—|’m
> S
B = =
nd'D » ncZ
iz 14 I 2—16 114 e 4 2 8 - @
L L P . B L LG S ntd £ Tise
in £ out in £ out in £ out in  out in £ out in j out in £ out s
s z -
7
vddho
nf 2
L 11 in  Zout—m in 2 out|—m— -
= f2 dl
Latp © in 2z aut—.—{in Eoutr—km Zonfu= FgE s mm S
£
8 e
17 2744 e
» g o 1 in Zout—m in Zoutp-m— 00"
§ out in Zout ST 122 T
.- = s T s AR R
in  Zout in  £out in £ out—m— AP S
i

ncl

R{El

a

cmds swl
G
*

o

<
&
=

crnos sw,
=

AT
-

o
sw|

o
E]
e |
a
cmds sw
o
&

b)
1.9
1.5

s 11
= 0.7

0.3

-0.1
1.9

15

11

=)

= 0.7

0.3

X

0.0 50 100 150 20.0 250 30.0 350 40.0 450 500
time (ns)

Fig. 2. Circuit for generating signals of the first and second phases (a); Simulation results (b)

before and after the delay line are multiplied, which makes it possible to create protective time intervals
between the working phase intervals. In this way, signals f1, nf1, f2, nf2 are generated that control analog
multiplexers based on CMOS switches ‘sw_cmos’. The simulation results of the output signals c1, ncl of
the first phase and ¢2, nc2 of the second phase are shown in Fig. 2, b (¢l and c2 are on the top graph, ncl
and nc2 are on the bottom, with ¢2 and nc2 shown with the dotted line).

I11. Differential comparator

The circuit of the differential comparator is shown in Fig. 3, a. The differential comparator has four
inputs, two for the analog signals of the integrator vp, vin and two for the reference levels vp2, vin2. When
the clock signal clk is at ground level, the input signals of the inverters ‘inv’ are equal to the supply voltage.
When the clock signal c/k becomes equal to the supply voltage, transistors M3, M6 go to cutoff, and the
transistors M2, M10 make a decision depending on the comparison of currents through transistors M1
and M4, M7 and M11. Inverters ‘inv’ provide decoupling between the circuit core and the latch using
NOR elements ‘nor’. The latch stores the comparator decision while the core is in the reset phase, that is,
when the clock signal c/k is at ground. The simulation results of the differential comparator are shown in
Fig. 3, b. The top graph shows the input signals. The analog signals of the integrator vp, vm are triangular,
the reference levels vp2, vin2 are both equal to 900 mV, i.e. half the supply voltage.
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Fig. 3. Circuit of differential comparator (a); Simulation results (b)

IV. ADC-DAC part

The circuit of ADC-DAC part with DEM is shown in Fig. 4, a. The circuit contains a resistive divider,
three comparators ‘comparator’ with output buffers on inverters ‘inv’, an adder ‘adder’ in accordance
with paper [12, 13] as an encoder of the thermometric code #<1:3> into the binary code »<0:1> and
analog multiplexers on CMOS switches ‘sw_cmos’ that generate DAC signals #4<1:3> and nth<1:3>. In
this circuit, the output signals of the DAC are not the same as the output signals of the comparators. A
special digital circuit is used, consisting of D-flip-flops ‘d_ff” and logic elements, which provides dynamic
element matching (DEM), also known as dynamic weighted averaging [14, 15] in the DAC. The resistive
divider is based on resistors with a nominal value of 11 kOhm. With the supply voltage of 1.8 V, the voltage
levels in the res<1:3> nodes are 600 mV, 900 mV, 1200 mV, respectively.

Due to the variation in the values of the elements, the transfer curve of the DAC turns out to be non-
linear. The nonlinearity of the DAC leads to the appearance of unwanted harmonics in the operating
frequency range of the modulator spectrum. In Fig. 1, a unary DAC is used consisting of three capacitors
of the same value, let’s denote them A, B, C. As can be seen from Table 1, depending on the 2-bit output
code of the modulator, no element of the DAC is connected or 1, 2 or 3 elements are connected. Table 1
shows three options for connecting the elements. If only one of them is used, the effect of mismatch on
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Fig. 4. Circuit of ADC-DAC part with DEM (a); Simulation results (b)

the nonlinearity of the DAC is maximally negative. If the connection options are used alternately, then
the nonlinearity of the DAC is averaged and reduced by V3 times. If the cyclical appearance of options for
connecting the elements is excluded, the nonlinearity will turn into noise.
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Table 1
Operating principle DEM of the DAC control circuit
Options for connecting the elements
b<1:0> t<3:1> x2x1

00 01 10
00 000 — — —
01 001 A B C
10 011 A+B B+C C+A
11 111 A+B+C B+C+A C+A+B

The simplest way to use options for connecting the elements is one after another. However, the con-
nection option is only important in two cases of the input code 01 and 10, when one or two elements are
connected. Therefore, it is advisable to switch to the next option only in these two cases. In addition, it is
possible to switch options clockwise when code 01 appears and counterclockwise when code 10 appears.
Since these codes have an equal probability of occurrence, switching will occur at random times in a
random direction. For this case, the logical expressions in the circuit (see bottom of Fig. 4 a) have the
following form

xx2:t3+t_2-x2+xl-t2+t_1-x1-§-t1-ﬁ+x1;

ol =£3+12-x2-12+11-x2+ x1-£3-¢1- x2 + x1;
ph3=12-x1-11-x2-13;

ph2=1t2-x2-t1-x1-13;

phl=13-x1-12-x2-1l.

As depicted in Fig. 4, a, signals xx2 and xx1 act on the inputs of D flip-flops ‘d_ff” and are stored for
one clock cycle of clk, and signals ph<1:3> and nph<1:3> control multiplexers based on CMOS switches
‘sw_cmos’ that form DAC output signals #2<1:3> and nth<1:3>.

The simulation results of ADC-DAC part with DEM is shown in Fig. 4, . The input signals vp, vm,
clock signal clk, DAC signals th<1:3> and the code signal code=2*b<1>+b<0> formed from the output
bits are presented. As seen, when code is equal to 1 or 2, the signals to control DAC t41<1:3> are switched
according to the described idea, which leads to error averaging and compensates for the nonlinearity of the
DAC transfer curve.

V. Delta-sigma modulator layout and simulation results

The delta-sigma modulator layout is shown in Fig. 5. Sizes of the layout are 430 pm x 220 pm. The
circuit consists of two similar stages connected sequentially. The attenuation coefficients in the second
integrator of the first and second stages are different, so capacitor arrays look different. The last OTA
in the second stage has half the load in comparison with other OTAs. Thus sizes of the last OTA layout
are 32 um x 35 pm, while sizes of other OTAs are 51 pm x 35 um. The last OTA has 68.7 dB gain, and at
2.5 pF load it shows a unity gain bandwidth of 27.5 MHz and phase margin of 78.4 degrees. The current
consumption of the last OTA at the supply voltage of 1.8 V is about 120 pA. The last amplifier noise
referred to the input at 1 kHz is 450 nV/\Hz.
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moving environment in order to search for sunken objects on the bottom are being considered in
the paper. Autonomous optical navigation of each robot, simulating the use of SLAM algorithms
based on side-scan sonar (SSSI), interaction of robots with each other by means of surface buoys or
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and building a digital bottom map in the memory of each robot are used. The proposed control
algorithms can be used both in centralized and decentralized control. Simulation model and field
experimental data, confirming the performance of the proposed algorithms and protocols, are
presented. The developed algorithms can be used in the control systems of mobile robots for their
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AnHoTanusa. B crathe paccMaTpuBaOTCS pe3yabTaThl MOACIUPOBAHUS M HATYPHBIX MCITBITA-
HUI1 aITOPUTMOB yIpaBieHusl, 00eCIeUnBaIOIINX COTJTaCOBAaHHOE IBUKEHUE TPYIIBI PAa3HOPOI-
HBIX TTOJBOAHBIX pOOOTOB B HEOMpPEASJeHHOM TpeXMEePHOU MOABUXHOM Ccpelie ¢ LIeJblo MorcKa
3aTOHYBIIMX OOBEKTOB Ha AHE. ABTOHOMHAsl ONTUYECKash HaBUTallMs KaXJaoro pobora, UMU-
THpYIOIIasl UCITOJb30BaHNe alropuTMoB SLAM (ogHOBpeMeHHasT JTOKaJIMU3alus 1 ITOCTPOCHIUE
KapThl) Ha OCHOBE TUJIpoJioKaTopa 6okoBoro ob63opa (SSSI), B3anMomeiicTBre poOOTOB APYT C
JIPYTOM MOCPEACTBOM HAJABOMHBIX OyeB WM TMAPOAKYyCTUYECKOTO MOJIeMa, repefaya KOOpauHaT
00HapykEHHbIX 00BEKTOB MEXIY POOOTaAMU B TPYMIIBl U MOCTPOCHUS LIMGPOBOIl KapThl 1HA B
namsITu Kaxaoro podora. [1penyioxkxeHHbIe aArOPUTMBbI YIIPaBIESHUSI MOTYT MCIOJIb30BaThCs KakK
MpU LEHTPAJIM30BAaHHOM, TaK U MPU AELIEHTPaIU30BaHHOM yMpaBjieHuU. [1peactaBieHbl UMMUTaA-
LIMOHHAs MOJE/b 1 JaHHbIE MOJEBbIX SKCIIEPUMEHTOB, MOATBEPXKIAIOLIMe PAaOOTOCIIOCOOHOCTD
MPEeATOXEHHBIX AJITOPUTMOB U MPOTOKOJIOB. PazpaboTaHHbIE AJITOPUTMbI MOTYT OBITh UCTIOJIb30-
BaHbI B CUCTEMAX YIpaBJeHUsI MOOUJIbHBIMU pOOOTaMMU J151 X TPYIIIIOBOTO YIIPABJIEHUSI B HEO-
NpeAeIeHHbIX TPDEXMEPHBIX Cpelax.

KioueBsle ciioBa: TPyIIIOBOE yIpaBlIeHHWE, POOOT, Ipyla poOOTOB, CHUCTeMa YIIPaBICHMUS,
AHIIA, nonBogHas Kaprorpadusi, orTudeckasi HaBUraius

Jlns murupoBanmnsa: Semenov N.N., Chemodanov M.N., Shestakov 1.V., Akhmetov D.B. Testing
a heterogeneous group of autonomous unmanned underwater vehicles for search of objects on
the bottom // Computing, Telecommunications and Control. 2023. T. 16, Ne 3. C. 39-53. DOI:
10.18721/JCSTCS.16304

Introduction

Autonomous unmanned underwater vehicles (AUVs) are successfully used to perform search and mon-
itoring tasks in various types of water areas, and the objectives can be different: searching for underwater
objects in emergency situations, searching for sunken objects, demining the territory, searching for miner-
als or bioresources. When carrying out such works an important task is to increase their efficiency, reducing
the time spent and, consequently, the cost [1]. At present, AUVs are traditionally used singly with cyclic
repeated launches including surveying (photo, acoustic, electromagnetic, etc.), AUVs return to the "base”,
information readout, received information processing by specialists, planning subsequent launches in ar-
eas with refined coordinates [1].

It is necessary to use the AUV groups equipped with mutual positioning and communication systems
simultaneously, so that AUVs do not interfere with each other during execution of the common task, to
increase the efficiency of works. Transfer of information processing functions to the AUV and organization
of decision-making system for changing group behavior, when detecting specified objects in the group, will
make the group autonomous, not requiring constant control and management [1—12].

© CemeHoB H.H., YemopaHoB M.H., LLectakoB W.B., AxmeTtoB [.B., 2023. WU3paTenb: CaHkT-MeTepbyprckuii NOAMTEXHUYECKUIA YHUBEPCUTET
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Taking into account that the AUVs can malfunction or be exposed to artificial obstacles during their
tasks in deep waters, the group of AUVs should be stable to the change of number and inexpensive if pos-
sible. It is proposed to abandon universal AUVs in favor of specialized ones, each of which does their job
well at minimal cost, to reduce costs. For example, some of the robots have greater autonomy, speed, and
search facilities. The objects detected by these robots are surveyed by less numerous vehicles, but more
expensive and better equipped for vision and classification, and in case of successful classification, special-
ized robots, capable of lifting to the surface the detected objects, are involved. An example of a group of
such specialized AUVs is BLUEFIN [1].

Considering that AUVs are moved in mobile environment (the mobile in mobile), that there is no global
positioning system as GPS under water, that local systems require time for deployment and have a lot of
their limitations, the task of AUV independent positioning during any work under water is very actual,
especially when working in a group. It is connected with both safety (so that AUVs do not interfere with
work of other AUVs), and with efficiency of site survey by different AUVs. fdf

Thus, this paper examines the most functional AUVs and their capabilities for joint work at the same
area, underwater robots developed at St Petersburg Marine Technical University (SMTU), describes a
mathematical model of robots collaboration and positioning, proposes a model for studying the joint au-
tonomous work by a group of AUVs developed by SMTU with positioning based on optical ArUco-tags [6]
located on the bottom of the pool, the results of full-scale tests in the pool of such a system are presented.

The joint work of AUVs with the results of full-scale tests is a rare topic in scientific articles. Reviews
of such articles have been discussed in detail at [10—12]. This work that describes the results of full-scale
experiments on the absolute positioning of a group of heterogeneous AU Vs is relevant and timely.

Overview of existing submarine group control projects

CoCoRo (Collective Cognitive Robotics).

This is the most famous of the research projects on the control of large groups of underwater robots
[2], aimed at studying the algorithms and possibilities of the underwater robots interaction in a group. It
is being funded by the European Union for more than 12 years, both the small robots themselves and the
group control system for them have been developed. The core of the CoCoRo group consists of 20 rela-
tively large Jeff robots with high maneuverability, autonomy up to several hours and capable of moving at a
speed of 1 meter per second. The rest of the group's underwater robots belong to a different class, Lily, are
smaller in size and speed and act as the “brain” of the collective intelligence “swarm” of robots. These ro-
bots provide communication and information transfer between Jeff robots, the base station and the rest of
the surrounding world, and participate in making collective decisions. The third type of robot is a docking
station for the first two types of robots.

Each robot in the CoCoRo group is able to act independently, performing its own task; to perform
more complex tasks, robots are combined into small groups, but to perform global (for this group of ro-
bots) tasks the whole group is used, forming a “swarm” based on the available collective data. Using the
“swarm” ideology, the group becomes versatile, adaptable to changing conditions, resistant to changes in
the group composition.

One of the practical application scenarios for such “swarms” of underwater robots is underwater search
operations. In this case, the Jeff robots will search directly, moving quickly in a variety of directions and
constantly coordinating their actions. Once a target has been located, they will use the Lily robots to tell
each other and relay that information to the surface.

The CoCoRo team has already been tested in natural bodies of water, lakes and rivers, showing its sim-
plicity and effectiveness.

Bluefin Robotics. It is another popular project of underwater robots collective control [3]. The project
has developed both the heterogeneous submersibles themselves and a group control system for them. To
search for sunken objects it is proposed to use the most numerous group of BLUEFIN-9 vehicles, which
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Fig. 1. Example of Lily group of robots

Fig. 2. Example of BLUEFIN-9, BLUEFIN-12 and BLUEFIN-21 AUVs

moves along the bottom, detects objects and transmits information to a less numerous group of BLUE-
FIN-12, which check and classify detected objects, determine their exact coordinates, then inform the
smallest BLUEFIN-21 vehicles, which collect information, process and either decide on further actions
themselves or send a message to a human by hydroacoustic or radio channel. Autonomy of such robots is
8—12 hours.

Kongsberg. It is actively advertised as very reliable and high quality multifunctional AUVs. It has good
maneuverability, depth and speed according to open data. These are the “HUGIN” AUVs. [4]. They can
be equipped with a wide range of additional equipment and can be used both autonomously and with
remote control or under supervision. Autonomy is 24—74 hours, length is 5.2—6.4 m, external diameter —
0.75 m, weight — 1000—1500 kg, diving depth — up to 4500 m, speed — 2—6 knots.

The types of tasks solved by these AU Vs both individually and as a group are not disclosed on the web-
site, but the promotional videos include corrective search for sunken objects and monitoring the condition
of pipelines.

ACOBAR (Acoustic Technology for Observing the interior of the Arctic Ocean). The task for the de-
velopers was to monitor the state of the marine environment in the Arctic Ocean. The complexity of the
Arctic Ocean research is that the surface is almost always covered by ice, and the support vessel cannot
constantly stay above the surface under study, so all submersibles are autonomous with great autonomy and
accurate positioning system in ice conditions. Such vehicles include various underwater gliders, AUVs and
autonomous surface boats.

Thus, the development and introduction of control systems for groups of submersibles is actively de-
veloping in the world. Such groups make it possible to perform search and monitoring work in large water
areas much faster, more reliable and efficient than single robots, as well as to automatically take into ac-
count changes in operating conditions and changes in the group composition (failure or replenishment).
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Fig. 4. Example of an ACOBAR monitoring system

But the CoCoRo project is devoted to the smallest AUVs with small autonomy and is intended for
working out of interaction algorithms, while other considered projects are large deep-water AUVs with
high autonomy and high price. It is necessary to develop and test a group of AUVs that can independently
survey the bottom in the water area of several square kilometers, have onboard a video camera for search,
communication and positioning system, as well as autonomy of not less than 4—6 hours.

Developed group of heterogeneous robots

The following AUVs were developed to solve the problem of bottom survey:

» “Akara” micro AUV. Working depth is up to 50 meters, hull diameter is 100 mm, length is about 1 m,
maximum speed is 2.5 knots, weight is not more than 10 kg, which allows launching and receiving AUVs
from hands, autonomy is not less than 2 hours and can be increased by additional compartments with bat-
teries. Akara-M is an upgraded version developed as part of research work on the creation of a multi-agent
sensor-communication network based on marine robotic platforms (MRP).

* “Goupi” micro AUV. This AUV is designed to teach schoolchildren the basics of underwater robot-
ics. Hull diameter is smaller than that of Akara and is 70 mm, length is 750 mm, weight is 3 kg, autonomy
is 2 hours, max speed is 2.5 knots, max depth is 50 m. Control system is built on Linux operating system,
ROS, it contains 720HD high resolution video camera and inertial navigation system.

» “Trionix” ROV is a telecontrolled submersible vehicle of micro class with the overall dimensions of
450 x 340 x 140 mm, weight of 3.5 kg, cable length up to 20 m, 720HD video camera, roll, trim, temper-
ature and depth sensors, LINUX operating system, ROS framework. The autonomy of such a robot is not
limited, since power is supplied via control wires, but the range is limited by the cable length.

Collaborative robot operation

The task assigned to the group is to search for sunken objects in clear water. A radio channel is used for
communication, a float with an antenna moves behind each robot for radio channel operation by an un-
derwater robot. The robot group needs to be augmented with a positioning system to accomplish the task.
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Fig. 5. “Akara” AUV
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Fig. 6. “Akara-M” AUV

Since the robots have an inertial navigation system (INS) and a high resolution video camera, inertial
navigation is used to tie the coordinates of the robots to ArUco tags located on the bottom, and inertial
navigation is used between the tags [6].

Inertial navigation is based on processing signals from angular velocity sensors (gyroscopes) and accel-
eration sensors (accelerometers) along three spatial axes. The result of processing (time integration) of the
gyroscope signal is the rotation angle of the robot. The accelerometers are only used to calculate the roll
and trim angles, while the current speed and the distance traveled are determined by the control signals of
the thrusters. In this case navigation errors occur [7—21].

For example, if we assume that the output of the gyro signal on each of the axes contains a useful signal
and noise component (which is 1...2 low-order bits of ADC), then during integration we get the following
angle:

o(T)=[ ((t)+n(r))di = o(t)di+[ n(t)di=A(T)=N(T)+C,

where a(7) is the rotation angle, w(7) is the angular velocity, n(7) is the noise, A(7T) is the true rotation
angle, N(T) is the noise integral and as a consequence the angle error, C is the initial angle setting.

Thus, the resulting angle is the sum of the time integral of angular velocity and the time integral of
noise. When the angular velocity measurement has an asymmetric error with respect to zero and noise (and
in practice, absolute symmetry is technically impossible), the noises begin to give an increasing error N(7)
with time at the current angle of rotation (7).

Similarly, with the accelerometer error accumulation at double integration, the error starts to grow with
time even if the gravity acceleration is cut out correctly:
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Fig. 7. “Goupi” AUV

x(T)=[ [ (a(t)+n(1)) dedr =

= [ [ ale)aan [} [ ey = (1) N(T) (1 5 80) 2T

where x(7) is the current coordinate, a(f) is acceleration from the accelerometer, n(f) is accelerometer
noise, X(7) is the true coordinate, N(T) is the double integral of accelerometer noise, Vis the initial speed,
Nv is the constant component of the first integral of time noise, X , is the initial displacement.

The typical inertial module (MPU-9250) consists of three independent uniaxial vibrational angular
velocity sensors (gyroscope MEMS) that respond to rotation around the X-, Y-, Z-axes. Two suspended
masses perform oscillations on opposite axes. With the appearance of angular velocity, the Coriolis effect

causes a change in vibration direction F, = —2m-[wxvr], which is detected by a capacitive sensor

[22—30]. The measured differential capacitive component is proportional to the displacement angle
[26—30]. The resulting signal is amplified, demodulated, and filtered, yielding a voltage proportional to
angular velocity. This signal is digitized with a 16-bit ADC built into the board. The samplerate can be pro-
grammed from 3.9 to 8000 samples per second (SPS) and user configurable LPFs (low-pass filters) provide
a wide range of possible cutoff frequencies. The LPF reduces the variance of each measurement, but does
not compensate for the static error.

Thus, with a 16-bit gyro the amount of error is one low bit. If the total angular velocity amplitude is 300
degrees per second, the error will be on the order of 0.0045 degrees per second, and when accumulated
over 100 seconds, the angle error will be 0.45 degrees, increasing linearly with time. Using a larger ADC
and reducing noise will reduce this error, but the error will still increase over time.

Additionally, the gyroscope readings are affected by the rotation of the Earth, which leads to a predict-
able error of the gyroscope readings for one minute as Aot = 360/24/60 x sin(@), where @ is the latitude
of the place. For example, at the latitude of the city of Sochi, this error would be 0.17 degrees per minute.
Such an error can be predicted and compensated programmatically during tests.

Position error accumulates even faster: for example, at full 3G ADC amplitude and 16-bit resolution,
the error can be £ 4.5¢~* m/s?. This small amount of error results in an error of 4.5 meters in 100 seconds.
The use of the counting method, i.e., predicting its own motion from the signals received by the marching
and steering engines and thrusters, also contains an uncompensated cumulative error, which depends on
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Fig. 8. “Trionix” ROV

the hydrodynamics of the submersible hull, but can be used as one of the methods for determining the
distance traveled.

Errors in the inertial system and the counting method are cumulative, and can only be eliminated by
referencing to absolute coordinates.

Autonomous non inertial referencing of AUV (by external environment parameters measuring means)
can be carried out by absolute and relative coordinates. Relative coordinates are velocity readings relative
to water that do not take into account currents and internal waves, so such coordinates contain uncompen-
sated error and cannot be used for long-term navigation. Absolute coordinates are the binding of current
AUV position to the position on the map relative to absolute reference points located on the bottom and
marked on the map. Such coordinates do not contain error that accumulates over time and can be used
for long-term navigation. If reference marks are unambiguously detectable and marked on the map, this
problem has been solved long ago and is used by surveyors. But if both landmarks and map are missing, the
SLAM (simultaneous localization and mapping) technology can be used for positioning. It is a technology
(a set of algorithms) where each robot moves relative to the stationary bottom (for AUV), detects “special
points” on the bottom, classifies them and records on the map. Thus, moving along the bottom, a map is
constructed, which can be transferred to other AUVs, and can be used for own positioning during the next
passage of the surveyed area [6].

Thus, absolute positioning without a predetermined map consists of the following stages:

1. Detecting “special points” on the bottom

2. Identifying “singularities” for further use

3. Classification for mapping

4. Re-detection and positioning

Only sonar gives maximum detection range in water, among sonars maximum resolution and coverage
area is given by SSS (side scan sonar), so SSS signals are the most promising for SLAM task.

But it is inexpedient to use SSS when testing AUV in the pool — the walls in the pool are flat and
smooth, the acoustic signal has nothing to be reflected from. That is why it is suggested to replace the
picture, obtained by SSS when passing over the bottom section, with the image from the video camera,
located under the ANPA bottom. The image structure is comparable and suitable for the task of interaction
algorithms testing.
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The usage of contrasting flat black and white marks lying on the bottom is proposed in order to simplify
the task of detection, determination of "features" and classification. Such markers will be detected from
any direction, the shape of the pattern on the marker is unique for each marker, so the "features" detection
and classification of such markers is a solved problem. The most popular markers for computer vision
systems are ArUco markers [6].

The use of ArUco markers allows to imitate inhomogeneities on the bottom and simplify their identi-
fication. Such codes are placed either at pre-known coordinates or randomly placed on the bottom, then
detected by video cameras of robots and allow to determine and correct their own position relative to the
codes. The detection accuracy depends on the resolution of the video camera matrix and the distance from
the video camera to the code:

ox = rAp ,
N

where 7 is the distance to the bottom, A is the angular solution of the video camera, N is the number of
points in the image for a given dimension.

This error is absolute and does not accumulate over time.

The number and location of such tags is chosen so that for the time of tracking from one tag to another,
the robot, when using an inertial system, is brought down to a distance no greater than the width of the
bottom inspection by the video camera.

The following options for using the tags:

* When there are many random heterogeneities on the bottom, the very shape of their location is an
identifying feature, and then the whole space on the bottom under the AUV can be conditionally divided
into a rectangular grid, each cell of which is a label on the map with its parameters and features. It is pro-
posed to set ArUco marks in the nodes of orthogonal grid nodes to model the situation.

* Where the bottom itself is sufficiently uniform, and it is possible to detect individual sparsely locat-
ed heterogeneities, which cannot be seen several at once in one frame, we have to detect, determine the
“features” and classify each such heterogeneity separately. And then the map will have separate randomly
located marks, which can be modeled by random arrangement of ArUco tags.

* Another variant of tag arrangement is the random arrangement of repeating or closely shaped heter-
ogeneities that cannot be unambiguously classified individually. But if we analyze the sequence of passing
tags, the probability of correct classification and positioning is significantly higher. It is proposed to use
randomly arranged repetitive ArUco tags to simulate the situation.

Arrangement of the ArUco tags in the orthogonal grid nodes

An orthogonal grid is placed on the bottom of the reservoir, at the nodes of which the tags are located.
The distance between the tags is chosen so that during the time of movement from one tag to another the
error of position according to the inertial and counting method does not exceed half the distance between
the tags, and the camera found the tag, having corrected its own position. An example of such a grid is
shown in the Fig. 9.

Scenario of the robot group's work:

* robots are assigned an area of work (part of the water area) in advance;

* robots are unleashed at a predetermined location, where they can find their own position and course
using a marker on the bottom;

 after launching, the robots start moving towards the pre-set area and survey it if they find an object
they are looking for on the bottom, they determine its coordinates, surface and report to the processing
center.

An example of the trajectories of two robots obtained from the model is shown in the following Fig. 10.
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Fig. 10. Example trajectories of robots moving along the nodes of an orthogonal grid over ArUco tags

The figure shows that the robots correct their position according to the data from the tags, but the pres-
ence of inertia and errors of inertial navigation and counting leads to a curvilinear movement trajectory of
movement. But with the current location of the tags, there is enough accuracy not to go off the set trajec-
tory of the bottom survey. The number of points and the maximum distance between them is determined
by the range of vision of the robot video cameras and the distance from the robot to the bottom so that the
robot could not pass between the tags and not see a single one.

Random arrangement of the ArUco tags

With randomly positioned tags, only the position of the starting mark is set, by which the robots de-
termine the initial position and course, and the remaining tags can only be used to refine their own posi-
tion when redetected. For this purpose, SLAM (simultaneous localization and mapping) — the method
used to build a map in an unknown space or to update the map in a known space with simultaneous
control of the current location and traveled distance — is applied. Popular methods of approximate solu-
tion to this problem are particle filter and extended Kalman filter. Such particles will be ArUco tags. The
SLAM problem is to compute an estimate of the agent's location x, and the environmental map m, from
a series of observations ot over a discrete time with sampling step ¢. All the listed quantities are probabil-
istic. The goal of the problem is to compute the maximum posterior probability of being at point x, on

map m, when observing a series ot 0, : P(mt s X041 ) Applying Bayes' rule is the basis for updating the

posterior location sequentially:

P(xt |at’ mt ) = Zm(t,l)P(Ot |xt’ mt)zx(t,l)P(xt

Similarly, the map can be updated sequentially:

(=) )P (X(H) ‘mt, O1-1) ) / Z.
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Fig. 11. An example of the trajectory of robots moving on randomly placed tags

P(mt |xt, mt) = th Zm, P(mt X5 M,y ot)P(m(H), X,

It is possible to arrive at a local optimal solution by applying the EM algorithm, while operating with
two probabilistic variables, as is the case in many other problems of logical inference.

An example of robot trajectories positioned by randomly arranged Arcso-tags is shown in the Fig. 11.

Fig. 11 shows that when the tags are randomly placed, there are areas where it is impossible to deter-
mine the absolute position from the tags. The trajectory must be such that with each next tack a portion
of the tags that were visible during the last pass is captured, but in places where there are not enough tags,
there are failures. Therefore, in order to successfully navigate a group of robots with a random arrangement
of tags, it is necessary to provide a significantly higher number of tags on the bottom than in the orthogonal
arrangement in the grid nodes.

O(I:t—l) > m(t—l) ) :

Using repeating or similar tags for positioning

When using heterogeneities as tags, there is an ambiguity in the classification of such heterogeneities
due to the fact that, unlike uniquely structured ArUco tags, where each tag can be identified, heterogenei-
ties are simply protrusions or pits on the bottom. Depending on the angle of observation, these inhomoge-
neities may have different shapes, create different shadows, and merge with other inhomogeneities. But if
we solve the problem of classification of such heterogeneities or artificially simplify it (create heterogenei-
ties of known classes, for example, by the number of vertices), then the positioning problem is reduced to
the previous one — by a random set of tags. But such tags will not be unique, i.e. repetitive.

Therefore, it is desirable to limit the number of types of randomly placed tags for modeling. But then
for unambiguous positioning of robots on their routes it is necessary to arrange tags so that the positioning
is unambiguous, that is, on the next tack robots should see some of the tags that were on the previous tack
from the next one. An example of this arrangement is shown in Fig. 12.

Thus, positioning by random heterogeneities has its own difficulties, but they can be solved for each
specific case, including basin tests.

Conducting full-scale tests of the AUV group

A pool with transparent water was used for full-scale tests, ArUco tags were placed at the bottom of the
pool, and the task of underwater robots was to search for a bright red object on the bottom using a video
camera located on the AUV. The AUV positioning was based only on the information from those ArUco
tags and the inertial navigation system.

An example of one AUV position during the search of a sunken object on the bottom is shown in Fig. 13.

According to the results of numerous experiments, it was shown that the AUV successfully detects the
tags lying on the bottom, determines its position, corrects its trajectory, and not a single case of trajectory
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Fig. 12. Example location of heterogeneities for unambiguous positioning

Fig. 13. Example of AUV position when moving “in a loop” during a site survey

failure was detected. The sunken object was detected in 100% of experiments. The frequency of tag place-
ment was determined by the pool depth, the width of the AUV camera view, and the trajectory shape - at
least one tag should be visible in each corner of the trajectory. The size of the pool is 4x2 meters, depth is
0.5 meters. AUV movement speed is 0.2 m/s.

When several heterogeneous robots (AUVs and ROVs) were in the pool simultaneously, the navigation
also showed its reliability — the robots did not interfere with each other, successfully positioned themselves
and compensated for the turbulent flows that they created for each other in the limited volume of water. An
example of the mutual positioning of the robots during the tests is shown in the Fig. 14.

Each AUV has a trajectory laid down to capture some of the tags that were visible during the last pass,
but there are failures in places where there are not enough tags. Therefore, for successful navigation of
a group of robots with random arrangement of tags, it is necessary to provide their significantly greater
number on the bottom than with orthogonal arrangement in grid nodes, and trajectories of each AUV are
formed so as to reduce the number of possible crossings and parallel tack.

According to the results of the conducted experiments, the whole group successfully inspected the
bottom of the pool and detected the object of interest, which confirms the correctness of the implemented
algorithms and mathematical models.

Conclusions

The main projects of controlling groups of underwater vehicles were considered, their advantages and
disadvantages were analyzed, a group of heterogeneous underwater vehicles developed at SPbGMTU was
described, an algorithm for search of sunken objects on the bottom with positioning by ArUco-tagging was
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Fig. 14. Examples of simultaneous operation of several robots in a limited water area

proposed during the work. Optical navigation simulating absolute lag, inertial navigation system, commu-
nication between robots, transfer of coordinates of detected objects and construction of the bottom map
are used.

Model and field tests of control algorithms providing coordinated movement of a group of robots in an
uncertain three-dimensional moving environment with possible obstacles to search for sunken objects on
the bottom were conducted.

The proposed algorithms can be used for both centralized and decentralized control, which allows us-
ing the group as a single telecontrolled object or as an autonomous group performing work without human
control.

Model and experimental data confirming the performance of the proposed algorithms and protocols
are presented. The developed algorithms can be used in the control systems of mobile robots for their
group control in uncertain 3D environments.
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AHHOTanusA. AHaIM3 TTOBEJCHMS YeJIOBeKa B COIMANIBHBIX CETSIX C COOJIIoIeHNEM KOH(pUIEH-
IIMAJIBHOCTH U TIPaB YejIoBeKa MTO3BOJISICT MOJYUYNTh MHPOPMAIIAIO O €r0 JMIYHOCTHBIX YepTax 1
paccMaTpuBaeTCs Ha CETOMHSIITHUI MeHb KaK aKTyallbHas 3amadya. B Takmx chepax Kak Mapke-
THUHT, TpodeccruoHalbHas TTOATOTOBKA, 00pa3oBaHUe, YIIpaBICHUE YeJIOBEUECKIMU pecypcamu
U TOJIMTUKA HaliMa B KOMIMAHUsSIX, 3HAHUE O JIMYHOCTHBIX YepTax OKa3bIBaeTCsl MPUOBLIbHBIM U
BasXKHBIM B CJIyJasiX IIPUHSITHUS pEIIeHWI 1 OpueHTAaMK Ha OusHec. CTaThsl MOCBIIICHA aHATU3Y
MIPON3BOAUTEIBHOCTA METOA0B MAIIMHHOT'O OOYYCHMS B 3amade MACHTU(MUKAIINN JTUTIHOCTHBIX
yepT Ha OCHOBe Icuxojiormdeckoil Momeau DISC u cozmanHOTO ¢ HysIsT Habopa JaHHBIX HeE-
0O0JIBIIIOTO pa3Mepa. XOTs CO3MaHHBI Ha0Op TaHHBIX OBIJT OTHOCUTEIFHO HEOOIbIIOTO pa3Mepa,
HCIIOJIb3yeMble METOAbl MAIIMHHOIO OOyUYeHHUs IMoKa3aJlu OOHadeKMUBaIe U yoeauTelIbHbIe
pe3yabTaThl. Pe3yabTaThl, MOJydYeHHbIE BCeMU KilaccuduKaTopaMu Mo BCEM YepTaM JIMYHOCTH,
OBUTH YIYYIIECHBI C TIPUMEHEHNEM ONTUMMU3ALMK THIIepIIapaMeTPOB, YTO MO3BOIMIIO YBETMIUTh
MIPOM3BOAUTEIBHOCTh Kitaccudukaropa XGBoost 1o 70,45% 1mo MeTpuKe accuracy B TECTOBBIX
Habopax.

KmoueBsie cioBa: moaenb DISC, nuyHOCTHBIE YepThl, MpeABapUTeIbHAsg 00padoTKa JaHHBIX,
mamHHoe ooyueHue, TF-IDF, XGBoost

Jlng murupoBanmsi: Mbele Ossiyi L.P., Drobintsev P.D. Analysis of personality traits based on the
disc model using machine learning methods // Computing, Telecommunications and Control.
2023. T. 16, Ne 3. C. 54—63. DOI: 10.18721/JCSTCS.16305

Introduction

The last two decades have witnessed massive use of digital platforms for sharing ideas, feelings, opinions
and emotions, and X (former Twitter which is banned in Russia Federation) is one of the most widely used
platforms in this context. Automatic identification of users' personality traits based on publicly available
information from online social platforms is increasingly becoming a promising field these days and attracts
widespread interest in various disciplines [1, 2]. As of today, automatic identification of personality traits
is likely to become beneficial in many areas, such as recommendation systems, attribution of authorship,
implementation of recruitment policies. Such applications are mainly built based on psychological models
such as MBTI, Big Five, DISC and usually require large datasets, machine and deep learning algorithms.
The size of a dataset is an important component in determining the performance of a machine-learning
model. Large datasets generally lead to better performance on the classification problem. Nevertheless, it
is stated that, large datasets in personality traits identification tasks are mostly created in English language
and it is quite difficult to find a dataset for a specific language, which may lead to use of small dataset.
In machine learning, a small dataset usually refers to a dataset containing less than 1000 instances while
calculations and mathematical computations on it can be performed on a computer in a short time. Such
a dataset is considered small because it may not be representative of the population. Some previous works
have been devoted to the identification of personality traits based on the psychological models Big Five
[3], DISC [4, 5] and MBTI [6]. However, the existing datasets used in these papers are mostly outdated,
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in English and unbalanced, making it difficult to make assumptions about different languages. An unbal-
anced dataset is one in which samples and their corresponding labels are not evenly distributed over the
data space [7]. The unbalanced data distribution problem occurs when majority classes have a larger pro-
portion of features than minority classes.

To address this problem, a balanced dataset of small size, in French, based on the DISC psychological
model was created and the results and performance of machine learning algorithms on this dataset were
analyzed.

In this paper, a dataset in French language was used, which is less difficult and different for instance
from Russian language from a linguistic point of view (Cyrillic and Latin alphabet). Russian language, like
other Slavic languages is a morphologically rich language with free order and inflection. These linguistic
factors make it difficult to collect enough relevant features data to efficiently train machine-learning mod-
els, which could produce lower quality results compared to French ones.

The choice of the DISC model is explained by its ability to be a predictor of improved manageability
in work teams (enterprises, organizations) [8]. Thus, the present paper aims to analyze machine-learning
methods performance on a balanced small dataset in the task of personality traits identification based on
the DISC psychological model.

Problem statement

To achieve our objective, this paper is organized as follows:

1. the dataset creation in French and data annotation;

2. data pre-processing;

3. application of different machine learning algorithms and analysis of their performance.

The social network Twitter (Twitter APT) [9] was used to collect user-related data in this work. The data
(tweets) were collected from January to May 2022 in French.

The psychological model used within the work is DISC. Personality traits were divided into four classes:
dominance, influence, steadiness, consciousness.

As a result, data were collected on 660 users and more than 144,117 tweets. The corpus was divided into
training and test samples in the 80/20 ratio.

The next steps after data collection were cleaning the dataset, its preprocessing and annotation, which
was made possible largely by contacting an online service specializing in data annotation.

The following technology stack was used to implement the algorithms: Python 3.9 programming lan-
guage; NumPy, Matplotlib, SciPy libraries; Google Colab development environment.

Stages of work

In this paper, our main concern was focused on user privacy in the process of collecting and analyzing
data from Twitter accounts. The main challenge was to respect the boundary between public and private in-
formation. Anonymity of user data was protected by replacing usernames with some codes. Sensitive data,
such as age, gender or civil identity of users were neither published nor used in the selection, classification,
and other processes in this work.

a) Dataset creation

During the dataset creation process, the following were used: Twitter API, keywords. To obtain relevant
data from users, keywords related to emotion, derived from Watson and Tellegen two-dimensional emotion
map (1985) were selected. The Tellegen-Watson model (Fig. 1) is useful for linking spatial and discrete
levels of emotions [10].

The dotted lines are the upper-level dimensions. The dimensions of positive effect and negative effect
are shown as solid lines from the middle of the hierarchy and provide the heuristics needed to distinguish
specific words with discrete emotions based on function. Discrete emotions near the axis correlate strongly
with this dimension [10].
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Fig. 1. Two-dimensional map of emotion by Wilson and Tellegen

To analyze the personality traits of individuals and build up a clean dataset consisting only of person-
al and real accounts, it was essential during the collection process for a better analysis to delete tweets
containing languages other than French in their structure and to detect and remove bots and typical ac-
counts such as: fanatical (sport, music), poetry and thoughts ones. During the filtering process several
numerical characteristics were considered, such as the number of followed people, the number of friends,
the frequency of posted tweets, the frequency of retweets, the frequency of comments and replies, and
the age of the account (when the account was created). These characteristics were used by the Support
Vector Machine algorithm during the training phase to proceed a binary classification to distinguish real
accounts from others. The Support Vector Machine algorithm fitted well for this task due to its ability to
handle high-dimensional data. A high value for metrics such as the precision and accuracy of an account
indicated a high probability of a non-personal or fake account. For example, sports-related accounts have
the particularity of having most of the tweets containing images, videos (taken from other sports-related
accounts) with high frequency of replies and retweeting all sporting events with high frequency. As a result,
660 users and 144,117 tweets were obtained as material for work. To ensure work productivity, it was cru-
cial to call on experts in the psychological field to annotate the dataset. The personality traits of the users
were assessed by a panel of psychology experts on Fiverr.com. The Fiverr choice as a freelance platform
for searching psychological experts is explained by its wide range of services and opportunities for finding
services easily. To annotate the dataset, we opted for the choice of several psychological experts to compare
the different results and judge their similarity. Psychological experts were chosen based on several criteria
such as: their grades, their levels (diplomas and certificates, as Fiverr has a verification process during
which sellers provide information about their training and background), and comments from other buyers.
To determine user personality traits, each user was labelled with their most frequently used choice of words
that fit the model.

Fig. 2 identifies the proportions of personality types: I (influence), D (dominance), C (conscientious-
ness) and S (steadiness). It is observed that personality types I and D are possessed by most users, and type
S by a minority. The annotation work resulted in the following dataset (Fig. 3).

b) Data pre-processing

The obtained data is unstructured (Fig. 4), that is, it contains text, special characters, images, and vid-
eos. Hence, some pre-processing steps are required for further processing (Fig. 5) such as: converting all
tweets to lowercase to create consistent text; removing stop words such as le, un; removing URLs, emoti-
cons and special characters used in tweets; applying tokenization and lemmatization. Although users can
use emoticons in a post to express their feelings and to provide relevant information, however in our case
the analysis of users' posts in our dataset showed a low frequency of emoticon used per post, or even per
user, consequently in our work we opted to remove them completely for consistency in our analysis.
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¢) Model training

Before starting the model training process, the key point is feature extraction [6], which is the vector
representation of texts. In this work, the TF-IDF model [9] was chosen, TF-IDF score is useful to adjust
the weight between common and less frequently used words. A data augmentation method by synthetic
minority oversampling, SMOTE [2], was applied to balance the dataset. In our work we have trained our
dataset with supervised machine learning algorithms corresponding to the classification problem. To have
the best algorithm according to several metrics, we used a certain number of classes of algorithms such as
logistic regression, decision trees and gradient boosting algorithms.

Research results and their discussion

To evaluate the performance of the machine learning models, we used several machine learning metrics
such as: accuracy, precision, completeness, error matrix, ROC curve, F1-score. Also, to obtain a model
that correctly generalizes the results, we were keen to separate all the training and validation data sets dur-
ing a time interval T (using temporal separation method). To this end, during the training phase the vali-
dation set is unknown to the classifier so that the validation set cannot accidentally infiltrate the training
set, and this creates independence between the two sets. To improve the performance of some algorithms,
hyperparameter optimization (maximum tree depth, learning rate) was applied [14]. In this paper, the XG-
Boost algorithm performed the best (Table 1) compared to other machine-learning algorithms. The most
important success factors of XGBoost are its scalability in all scenarios and the ability to solve a real-scale
problem using a minimum number of resources [15].
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Table 1
Results of XGBoost application
Precision Recall fl-score Support
C 0.71 0.55 0.62 31
D 0.69 0.61 0.65 36
I 0.73 0.86 0.79 50
S 0.65 0.73 0.69 15

In Fig. 7, it is observed that each point on the ROC curve is obtained from the values in the error matrix
(Fig. 6) associated with applying a certain constraint to the classifier predictions. The ROC curve represents
sensitivity as a function of specificity for all possible threshold values of the classifier under study. Classifiers
that give curves closer to the top-left corner indicate a better performance. As a baseline, a random classifier
is expected to give points lying along the diagonal (FPR = TPR). The closer the curve comes to the 45-degree
diagonal of the ROC space, the less accurate the test. An excellent model has AUC (Area under curve) near to
the 1 which means it has a good measure of separability. A poor model has an AUC near 0 which means it has
the worst measure of separability. The higher the area under the curve, the better the model can perform. For
example, our Class C, which represents the lowest population in our dataset has a curve close to the top left
and achieve a sensitivity of 80% only if the percentage of misclassified positive examples is about 40% (Fig.
7), which is a good result for a classifier that should have practical applications.

Fig. 8 indicates that the accuracy and completeness curve of Class D shows an acceptable result. An
accuracy of about 80% is required to achieve60% completeness. The accuracy and completeness score
(otherwise F1-score) for Class I is 0.69. The Class S curve shows a sensitivity to predicted positives values
of 50% with a true positive rate of about 60%, which is average. Class C for 50% of predicted positive values
shows a rate of almost 70% true positive values. When considering all the results of models based on the
accuracy metric (Fig. 9), it is stated that, the model based on naive Bayesian classifier showed the lowest
accuracy (48.48%), and the model based on XGBoost algorithm showed the best result (70.45%).
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Models Test accuracy
XGBoost 70.454545
Catboost 68.939394

Random Forest 63.636364

Logistic regression 63.636364

SVM 62.878768

SGD Classifier 62.121212

6 Decision Tree classifier 50.757576
7 Multinomial Naive Bayes 48.484848

Fig. 9. Algorithms accuracy

Conclusion

To sum it up, our work showed the feasibility of applying gradient boosting algorithms to the analyzing
personality traits task using balanced small dataset. To improve the algorithms performance, hyperparam-
eter tuning was applied to each classifier. Although the accuracy metric is not the only metric for evaluating
the performance of a model, the developed model based on the XGBoost algorithm showed the best result
according to the accuracy metric (70.45%). There is no universal threshold that we use to determine if a
model has good accuracy or not. The judgement of good or bad accuracy is subjective and depends on the
task in which it is measured. In our case, we obtained a score of 70.45% for a small dataset, so we can con-
sider our model to be useful according to the accuracy metric. In addition, model accuracy between 70%
and 90% is realistic and consistent with industry standards.

The following steps were taken to solve the problem:

» Dataset creation in French using the social network Twitter. The dataset was based on the DISC psy-
chological model, which classifies personality traits into 4 categories: dominance, influence, steadiness,
conscientiousness.

« Dataset annotation. The dataset was annotated by a team of psychologists on the Fiverr platform. As
a result, 660 users and more than 144,000 tweets were selected. After annotating the dataset by a team of
psychologists, the first resulting version of the dataset was unbalanced. Thus, the SMOTE data augmenta-
tion method was applied for the purpose of balancing the dataset.

» Data preprocessing and model training with several machine learning algorithms. In our paper,
some applied pre-processing (semantic, syntactic) and features extraction methods are universal despite
the chosen language. Most of the used methods in our work are designed programmatically (based on pro-
gramming libraries) and support most of the spoken languages of the world.

For further research, there is a need to address the issue of using Russian language material despite the
linguistic difficulties of collecting and processing. One of the possible solutions would be to add more data
and use other features or extraction methods. The potential of analyzing personality traits using the XG-
Boost gradient boosting algorithm lies in the possibility of using it in the development of recommendation
systems useful in companies, higher education institutions, for marketing, audience targeting, implemen-
tation of recruitment policies.
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Abstract. The main purpose of this article is to develop and design a USB_PD fast charging
circuit based on the Type C interface, to increase the battery life of electronic devices, provide
an optimal power mode (minimum interface supply voltage of 5V while increasing the charging
current). In this article, LDOs (Low Voltage Linear Regulator) are selected to implement an
FPGA buck power supply, which is a fixed output regulator that provides low voltage output
with current limiting, thermal shutdown, and battery reversal protection. To achieve this goal,
the problems of high power consumption and low battery life caused by the rapid development
of mobile devices such as mobile phones are analyzed, and it is indicated that the most effective
solution at present is to increase the charging efficiency. The article briefly talks about the current
state of fast charging research. The general structure of the USB PD fast charging protocol, the
structure and functions of each part are analyzed. The physical layer simulation of the USB
PD controller is completed using Verilog HDL, the function and implementation principle of
each module is detailed, and the VCS is used for simulation to ensure that the design function
is correct. The above-described board-level design is tested based on a programmable logic
integrated circuit, and a logic analyzer and a protocol analyzer are used on the test results to
achieve the expected design goals.
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Annotanusa. OcHOBHa 1LIeJIb B JAHHOU CTaThe 3aKII0YaeTCs B pa3pabOTKe U MPOEKTUPOBAHUU
cxembl ObicTpoii 3apssnku USB_PD Ha ocHoBe untepdeiica Type C, mis yBeaudeHUs] BpeMeHU
aBTOHOMHOM paOOTHI 3JIEKTPOHHBIX YCTPOMCTB, 00SCIICUCHNE ONMTUMAIBHOTO PEXXMUMa MUTAHUS
(MMHUMAJIbHOM HAaIpsKeHUU MUTaHUs MHTepdeiica 5 B ipu yBenmueHnu 3apsgHoro Toka). B
naHHoit ctatbe BeIOpaHbl LDO (Low Voltage Linear Regulator) aist peanu3aumny MOHMXKAIOIIETO
uctouHuka nutaHusi FPGA, KoTopblii peacTaBisieT co0oi cTabuausaTop ¢ GUKCUPOBaHHBIM
BBIXOJIOM, KOTODBIIi 00ecleuruBaeT HU3KOE HaIpsKeHUEe, Ha BbIXO/E C OTPAHUYEHUEM IO TOKY,
OTKJIIOYEHUEM ITIpM TIeperpeBe M 3alllUTOI OT IeperoIocOBKU Oatapen. s peann3anum Mo-
CTaBJICHHOU IIEJIM MPOAHAIM3UPOBAHBI ITPOOJIEMBI BEICOKOTO 3HEPrOMOTPEOICHNSI 1 HU3KOTO
BpeMEHU aBTOHOMHOI pabOThI, BRI3BAHHBIE OBICTPBIM Pa3BUTHEM MOOUIBHBIX YCTPOUCTB, TAKMX
KakK MOOUJbHbIEe TeJae(OHbI, U YKa3aHO, YTO HanboJjee 3((HEeKTUBHBIM pPEllIeHMEM B HaCTOsIlIee
BpeMs SBJISIeTCS TOBbIIeHUE 3G (GEKTUBHOCTU 3apsiiku. B cTaTbe KpaTKO paccKa3biBaeTcsl O
TeKYLIEM COCTOSIHUM UCCleNoBaHUI ObICTpOU 3apsaku. [IpoaHanu3nupoBaHa oOl1ast CTPYKTypa
npoTtokoja owicTpoit 3apsiaku USB PD, crpykrtypa u dyHkumm kaxmoii yactu. Moaenuposa-
Hue dusnyeckoro yposHss USB-koutpoiepa PD 3aBepiiero ¢ ncnonb3oBanuem Verilog HDL,
GYHKUMSA U MPUHLIUT peann3alnuy Kaxa0ro Moayist oapoOHo npeacraBiieHbl, a VCS ucnomiab-
3yeTcs sl MOJEIMPOBaHUs, YTOObI TapaHTUPOBATh MPAaBUIbHOCTb MPOEKTHON (PYyHKUMU. Bbi-
MOJIHSIETCSI TIPOBEPKA BHIIIEONMUCAHHONW KOHCTPYKIIMM Ha YpPOBHE IJIaThl HA OCHOBE IMporpaM-
MUPYEMOI1 JIOTUUECKOI UHTErPAIbHON CXEMBI, a TAKXKE UCIOJIb3YIOTCS JIOTUYECKUIA aHATU3aTOP
U aHAJIM3aTOP MPOTOKOJIOB ISl aHAM3a Pe3yIbTaTOB MPOBEPKU TSI TOCTUKEHUST 0XUIaeMbIX
1eJieli MPOeKTUPOBAHMUSI.

KioueBbie ciaoBa: Mmoayib ObicTpoil 3apsiaku, npoTokoiaa USB-PD, unrepdeiic, Type C, npo-
TOKOJI Tiepeaayr SHEPIUr

Jlng nutupoBanusa: Kozhubaev Y.N., Ovchinnikova E.N., Gorelik M.A., Yiming Y. Design and
control of a fast charging module based on the USB-PD protocol // Computing, Telecommunicae
tions and Control. 2023. T. 16, Ne 3. C. 64—73. DOI: 10.18721/JCSTCS.16306

Introduction

With the continuous digitization, the needs of applications in the field of data interaction and pow-
er transmission have further expanded. Whether it is stationary devices such as desktop computers, TVs,
workstations, or portable devices such as mobile phones and tablet computers, the USB interface is un-
doubtedly the most direct link between data transmission and electricity [1—3]. Modern equipment not
only imposes explicit requirements for increasing the data transfer rate, but also puts forward additional
requirements for the throughput of the USB interface [4—6]. The ability to transfer 100W of power has be-
come the goal that the USB 3.1 interface specification hopes to achieve, and only USB TYPE-C interface
can support the transfer of this power. This requirement cannot be met according to the traditional USB

© Koxy6aes tO.H., OBunHHuMKoBa E.H., Mopenuk M.A., UMuH ., 2023. U3paTenb: CaHkT-MeTepbyprckuii MONMTEXHUYECKUIA yHUBEpCUTET MNeTpa
Benukoro
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Fig. 1. Schematic diagram of intrusion detection

3.0 interface protocol specifications and below, and it is necessary to promote and apply the USB 3.1 pro-
tocol specification, which can support high power and high-speed data transmission [7—8].

With the popularization of smart devices, the performance of smartphones has become higher and
higher, with more and more functions, and the hardware has improved greatly. At present, lithium batteries
are mainly used in power supplies for portable electronic devices. The problem of poor device endurance is
usually solved by increasing the capacity of lithium batteries. However, this method increases the weight of
the device. Before lithium battery technology makes a major breakthrough, increasing its charging speed
is another way to solve this problem. The fast-charging protocol is based on a certain battery capacity, re-
duces the charging time by increasing the charging power, and the way to increase the charging power is to
start from the charging voltage and charging current. Usually there are three ways: increase the charging
current while the charging voltage is unchanged, and the charging current is unchanged. At the same time,
the charging voltage increases, and the charging voltage and current increase simultaneously [9—11].

Research status and development trends

The USB interface (Fig. 1) is divided into USB Type A, USB Type B, USB Type C, Mini USB, and Mi-
cro USB interfaces. The Type-C interface provides a smaller, thinner, and more durable interface instead
of the traditional physical interface. Several significant advantages of the Type-C interface: The thickness
of the Type-C interface is only 2.4mm, which can be used in ultra-high. In some thin devices, the Type-C
interface is symmetrical, supporting the positive and negative insertion of the plug, at the same time, it also
supports the positive and negative insertion of the cable direction [12—14].

The USB_PD protocol can provide a maximum power of 20V/5A for charging. Traditional USB
Type A and USB Type B interfaces cannot transmit such high power. USB_IF organization formulat-
ed USB Type C. The interface specification stipulates that a standard data line equipped with Type C
interface can transmit a maximum current of 5A, in order to cooperate with the USB_PD fast charging
protocol to achieve maximum power transfer; USB Type C The interface is compatible with the functions
of the previous generation interface, and its transfer rate can also reach 40Gbps. And there is a very con-
venient advantage that there is no need to distinguish the direction of the interface [15—17]. Now there are
more and other devices equipped with USB Type C interface, and interface unification is a trend, because
the 100W USB_PD fast charging protocol transmission power can match the charging power of most
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electronic products. Requirements and characteristics do not need to distinguish between the direction of
the interface, widely used in consumer electronics such as smart phones and thin and light laptops, and
will be popularized in more portable electronic devices. In the future, USB PD may use the same charger
and charging cable when charging different devices, which is useful to reduce resource wastage caused by
different devices having to be equipped with different chargers [18—20].

Development of the USB_PD protocol based on the Type C interface

When the charger is charging the electric appliance, only after the charger and the electric appliance
are connected stably, safe and fast charging can be done, so the insertion detection work should be the first
step. As mentioned above, setting up the power supply in this design is done by connecting the CC line
between the two devices. Initially, the USB Type-C VBUS interface has no power, and the system needs to
connect a cable between the two devices. The role of the device is determined at connection time. A device
whose CC line on a socket is pulled high is defined as a power supply terminal, and a device that goes low
is defined as a power terminal.

Figure 1 shows a method for determining the role of power supply and demand, cable orientation, and
current supply capability. Source terminals CC1 and CC2 are driven high through resistor Rp, and detect-
ed CCl1 or CC2 is always high when nothing is connected. After connecting the power terminal, the voltage
of CC1 or CC2 is reduced by the resistor Rd. Since there is only one CC wire in the cable, the source can
tell which CC is low. The voltage CC1 or CC2 of the consumer is also determined. Once the CC line is
detected to be high voltage, its voltage level will allow the consumer to know the current capacity of the
power supply. The pull-up resistor Rp in the circuit can also be replaced by a current source that is easily
implemented in an integrated circuit and can be immune to V+ supply voltage error.

It can be seen from the principles above that the CC line at the source end will cause voltage variations
before and after switching on. In this design, two op-amp comparators opl and op2 are used to compare
the voltage changes before and after CC1 and CC2, respectively, and then according to the output signals
oplout and op2out of the two op-amps, it is determined whether CC1 and CC2 are inserted [21—23].

Simulation based on programmable logic integrated circuits (FPGA)

Test plan

To make sure that the USB PD controller can work properly, you need to check the design goals with
the following aspects in mind. Check if the discovery plug-in works normally and can start communicating
with the PD normally after detecting the connection of the device. Whether the hardware circuit performs
data processing in transmitted data packets as intended. Whether the source side and the receiver side can
normally send and receive data, can they correctly analyze the received data and give appropriate feedback.
The test setup in this article is to use the Alter Cyclon IV EP4ACE6E22CN Development Board and the
USB PD Protocol Tester (POWER-Z) as the test platform. The emulator simulates a charging terminal,
and the USB PD protocol tester simulates a power consumption terminal (set to monitor mode). After the
system is powered on, when the emulator detects that a device is inserted, it starts sending its own capabil-
ity power supply to the tester. To facilitate observation, a logic analyzer is used to capture the waveform on
the CC line, a PD protocol analyzer is used to analyze the waveform, and an oscilloscope is used to observe
the voltage on the CC line during the power matching process [24—26].

If, after the test, the source terminal and the sink terminal exchange information, it means that the
function of the input detection module is correct and communication with the PD starts normally. Then,
by analyzing the waveform captured by the logic analyzer, when the 4b5b encoding, BMC encoding, and
crc32 calculation of the transmitted data are fully realized, it indicates that the hardware circuit is work-
ing correctly. Compare the communication results output by the protocol analyzer with the overall pow-
er matching process specified in the protocol. If they match, it means that the PD communication can
complete the negotiation as expected. Finally, observe the voltage on the CC line through the oscilloscope
When the voltage is 1V, indicates that the operating voltage of the CC line is normal.
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Fig. 2. CCl1 Insert Detection Circuit

Construction of the test platform

The IC model chosen in this article, Alter Cyclon IV EP4ACE6E22C8N, has the following features: low-
cost, low-power FPGA architecture with 22320 logical cells, up to 6.3 MB of internal memory, with 80
configurable I/0s, has 4 PLLs. In this design, a stable power supply to the FPGA is achieved by choosing
a model with a fixed output voltage of 3.3V [27—29].

Figure 2 shows the cable entry detection circuit in CC1. When the cable does not enter or exit, the
voltage of CC1 is always at a high level. When the end of the power supply is connected, the voltage of
CCl1 will be pulled down, as shown in figure CC1 PULLDOWN. According to the above principle, it is
only necessary to detect the voltage drop across CCl1 to conclude that the cable is inserted and CCl is
valid.

The LM358 shown in the figure is a dual op-amp. Inside are two independent high-gain operational
amplifiers with internal frequency compensation. [30—32]. It can effectively meet two different require-
ments of single power supply and dual power supply. When operating with this function, the power supply
current is not affected by other factors. Voltage change detection on CCI can be realized with LM358.
When it is determined that the CC1 cable is inserted, the controller starts sending data packets to the
consumer via CC1 to communicate with the PD. CC2 has the same insertion detection scheme as CCl1
[33—35].

In this model, we use quartus II to write the RTL code to the FPGA. Fig. 3 shows that the RTL code
was written successfully. Use the keil software to program the C code into a hex file and write it to the em-
ulator to get an FPGA emulator that meets the test requirements, and connect the emulator to the USB
PD protocol tester, logic analyzer and other equipment. construction of a verification platform. As shown
in Fig. 4.

Simulation results

Using a PD protocol analyzer, the waveform represented by the logic analyzer can be analyzed
fully automatically. Fig. 5 shows the entire power negotiation process resulting from the analysis of
the PD protocol analyzer. After the Source is connected to the Sink, power matching occurs first via
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Fig. 4. FPGA Verification Platform

the CC line. Sou sends Source Cap data packets to Sink five times in a row. This data packet contains
five power supply parameter specifications, namely: 5V/3.03A, 9V/2.39A, 12V/2.31A, 15V/1.91A,
20V/1.83A. After successfully receiving the Source limitation, the SINK side first returns GoodCRC
data, and then parse the Source constraint and send the Reqest 5V/3.03A packet to the Source side,
and then complete the whole process according to the communication steps of PD power negotia-
tion. According to the above results, the PD controller can realize the expected power supply through
power matching.
A fragment of the values and steps of the energy matching information is shown in Table 1.

Conclusion

The main work of this article is to simulate a charge controller that supports USB PD fast charging
technology over the USB PD protocol to solve the battery life problem of electronic devices.
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Fig. 5. Power Supply Matching Block Diagram

The general structure of the USB PD fast charging protocol is presented through the USB PD struc-
ture block diagram and the power negotiation process flow diagram, as well as the Device Policy Man-
ager. The Verilog language is used to complete the protocol layer detection design, and to implement the
functions of communication data packet configuration, data packet inspection, data packet analysis,
and data packet information processing. The circuits on the FPGA development board and the design
of the verification platform are examined, and the USB PD logic analyzer and USB PD protocol ana-
lyzer are used to analyze the test results to ensure that the design code follows the design and achieves
the expected function. The test results show that the developed controller implements power matching
during fast charging.
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Table 1
Fragment of values and stages of energy matching information
Step Source Port Sink Port
| The Policy Engine notifies the protocol
layer to send Capabilities packets
The protocol layer forwards Capability
2 packets to the physical layer.
CRCReceiverTimer start time
3 The physical layer adds crc32 The physical layer receives the packet
to Capbilities and sends and completes the crc32 check.
4 Capabilities packets are passed from the

physical layer to the protocol layer.

The Capability packet is passed from the physical
layer to the protocol layer, which compares the
ID in the received packet with the previous

5 one and writes the new ID. The protocol layer
notifies the Policy Engine that a packet has
been received. The Policy Engine starts the

PSTransitionTimer and reduces the current. Policy

Engine Starts Power Supply Transformation.

6 The protocol layer passes the GoodCRC
packet to the physical layer.
7 The physical layer receives the packet The physical layer adds crc32 to
and completes the crc32 check. the GoodCRC message and
The physical layer passes the verified
g GoodCRC packet to the protocol layer,

and then the protocol layer checks and
updates the MessageIDCounter.

The protocol layer notifies the Policy
9 Engine Capabilities message that the
message was successfully sent.

As a result of the simulation of the operation of the PD USB controller based on a field-programmable
logic integrated circuit, the optimal power mode (5V/3.03A) is realized from the 5 provided (5V/3.03A,
9V/2.39A, 12V/2.31A, 15V/1.91A, 20V/1.83A) power parameters. According to the results in the article,
the PD controller can realize the expected power delivery through power matching.
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