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FLEXIBLE DEEP FOREST CLASSIFIER 
WITH MULTI-HEAD ATTENTION
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1 Peter the Great St. Petersburg Polytechnic University,  
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Abstract. A new modification of the deep forest (DF), called the attention-based deep forest 
(ABDF), for solving classification problems is proposed in the paper. The main idea behind the 
modification is to use the attention mechanism to aggregate predictions of the random forests 
at each level of the DF to enhance the classification performance of the DF. The attention 
mechanism is implemented by assigning the attention weights with trainable parameters to 
class probability vectors. The trainable parameters are determined by solving an optimization 
problem minimizing the loss function of predictions at each level of the DF. In order to reduce 
the number of random forests, the multi-head attention is incorporated into the DF. Numerical 
experiments with real data illustrate the ABDF and compare it with the original DF.

Keywords: machine learning, classification, random forest, decision tree, deep learning, attention 
mechanism
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ГИБКИЙ КЛАССИФИКАТОР НА ОСНОВЕ ГЛУБОКОГО ЛЕСА 
С ИСПОЛЬЗОВАНИЕМ МНОГОМЕРНОГО ВНИМАНИЯ

А.В. Константинов1    , Л.В. Уткин1 ✉    ,  
С.Р. Кирпиченко1  

1 Санкт-Петербургский политехнический университет Петра Великого,  
Санкт-Петербург, Российская Федерация

✉ lev.utkin@gmail.com

Аннотация. В статье предлагается новая модификация глубокого леса, называемая 
глубоким лесом на основе механизма внимания, для решения задач классификации при 
ограниченной выборке. Основная идея модификации заключается в использовании ме-
ханизма внимания для агрегирования предсказаний случайных лесов в виде векторов ве-
роятностей классов на каждом уровне или слое глубокого леса для повышения эффек-
тивности классификации все модели. Механизм внимания реализуется путем присвоения 
веса внимания конкатенированным векторам примеров и векторов вероятностей классов 
так, что модель внимания имеет обучаемые параметры. Обучаемые параметры определя-
ются путем решения задачи оптимизации, минимизирующей функцию потерь ошибки 
предсказаний на каждом уровне глубокого леса в процессе обучения глубокого леса на 
каждом уровне. Чтобы уменьшить количество случайных лесов, в глубокий лес включено 
так называемое многомерное внимание. Численные эксперименты на реальных данных 
иллюстрируют предлагаемую модификацию с точки зрения точности классификации и 
сравнивают ее с оригинальным глубоким лесом.

Ключевые слова: машинное обучение, классификация, случайный лес, дерево решений, 
глубокое обучение, механизм внимания

Финансирование: Работа выполнена при поддержке гранта РНФ № 21-11-00116.

Для цитирования: Konstantinov A.V., Utkin L.V., Kirpichenko S.R. Flexible deep forest 
classifier with multi-head attention // Computing, Telecommunications and Control. 2023.  
Т. 16, № 2. С. 7–16. DOI: 10.18721/JCSTCS.16201

Introduction

A lot of ensemble-based machine learning methods have been proposed [1, 2] due to their efficiency. 
These methods use a combination of the so-called base models to obtain more accurate predictions. Three 
types of the ensemble-based methods can be pointed out: bagging [3], stacking [4], and boosting [5]. Each 
type of methods has cons and pros. One of the important bagging methods is the random forest (RF) [6], 
which combines predictions of many randomly built decision trees. RFs are popular because they are sim-
ply trained and provide outstanding results for many datasets.

RFs can be regarded as powerful machine learning models. However, they cannot compete with deep 
neural networks. In order to partially overcome this disadvantage Zhou and Feng [7] proposed the so-
called Deep Forest (DF) or gcForest, which copies the structure of multi-layer neural networks and con-
sists of several layers or forest cascades. Each layer of the DF consists of several RFs, which produced 
predictions combined to use them at the next layer. The DF does not require gradient-based algorithms for 
training. This peculiarity makes the DF simple. Moreover, they have less hyperparameters in comparison 
with neural networks. Due to efficiency of the DF, many modifications have been proposed [8–16]. The 
DFs were used in various applications [17–21].
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In order to improve RFs, the attention-based RFs were proposed in [22], where the trainable attention 
weights are assigned to each tree and each example. The weights depend on how far an instance, which 
falls into a leaf of a decision tree, is from the instances, which fall into the same leaf. The attention weights 
in the RF are used to compute the weighted average of the decision tree predictions.

It is important to note that the attention mechanism is successfully applied to neural networks to en-
hance their prediction abilities. It is based on the human perception property to concentrate on an impor-
tant part of information and to ignore other information [23]. Therefore, the attention mechanism opened 
a door for implementing many neural network architectures, including transformers, the natural language 
processing models, etc., which are considered in detail in [23–26].

The attention-based RFs (ABRF) opened another door to the attention models different from the neu-
ral networks or their components. Therefore, we proposed a new attention-based model incorporated into 
the DF to enhance the DF prediction accuracy. The main idea behind the attention in the DF is to assign 
the attention weights to every RF at each layer to optimally combine the RF predictions and to produce 
new attended training feature vectors at each layer of the DF for training trees and RFs at the next layer. 
The attention-based DF is abbreviated as the ABDF.

The paper is organized as follows. A short description of the DF proposed by Zhou and Feng [7] and 
the attention mechanism are given in Section 2 and 3, respectively. Section 4 shows a general architecture 
of the attention-based DF. Numerical experiments with real data illustrate the attention-based DF and 
compare it with the original DF in Section 4. Concluding remarks are provided in Section 5.

A short introduction to the DF

Before considering the weighted DF, we briefly introduce gcForest proposed by Zhou and Feng [7]. 
The DF can be divided into two parts. The main part of gcForest is a cascade forest structure where each 
level of a cascade receives feature information processed by its preceding level, and outputs its processing 
result to the next level [7].

The main part of the DF proposed in [7] is a cascade forest structure shown in Fig. 1. One can see from 
Fig. 1 that each layer (level) of the cascade consists of several RFs whose number is a tuning parameter. 
Every RF produces a class probability distribution vector. The probability distributions of classes are de-
termined in the standard way by counting the percentage of different classes of instances at the leaf node 
where the considered instance falls into. The RF class probability vectors are computed by averaging the 
class distribution vectors across all trees in the RF. The vectors produced by all RFs at each level are con-
catenated to each other. Moreover, the obtained concatenated class probability distribution vectors are 
concatenated with the input feature vector producing the training or testing vector for the next level. The 
feature vectors of the last level are combined into a single class probability vector by means of averaging. 
The final prediction corresponds to the largest probability from the class probability vector. The greedy 
algorithm is used to train the DF so that the next level of the forest cascade is trained on the feature vectors 
obtained from the previous level.

We suppose that there are Q levels (layers) of the DF, every level contains F forests, every RF consists 
of T decision trees. It is assumed for simplicity that F and T are identical at all levels.

Suppose that there are n training instances S = {(x1, y1), (x2, y2), …, (xn, yn)}, xi = (xi1, …, xim) ∊ 
∊ ℝm, is a feature vector from m features, yi ∊ {1, …, C} is the target output. The class probability vector  
pl = (pi,1, …, pl,C) as the prediction of the lth tree is defined as follows. Let the vector x fall into a leaf of  
the lth tree. Then there holds

where c is the class index c ∊ {1, …, C}, nl,c is the number of instances from the class c which fall into the 
same leaf as the vector x in the lth tree.

{ } , ,
,

,1

Pr ,l c l c
l c C

ll ii

n n
p c

nn
=

= = =
∑

x
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In other words, pl,c is the percentage of instances from class c, which fall into the leaf where the instance 
x falls into. The following condition is fulfilled for all trees:

The class probability vector vj(i) = (vj,1(i), …, vj,C(i)) as the prediction produced by the ith RF for xj is 
defined as

According to [7], the concatenated vector xj
(q) after the qth level of the DF cascade is

It consists of the original vector xj and F class probability vectors obtained from F RFs.

The attention mechanism and the attention-based RF

According to [24], the attention mechanism can be considered in terms of the Nadaraya–Watson ker-
nel regression model [27, 28]. Given the training set S, the machine learning task is to find a function f:  
ℝm → ℝ predicting the target value    of a new instance x based on the dataset S. Then the Nadaraya–Wat-
son regression model can be written as follows:

where α(x, xi) are the attention weights depending on how the vector xi from the training set is close to  
the input vector x, i.e. the closer xi to x, the greater α(x, xi).

The weights are expressed through the kernel K as:

Vector x, vectors xi and outputs yi are called query, keys and values, respectively, [29]. Generally, weight 
α(x, xi) depends on the trainable parameters w. If the Gaussian kernel is used to represent the attention 
weight, then we can write the following:
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Here w is the vector of trainable attention parameters, a(x, xi, w) is an attention scoring function 
that maps two vectors to a scalar. It should be noted that there are various forms of incorporating train-
able parameters. As a result, different expressions for the attention weights or for the scoring function 
have been studied and proposed. One of the popular scoring functions is defined as

where wv or Wv, Wq, and Wk are the vector and matrices of trainable parameters.
The corresponding attention is the well-known additive attention [29]. Another popular attention is 

the dot-product attention [30, 31]. The attention-based RF proposed in [22] is based on the Huber’s 
ϵ-contamination model [32] with a specific trainable parameter, which is the contamination probability 
distribution.

Generally, the attention function (pooling) can be represented as an attention function f:

where e is the output of the attention module (embedding).
Another approach for improving and extending the attention mechanism is to use the multi-head at-

tention which is based on joint use of the different representation of queries, keys, and values in order to 
take into account multiple different aspects of data. The multi-head attention is implemented by means 
of different trainable parameters (heads) wv

(h), Wv
(h), and Wk

(h). In this case, each attention head e(h) is 
written as

When the attention is implemented by neural networks, the heads are determined by different initiali-
zation of the neural network parameters. After computing vectors e(h), h = 1, …, H, the heads are concat-
enated.

The attention-based DF

Let us return to the DF. Suppose that we have the trained RFs consisting of T decision trees at the  
first level of the forest cascade and the instance x is fed to the ith RF. Let us compute the reconstruction  
of input feature vector       produced by the ith RF as follows:

where the reconstruction produced by kth tree is:

Here ℑi
(k)(x) is the set of instances from the training set S which fall into the same leaf from the kth trees 

in the ith RF as the vector x falls; #ℑi
(k)(x) is the number of elements in the set ℑi

(k)(x). It can be seen from  
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Fig. 2. The modified architecture of a level incorporating the multi-head attention

the above expression that      can be viewed as the weighted average over the vectors from S which are  
close to x. It is important to point out that attention mechanism parameters for obtaining      can be  
optimized. However, these approaches complicate the training procedure, and we use the simplest averag-
ing based on Gaussian kernel.

In order to indicate that the multi-head attention with H heads is used, we will denote the mean vectors 
      and the vector v(i) of the class probabilities as         and v(i, h), where i is the number of the RF,  
i = 1, …, F, h is the number of the head in the multi-head attention, h = 1, …, H. So, the prediction of  
the ith RF at the first cascade, which is used in the hth head of the attention, is the vector of probabilities  
v(i, h). We propose to concatenate the vectors         and v(i, h) in order to use the extended RF output  
(      ||v(i, h)). If there are F RFs at the level, then their outputs (      ||v(i, h)), i = 1, …, F, can be  
combined by applying the multi-head attention with H heads. In this case, we obtain H embedding vec- 
tors e(h)(i), which can be concatenated for training the next level of the DF. The concatenated vector de-
noted as E is transformed to a vector xnew of the smaller size to use it at the next level of the DF cascade. 
This scheme is repeated for each level.

The proposed attention-based architecture of the DF level is shown in Fig. 2. One can see from Fig. 2 
that the input vector x is fed F to RFs (RF-i), which provide mean vectors         and the probabilities  
of classes v(i, h). Then concatenated vectors       ||v(i, h) are attended with the vector x (Attent h),  
and we obtain H vectors e(h)(i), which are concatenated to each other into the vector E. After that, the  
vector xnew is calculated as xnew = WcE, where the matrix Wc is trained jointly with the attention mod- 
ules. Predictions of each head in the multi-head attention depend on subset of samples that correspond to 
the head: only samples from the subset are used to reconstruct the input vector and to estimate the class 
probabilities. The subsets for heads are generated using H-fold division of the training set S. The attention 
parameters are trained by using the same folds.

The proposed architecture has several advantages. First of all, it is flexible. We can change the number 
of RFs, the number of heads in the multi-head attention. We can change sizes of embeddings e(h)(i), the  
size of the vector xnew. All attention modules as well as the procedure of reducing the concatenated vector  
(e(h)(1)||…|| e(h)(H)) to the vector xnew have trainable parameters which allow us to obtain the best results. 
Secondly, we can reduce the number of RFs, which are hardly trained, by increasing the number of heads 
in the multi-head attention. This is a very important feature of the attention-based architecture. Thirdly, 
changing parameters of each level, we can obtain the heterogeneous structure of the DF, which leads to 
improved predictions of the whole model.

The simplest implementation of the attention-based DF is when the non-parametric attention mech-
anisms are used and the output feature vector xnew is obtained by averaging the vectors e(h)(1), …, e(h)(H). 
In this case, we train only the RFs. Other components are performed by computing their outputs under 
condition of certain inputs.
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Numerical Experiments

In order to illustrate the attention-based DF, we investigate the model for datasets from UCI Machine 
Learning Repository [33]. Table 1 is a brief introduction about these datasets, while more detailed infor-
mation can be found from the data resources. Table 1 contains the number of features m for the corre-
sponding data set, the number of instances n and the number of classes C.

The ABDF implementation is based on the Bosk framework which is available at https://github.com/
NTAILab/bosk.

Each level of the cascade structure consists of two RFs, each RF consists of 100 decision trees for 
almost all datasets except for the datasets WDBC, TTTE and Biodeg where numbers of trees in the cor-
responding RFs are 1000, 500, 500. The number of cascade levels is taken 3. The number of heads in the 
multi-head attention is 4.

Accuracy measure A used in numerical experiments is the proportion of correctly classified cases on a 
sample of data. To evaluate the average accuracy, we perform a cross-validation with 100 repetitions, where 
in each run, we randomly select n

tr
 = 3n/4 training data and n

test
 = n/4 testing data. Different values for the 

hyperparameters were tested, choosing those leading to the best results.
Numerical results of comparison of the original DF and the ABDF are shown in Table 2, where the 

first column contains abbreviations of the tested data sets, the second column contains the accuracy (the 
mean and standard deviation) of the ABDF, the third column contains accuracy values of the original DF. 
It can be seen from Table 2 that the proposed attention-based DF outperforms the original DF for most 
considered datasets.

Another interesting question is how the number of heads in the multi-head attention impacts the 
prediction accuracy. To study this question, datasets WDBC and TTTE are used, and the accuracy 
measures are obtained for numbers of heads 2, 4, and 6. The corresponding values of the accuracy for 
the dataset WDBC are 95.34, 96.64, and 97.20. Values of the accuracy for the dataset TTTE are 96.87, 
97.08, and 97.36. It can be seen from the results that the number of heads increases the classification ac-
curacy. On the other hand, the large number of heads in the multi-head attention significantly increase 
the computation time for training the ABDF. An optimal number of heads can be selected only in the 
testing phase.

Table  1
Brief introduction to datasets

Data set Abbreviation m n C

Haberman’s Breast Cancer Survival Haberman 3 306 2

Ionosphere Ion 34 351 2

Seeds Seeds 7 210 3

Teaching Assistant Evaluation TAE 5 151 3

Tic-Tac-Toe Endgame TTTE 9 958 2

QSAR Biodegradation Biodeg 41 1055 2

Parkinsons Parkinsons 22 195 2

Connectionist Bench Sonar 60 208 2

SPECT Heart SPECT 22 267 2

SPECTF Heart SPECTF 44 267 2

Breast Cancer Wisconsin WDBC 30 569 2
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Table  2
Accuracy values (the mean and standard deviation) for comparison of the ABDF with the original DF

Dataset ABDF DF

Haberman 71.69±3.38 67.4±4.25

Ion 93.98±1.76 91.7±2.74

Parkinsons 92.65±2.08 91.84±3.65

Seed 95.28±3.50 93.21±2.56

SPECTF 80.15±4.63 81.04±4.43

SPECT 82.94±4.33 82.18±6.46

WDBC 96.41±2.14 95.31±1.90

Sonar 85.77±5.52 83.08±4.11

TAE 61.05±8.47 59.74±7.81

TTTE 97.92±1.05 97.63±0.93

Biodeg 86.63±1.38 87.27±1.65

Conclusion

The paper presented a new efficient modification of the DF. The main idea behind the proposed model 
is to incorporate the multi-head attention into each level of the DF. Numerical experiments showed that 
this idea leads to the model that outperforms the original DF.

The proposed model has several advantages. First, it allows us to reduce the number of RFs by increas-
ing the number of heads in the multi-head attention mechanism at each level of the DF cascade. We can 
even use a single RF because the multi-head attention plays role of the base models like RFs. Secondly, it 
provides outperforming results due to usage of the attention-mechanism. Thirdly, it is flexible due to the 
data representation at the levels of the DF. Indeed, the output vector xnew can have a structure different 
from the input vector produced by the previous level. As a results, RFs at the next level do not depend on 
RFs from the previous level, and we can expect better results due to some kind of the diversity of the base 
models. Fourthly, the ABDF opens the door for developing new modifications of the DF based on various 
forms of the attention mechanism. One of the direct modifications is to change the procedure for comput-
ing the average feature vector      producing by the ith RF. We used the simplest procedure of weighted 
averaging of all vectors that fall into leaves jointly with the vector x(i). However, the self-attention can be 
applied to take into account the context of data as it is performed in Transformers. The self-attention can 
be incorporated into the multi-head attention. The above modifications as well as many other ones can be 
regarded as directions for further research.

( )ˆ ix
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Аннотация. Сегодня массовое сотрудничество в сфере разработки программного обе-
спечения и открытых архитектур меняет фундаментальную структуру бизнеса и перестра-
ивает методы работы организаций в условиях жесткой конкуренции. В статье показана 
актуальность использования облачных технологий в сфере промышленной автоматиза-
ции технологических процессов. Разобраны типовые архитектуры современных АСУ ТП, 
а также разрабатываемые международными сообществами новые стандарты и подходы 
к проектированию промышленных систем управления. Продемонстрирован прототип 
открытой облачной распределенной системы управления на базе МЭК 61131. Приведе-
ны зависимости вычислительной мощности виртуальных контроллеров от количество 
обрабатываемых объектов. Инициатива Open Process Automation направлена на улучше-
ние всех преимуществ жизненного цикла промышленных систем управления благодаря 
использованию основанной на стандартах, открытой, безопасной, совместимой архи-
тектуры и открытой бизнес-модели. Стандарт OPAS на базе этой инициативы использует 
подход «стандарт стандартов». В рамках тестирования архитектуры в соответствии с OPAS 
был сделан ряд выводов об использовании технологии.

Ключевые слова: Индустрия 4.0, OPAS, облачная РСУ, облачные вычисления, АСУ ТП, 
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trol. 2023. Т. 16, № 2. С. 17–28. DOI: 10.18721/JCSTCS.16202

Introduction

Today, massive collaboration in software development and open architectures is changing the funda-
mental structure of business and reshaping the way organizations operate in a highly competitive environ-
ment. Collaboration fueled by open methodologies and peer-to-peer production, is forcing management 
to rethink their strategies. Organizations that previously built proprietary systems are beginning to develop 
open-source products and creating public foundations where everyone can develop and contribute to push 
the boundaries of their business as well as the boundaries of the industries in which they operate.

It is important to note that at the moment, the development under the Open Source concept is far 
advanced in the field of information technology (IT), but in the field of industrial automation is still domi-
nated by the proprietary segment. Companies are reluctant to disclose their code base, mainly the flagships 
of programmable logic controllers (PLC, PLC) and SCADA have closed interfaces, which do not easily 
create a synergy of equipment from different manufacturers, forcing companies to use the products of one 
company [1]. 

The lag of operation technologies (OT) from IT is caused by the fact that the development of open 
solutions is not fully supported by large companies and spheres. Open Source developers are not only small 
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startups looking for new revolutionary solutions. These are companies with billions of dollars: Google, 
Apple, Facebook, Amazon, releasing their products with open source code, available for modification to 
each individual developer.

To develop OT at the same speed as IT, it is necessary to move to the concept of an open industrial 
platform, where development is carried out jointly with developers interested in improving products, free 
competition, and rapid implementation of new technologies in existing facilities. Previously, the IT sphere 
borrowed the concept of lean manufacturing and developed the DevOps methodology for continuous 
product improvement. In the OT-sphere it is necessary to borrow the Open Source concept as one of the 
options for the effective implementation of new tools and technologies in the field of industrial automa-
tion. The Open Process Automation Forum (OPAF) is addressing this challenge.

The article discusses new methods for solving process control problems, as well as the results of their 
application on assembled laboratory benches.

Open industrial automation platform standards

Open Process Automation is an industry initiative aimed at improving the full lifecycle benefits of in-
dustrial control systems through the use of a standards-based, open, secure, interoperable architecture and 
open business model. The Open Process Automation Forum of The Open Group is the primary benefi-
ciary. As of July 2022, OPAF consists of 800 member organizations, most major distributed control system 
(DCS) vendors, many hardware and software vendors, and system integrators [2].

The OPAF standards and architecture implement the new Industry 4.0 concepts of Cloud, Edge, and 
Field computing, while allowing legacy management systems to be connected. The standards are generic 
guidelines for the design of process control systems in the new paradigm. 

Quality attributes have been defined as goals for the Open Process Automation Standard (OPAS):
• Interoperability,
• Modularity,
• Scalability, 
• Securability,
• Reliability,
• Portability, 
• Affordability, 
• Availability, 
• Discoverability, 
• Evolvability, 
• Manageability, 
• Compatibility, 
• Configurability, 
• Discoverability, 
• Usability, 
• Flexibility, 
• Testability, 
• Reusability, 
• Traceability.
The attributes of interoperability and portability are basic compared to currently available commercial 

RSCs and PLCs.
A “standard of standards” approach is used to define the standard. OPAF has interoperability agree-

ments that allow information to be exchanged before publication with many organizations, including NA-
MUR, ZVEI, and PL Copen.

1. Architecture
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Fig. 1. OPAS architecture

Figure 1 [10] shows the target system architecture according to OPAS requirements, consisting of:
– OT Data Center (on premise) combines DCNs directly involved in managing equipment through a 

physical connection;
– OT Data Center (external) includes remote device management (DCNs) components;
– Enterprise IT Data Center is responsible for organizing enterprise business logic and communicating 

with enterprise-level objects;
– OPAS Connectivity Framework (shared data bus) and control structures, including the Global Dis-

covery Server, is a set of services enabling the interaction of network components in accordance with the 
OCF standard;

– DCN (Distributed Control Node) is a distributed control node, which is a service or physical device 
capable of connecting to a shared OCF bus;

– ACP (Advanced Computing Platform) is a process control platform.
1.1 Distributed Control Node
The main task of the DCN executor is the direct control of the device involved in the production of the 

"controlled device". The application that controls the device has a 4-level structure [3], shown in Figure 2 
[11].

The DCN application uses the FILO format, a four-layer structure where:
– Layer F, the application configuration layer, is the program itself, written in the Java programming 

language or IEC 61131/ IEC 61499;
– Layer I is the runtime layer which reproduces the configuration;
– Layer L is the layer of interaction with external systems, the interface;
– Layer O is the operating system layer. 
1.2 Shared Data bus
OPAS Connectivity Framework is responsible for network integrity, reliable data transfer, authoriza-

tion, authentication, and monitoring of devices on the network. Includes Global Discovery Server [4]. It 
uses a system to maintain service discovery, for example, Consul, a specification that is used to manage the 
server hardware, RedFish.

1.3 Advanced computing platform
ACP is responsible for high-level process control related to coordination of different DCN performers. 

It is also involved in short-term forecasting of the production process, for which it is equipped with a data-
base and additional computing power.

1.4 Enterprise IT Data Centers
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Fig. 2. Application structure of DCN

Enterprise IT Data Centers has the largest computing power and is responsible for the primary ac-
counting of equipment, collecting heterogeneous technological information, aggregation, forecasting and 
reporting. [5] From this component, information about the composition of the installed equipment, the 
assignment of IP-addresses to network devices, the locations of devices is taken. This is also where the log 
collector is located.

2. Prototype of Cloud-based DCS
2.1 Prototype of ExxonMobil
ExxonMobil has developed a prototype that meets the quality attributes described earlier in this article. 

The essence of the experiments they performed on the prototype are described in the figure below.
Interoperability is the ability of two or more systems/components to exchange and use information. 

This was demonstrated by combining components from 10 different vendors into a single system. For 
example, three components were used to perform a simple PID control cycle: one component provided 
input, another component performed PID calculation, and the third component sent output to the field.

Interchangeability is the ability to replace one component with another while the system continues to 
operate. Basic I/O and regulatory control were originally performed in an IEC 61499 environment on a 
Raspberry Pi device. This device was replaced with a DCN provided by Intel.

Configuration portability is the ease with which configuration information can be exported from one 
application, imported, and then deployed to another application. The control function was originally 
run in an IEC 61499 runtime environment provided by 4DIAC, which is an open source implementa-
tion of the IEC 61499 standard. The configuration of this application was exported and imported into 
another IEC 61499 environment. Finally, the information was deployed and successfully implemented 
in another execution engine provided by NXTControl, which is a commercial implementation of IEC 
61499.

Application portability is the ease with which an application running in one environment can be re-
assigned and deployed to another environment. A simple PID control algorithm was run on an edge in 
a DCN provided by Intel. The controller was reassigned and deployed in an NXTControl environment 
running in ACP.

2.2 Structured description of prototype
We managed not only to repeat the experiments described above, but also to carry out high-load tests of 

a physical DCN and a virtual DCN.
A schematic of the prototype and scenarios are shown in Figure 4.
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Fig. 3. Checking quality attributes

Fig. 4. Architecture of platform prototype

The stand was based on an open IaaS platform used as an ACP. Soft-PLC, virtual controllers running 
on Linux OS, were used as DCNs.

In our case the evaluation of quality attributes was as follows:
– Interoperability was demonstrated by combining components from several different vendors into 

a single system. For example, a virtual DCN took over the function of PID control, while the other two 
physical DCNs from different vendors were responsible for analog and discrete signals.

– Interchangeability: a physical DCN was replaced by a virtual DCN with the same program. It also 
shows the attribute of application portability.

We were able to apply a gateway to connect non-OPAS devices to the shared bus. It was also possible to 
test the possibility of virtual NDP-code debugging on the virtual controller and model with further loading 
into the physical DCN.

2.3 Test results
The results of the prototype testing are presented in this paragraph. Testing involved determining and 

comparing groups of characteristics by performing the checks listed below:
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Fig. 5. Common diagram of test

– High-load testing.
– Testing of cloud NMC for signal throughput rate.
– Cloud NMC backup in the cloud.
Test 1 – High-load testing
This test verifies compliance with virtual DCN target function requirements by establishing and com-

paring functionality and characteristics.
The user sets setpoints/process variables (SV) of PID controllers from the web SCADA (web-SCADA). 

The cloud distributed control system (CDCS) controller implements PID control loops, which supply 
control actions – control of valve opening percentage. The calculated percentage of valve opening in the 
controller is transmitted to the objects in the model via IIoT-gateway over the OPC UA protocol. The 
number of PID controllers is about 100. In addition, the current values of analog sensors and the forecast 
value are displayed.

User can also change the mode of PID-controllers (AUT-MAN-CASCAD), set values to the valve 
output in the manual PID-controller mode, and change PID-controller coefficients from web SCADA 
(web-SCAD).

This test allows you to set the maximum loads on the cloud-based DCS.
Tests were conducted on a virtual machine with the following computing characteristics:
– CPU: Intel Xeon Processor (Cascadelake) 2.7 GHz 1 Core;
– RAM: 2 GB;
– ROM: 20 GB;
– Network adapter: 10GbE Intel C622, 1000 Mb/s.
Test Order:
1. The telemetry values are read without load.
2. Next, the projects were loaded into the cloud-based DCS controller for 50, 100, 150, and 200 sensors 

in turn, and then telemetry readings were taken for each option.
3. We added node power to 2 CPUs and up to 4 GB of RAM, and then performed steps 1–2 again.
Examples of test results are shown in Figures 6–8.
CPU load was unloaded as a percentage. 
RAM load was loaded in absolute ratio.
Average cycle time was calculated in absolute value:

Cycle time = K * x,

where K is adjustment factor, x is the number of sensors/objects
As a result of the test, the readings of telemetry without load, as well as with load at 50, 100, 150 and 

200 sensors were measured. As the number of sensors increases, the telemetry readings increase linearly. 
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When processing 200 sensors with predictive analytics, there is a 120 ms deviation in controller cycle time, 
which is 120%. With this virtual machine configuration, no more than 150 sensors can be effectively con-
trolled. After increasing the computing power of the virtual machine on which the runtime environment is 
deployed, the behavior of the node did not change: when the number of sensors is increased, the telemetry 
readings grow linearly.

Test 2. OPC-testing for signal throughput rate
In this test we check the speed of signals passing through the full route (SCADA – DCN – IIoT-gate-

way – Output Device – Input Device – IIoT-gateway – DCN – SCADA).
This test verifies compliance with the virtual DCN's target function requirements by establishing and 

comparing functionality and features: Signal Delay Times. Signal Delay Times are fixed as follows:
– During the test, the input and output signals are recorded in the database and plotted in Web- 

SCADA.
– After the test passes, the csv file with the time stamps and the corresponding values on the input and 

output signal plots should be uploaded.
– The signal delay is calculated by the difference of the input and output signal timestamps.

Fig. 6. Load CPU

Fig. 7. Load RAM

Fig. 8. Average cycle time
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Fig. 9. Common diagram of test 2

Testing of SCADA system for performance and quality of processing of input analog and discrete sig-
nals received via physical communication channels:

1. Open SCADA system in the browser, “Speed” tab.
2. Start generation of signals in the form of a sine wave with a period of 10, 60 and 100 seconds.
As a result of the test, the performance and processing quality of the input analog and discrete signals 

received via physical communication channels were tested. The average delay for all signals was 108 ms. 
Generation of signals from the signal setter is displayed in Web-SCADA without data loss. The delay was 
calculated using the following formula:

Delay = Tin – Tout,

where Tin is input signal time, Tout is output signal time.
Test 3. OPC redundancy in the cloud
Web-SCADA and soft-PLC were created in the MasterSCADA development environment. Master-

SCADA allows you to organize the redundancy of the runtime system. The program is loaded to the con-
troller copy, executed in parallel without I/O access, while the main (master) controller is running. As 
soon as the failure occurs in the main controller, the system switches to the second (standby) controller 
without significant delays and suspension of the programs execution with duplication of the current states 
in the previous controller. After control transition, the standby controller is not initialized with initial val-
ues; it contains the same values as the primary controller.

This test demonstrates the results of redundancy, both the hardware part (disconnecting the compute 
node from power) and the software part (disconnecting the virtual machine). As the virtual machine is 
deployed on one of the compute nodes, its shutdown will be the same as that of the compute node.

Testing of the system for redundancy is done as follows: on the redundancy tab, there is a counter, 
which is incremented every half a second. After starting the counter you need to shut down virtual ma-
chine/computing node, where virtual controller is deployed.

When incrementing the counter, all values are written to the database on the local controller (each to 
its own). 

After the main controller shutdown, control went to the backup controller's virtual machine. The 
standby controller started writing values from 66, which suggests that about 6 values were lost during the 
switchover. This amounts to about 1.5 seconds (2 values once per second).

Results of the test:
– MasterSCADA allows implementing software redundancy. Computing nodes implement hardware 

redundancy (redundant virtual machines are located on different computing nodes).
– Switching delay was about 1.5 seconds.
– MasterSCADA does not record the data in the backup archive, until the moment of switching con-

trollers.
Software, developed on the basis of the IEC 61131 standard [6], as MasterSCADA in the prototype of 

OCSADA, in recent years is criticized because of non-compliance with modern methods of software de-
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velopment. Current IEC 61131-3 [7] compliant software architectures for industrial process measurement 
and control systems do not conceptually support reconfiguration and distribution. On the other hand, 
according to the articles “Design and Execution Issues in IEC 61499 Distributed Automation and Control 
Systems” [8] and “Is IEC 61499 in Harmony with IEC 61131-3” [9] identified as requirements for future 
automation systems:

Portability. Software tools can open and correctly interpret program components and system configu-
ration that were developed in other software tools.

Configurability. Any device and its software components can be configured by software tools from mul-
tiple vendors.

Interoperability. Distributed devices can communicate with each other to perform the functions of a 
distributed control system.

Reconfigurability. Software tools can change software and hardware configuration while the device is 
running. 

Distributability. Software components can be distributed to different devices in the system. 
To address the limitations as well as new challenges in the development of industrial automation sys-

tems, the technical committee of the International Electrotechnical Commission (IEC) was tasked with 
developing a new standard. The standard was named IEC 61499.

Conclusion

The Open Process Automation initiative aims to improve the full lifecycle benefits of industrial control 
systems through the use of a standards-based, open, secure, interoperable architecture and an open busi-
ness model. The OPAS standard, based on this initiative, takes a “standards standard” approach. As part 
of the OPAS architecture testing, the following conclusions were drawn.

For test 1 on the high-load test, telemetry readings were measured without load as well as with load 
when 25, 50, 75, and 100 PID controllers were operating. As the number of PIDs increases, the telemetry 
readings increase linearly. At the same time, it was proven possible to dynamically change the maximum 
computing power on the virtual machine, thereby allowing the virtual controller to load more objects. 
The 25 controls increase the RAM fill by about 20 MB, the CPU load by 10%. CPU load increases quite 
quickly when you increase the number of PID controllers, it may be worth increasing the number of cores 
in the virtual machine with a multiple increase in objects. With this configuration the virtual controller will 
run 200 PID controllers.

For test 2 on the speed of signals, we tested the performance and processing quality of the input 
analog and discrete signals received through the physical communication channels. The average delay 

Fig. 10. Signal generation
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for all signals was 108 ms. Signal generation from the signal setter was displayed in Web-SCADA without 
data loss.

For test 3 on redundancy of the OPC in the cloud, the processes occurring when one of the nodes is 
powered down were investigated. The switching of the control servers occurs seamlessly for the system 
components. When power fails on the control node, control shifts to the backup node; delays are ob-
served only in the operation of the web interface of the IaaS platform. If the control server is restarted, 
the web-interface crashes with an error until the server reboots. MasterSCADA allows you to implement 
software redundancy. Compute nodes implement hardware redundancy (redundant virtual machines are 
on different compute nodes). 

OPAS includes standards that result in portability and interoperability. One such standard is IEC 61499. 
The IEC 61499 standard is part of the OPAS architecture. The requirements of this standard for the con-
trol system are the same as those for OPAS. This standard mainly differs from the IEC 61131 standard in 
the way functional blocks are processed. In IEC 61499 the processing of functional blocks is event-driven: 
event inputs and outputs are added to the interface of the functional block. 

As a result of the work, new methods and technologies for solving process control problems on the basis 
of the assembled laboratory bench were considered. Tests were conducted to show how the process can 
change with the application of new control approaches and what the benefits of their use are.
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Аннотация. Данная статья описывает разработку комплекса имитационных моделей 
элементов рабочих процессов, связанных с транзакционными услугами в инфокоммуни-
кационных системах. В статье представлены методы моделирования, используемые для 
расчета, анализа и прогнозирования различных показателей качества инфокоммуника-
ционных услуг, таких как задержки, время предоставления услуги и производительность. 
Необходимость применения данного метода обусловлена снижением трудозатрат на мо-
делирование сложных систем и оценкой рациональности разработанных математических 
моделей. В статье представлены результаты исследования в виде библиотеки компонент 
для имитационного моделирования, которые могут быть использованы для повышения 
качества обслуживания транзакционных услуг при разработке современных высоконагру-
женных инфокоммуникационных систем. Описанный в статье подход является эффек-
тивным инструментом для исследования и оптимизации качества предоставления тран-
закционных услуг, и может быть применен в различных областях, где требуется анализ 
и улучшение производительности систем обработки данных, в том числе для разработки 
комплексных решений обработки больших данных, облачных вычислений или при разра-
ботке цифровых двойников инфокоммуникационной инфраструктуры.
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Introduction

The purpose of the study is to develop models for calculating and determining the qualitative character-
istics of infocommunication services in general and their elements. The works [1–2] describe the reasons 
why it is irrational to collect statistics and analyze the behavior of the system under the influence of various 
external and internal factors on the functioning system, which led to the need for their modeling. In [3–6], 
a comparative analysis of modeling methods and their differentiation, as well as the synthesis of results, is 
carried out.

In the case of high labor costs for mathematical modeling of systems with complex architecture, when 
introducing complex distributions into the model (for example, long-tailed distributions: Weibull or Pare-
to), or if it is necessary to calculate error correlation, it is advisable to use simulation models, a comparative 
analysis of software tools for the development of which is presented in [7–8].

The goal set within the framework of this work is to develop a family of simulation models for calcu-
lating the qualitative characteristics of infocommunication loosely coupled transaction services, includ-
ing the development of a library of components of the workflow for servicing tasks within transactional 
services.
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To achieve this goal, the following tasks are proposed:
1. Study of the main technologies and methods of implementing transaction servicing in loosely cou-

pled services. Including using the queuing theory apparatus.
2. Development of a workflow component Library: Creating a library that contains ready-made com-

ponents used in task maintenance workflows within transactional services.
3. Implementation of simulation models: Development of software code for the implementation of 

simulation models based on a specific architecture and components from the library.
4. Evaluation of simulation results with a combination of components in the workflow.
The research carried out within the framework of this work will allow develop simulation models of 

architectures of varying complexity for infocommunication networks and systems, to assess and predict 
the characteristics of the service being developed. This will shorten the development and implementation 
time, verify and verify the results obtained by using a mathematical apparatus, as well as obtain qualitative 
characteristics of systems that are complex enough for mathematical modeling. Thus, the approach to 
software development based on Model-Driven Architecture models allows you to use models as a set of 
recommendations for structuring specifications used in software design.

The authors of works on simulation modeling of infocommunication services [9-10], simulate specific 
services in order to obtain their characteristics, which does not allow using the proposed models for the 
analysis of other systems. Separately, it should be noted the work of the author [11] in the framework of 
which an analysis of a particular service was presented with a detailed description of the approach to its 
modeling, however, the lack of a description of the implementation of structural elements does not allow 
to accurately reproduce the study. 

1. Approach to the development of simulation models of systems.
The research methods used in this work include empirical studies using mathematical and simulation 

models to analyze qualitative characteristics. As well as analytical methods for formalizing processes, ap-
plying statistical methods to extract information from data. Designing a library of workflow components, 
which includes defining the functionality of each component, their interaction and interfaces for infor-
mation exchange.

To create a simulation model of an infocommunication service, the following steps must be performed 
[12–13]:

1) Definition of the purpose of modeling. This will help determine the required level of detail, quanti-
tative characteristics and other parameters of the model.

2) Collecting data that will be used as input characteristics of the system. This can be data on the flow 
of applications processed in the system, the characteristics of the network infrastructure, the number of 
users, and others.

3) Definition of the model structure – based on the data and modeling goals, the structure of the mod-
el, the processes occurring in the system, and the parameters of each block are determined.

4) Creating a program for the implementation of the model, using special software tools, such as AnyLogic.
5) Run the simulation and analyze the results. As a result of the analysis, it is possible to determine the 

efficiency of the system, optimize processes and suggest possible improvements.
There are many different types of simulation models, each of which has its own characteristics and ap-

plications. Within the framework of this work, it is advisable to use discrete event modeling methods. These 
models are quite flexible in the implementation of the necessary functionality and can be used to model 
a large number of different processes. Examples of the implementation of a transactional service [14–15] 
and a session service [16–18]. In this paper, simulation modeling of infocommunication services and their 
elements is carried out in the Anylogic development environment [19].

The main element of the model is a queuing system (QS), which can be part of a network of queuing 
systems implementing a complex service of applications, data blocks, users depending on the purpose of 
the system being modelled.
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The quality of the system functioning is determined by many factors such as:
– Response time: This is the mathematical expectation and variance of the time it takes the system to 

process a request and send a response. For most transactional systems, the response time should be min-
imal.

– Lead time: this is the time it takes the system to perform the operation. For transactional systems, 
the execution time should also be minimal.

– Downtime: this is the time when the system does not work and does not process requests. The less 
downtime, the better for users.

– System reliability: this is the probability that the system will be able to process the request. 
– Throughput: This is the number of requests the system can handle per unit of time. For transactional 

systems, throughput should be high enough to meet the needs of users.
– The system's node utilisation factor is a measure of the extent to which a particular node's resources 

are utilised within a distributed system.
For the latter, the expression for the mathematical calculation of the load factor is as follows:

To obtain this parameter in the system, the following algorithm is required at the "Queue" input:
count= count+delay.size(); // counts the total number of delays in the node
ro=count/(v*number); // determines the average node load
This paper considers modern information systems that include transactional systems designed to auto-

mate business processes by entering, storing and processing information. They are an important component 
of infocommunication systems that support workflows [20] and e-commerce applications. Transactional 
systems play an important role in the operation of such systems by enabling interaction between various 
components, including web services, servers, local databases and other business transactional participants.

In this paper, the definition of workflows is presented as rule-based software that coordinates and con-
trols the execution of the activities (transactions) that constitute a business process. Workflow can include 
issues of concepts (Cloud-Fog-Edge), distributed systems, multi-phase maintenance, etc. [21–22].

Simulation models of workflow scenarios

The study of transactional systems using simulation modelling provides accurate estimates of the prob-
abilistic and temporal characteristics in various task processing scenarios in transactional services.

Since transactional services are an implementation of a workflow for servicing a user task, there are an 
infinite number of implementation options. It can be argued that there is no universal model of workflow 
definitions. In the following, the developed approaches to the simulation of the main elements of the 
workflow are presented.

A sequential chain of local transactions is a series of connected mass service systems, where the output 
from one QS is the input to the other. An example implementation of a workflow simulation model of this 
type will be shown in Figure 3.

The branching model of system workflow scenarios, allows to consider the processes of a task along 
the route of local nodes (e.g. Node1 → Node 2, Node 1 → Node 3, Node 1 → Node 4). An example of a 
service with this approach could be a payment system with different payment methods, the choice of which 
implements several scenarios. The user information notification system works in the same way with the 
following scenarios (through SMS, push notifications and mail).

This model includes the ability to choose the path of a request to nodes. The probabilities of user tran-
sitions between nodes in the system are given by an indecomposable stochastic matrix           in the 
case of a system of three nodes:
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The route selection blocks "SelectOutputOut" → "Probability", or "Variable" → "Initial value" with 
reference to the database include the following condition

SELECT probability of change FROM "DB name"
WHERE route = "pij" // select the correct transition, from i to node j 
In the scenarios of this model, the intensity of requests to the Semo nodes will be calculated as follows:

A script for aggregating requests from different sources to merge, process and generate either a merged 
request by work result or split up and redistribute between the next units in the workflow chain.

When modelling such a structure, it is essential to identify the requests within the workflow, to set the 
route and conditions for the distribution between nodes in the system.

The result of modelling systems with scenario partitioning and reallocation of requests to nodes in a 
mass service network is presented in [17].

3) Parallel service (Fork-Join [23]) involves replicating a request to M nodes, with two possible ob-
jectives, the first of which involves simulating the process of simultaneously polling two loosely coupled 
services in order to get a response from all nodes.

The approximate distribution function for the whole network with replication factor equal to m, is 
calculated by the expression:

where ci – is the replication factor, equal to                              and

The second option involves the need to divide the task into smaller equal parts (data block) and service 
them simultaneously by parallel nodes [24]. It should be noted that then the maintenance time of the 
transaction needs to be changed:

A simulation model of this type of system has been implemented as follows:
It is worth noting that this simulation model automates the process of changing the number of replicas 

by introducing the functions described below:
This model has resulted in a software module for characterising parallel transaction processing systems 

[25].

Modelling results

The result of the simulation of a transaction service as a sequential chain of local transactions branch-
ing into parallel service Fork-Join M = 2, is the simulation model shown in Fig. 3.
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As a result of the simulation, the time characteristics were obtained as a function of the input load 
intensity of the workflow and the performance of its fragments (service intensity μi). Also using the convo-
lution equation, the results of analytical modelling were obtained. The M/M/1 systems are independent 
systems, so the relative error of analytical modelling is insignificant. However, modeling systems with other 
distribution laws that are not included in the results of Burke's theorem is time consuming and may have a 
high percentage of inaccuracy. It is for such systems that it is rational to use simulation methods.

Fig. 1. Branching, aggregation and redistribution of flows a) scheme b) model

Fig. 2. Fork-Join M node simulation model
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Fig. 3. Transaction chain simulation model with FJ

Table  1
Description of the functional units in the FJ model

Block Destination Prerequisite

Function "number_of_nodes"
Changes the number of active 
nodes by the value defined in the 
"M_nodes" parameter

if (M_nodes == 1) {Nodes_1();}
else if (M_nodes == 2) {Nodes_2 
();}
etc.

Function "Nodes_i" where i=1...M
Determines the probabilities of 
replica processing by specific nodes

For replica factor M=2
M_1=1/M_nodes;
M_2=1/M_nodes;
M_3=0; etc.

Queue "Buffer_replic"
Waits for all M replicas to arrive 
before combining them into an 
application and ending service

ID=agent.number;
replica_counter=0;
for (i=0;i <Buffer_replic.
size();i++)
{
if ((Buffer_replic.get(i)).
number==ID)
{replica_counter++; }
if (replica_counter==M_nodes){
vhod_konteiner.inject();
i=0;
break;}}

Pickup "Receiving_replic"
Collects incoming replicas in the 
"Buffer_replic" block into a single 
application

Requirement:
agent.number==ID;

Dropoff "Transfer_replic"
Transmits application from 
"Receiving_replic" to system 
output

Requirement:
agent.v_replication==1

As can be seen from Fig. 4, when the input intensity is increased for the whole system, the task service 
time, or more precisely, the waiting time for service by an application in each element, increases. The 
increase occurs uniformly until the first node is overloaded at Λcrit. = 1 request/sec, at this point node 1 is 
identified as the bottleneck of the system, thereby slowing down the rate of requests to subsequent nodes.

Further modelling suggests that for a given critical input load Λкрит., to gradually increase the service 
intensity at all nodes of the systems, which, as can be seen in Fig. 5, significantly reduces the time to im-
plement the problem.

( ) ( ) ( ) ( )1 2 .x FJF t F t F t F t= ∗ ∗ (6)
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The moment when the load factor of all nodes ρi → 1 at the input intensity Λ = 0.99 the system tends 
to overload and has an unacceptable service time. The density and probability of time in the system and in 
each element are shown in Fig. 6.

Fig. 4. Dependence of residence time on Λ

Fig. 5. Dependence of residence time on μi

Fig. 6. Density (a) and distribution function (b) of time spent in systems
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Fig. 7. Dependence of the time in the system on the chosen solution

The question of the rationality of improving the qualitative performance of all elements of the system 
at the same time has emerged. Simulation modelling allows the time characteristics of the system to be 
obtained with a minimum of effort by conducting a number of different experiments. This allows you to 
significantly reduce the cost of resources to provide the required quality of service. For example, Fig. 7 
shows the results of a simulation of a transaction chain with the input characteristics given in Table 2.

Table  2
Quantitative characteristics of node performance decisions

The solution

0 I II III IV

λ request /sec. 1,2 1,2 1,2 1,2 1,2

µ node 1 request /sec 1,1 1,2 1,3 1,3 1,2

µ node 2 request sec. 1,2 1,2 1,2 1,3 1,3

µ node 3 request /sec 1,3 1,3 1,3 1,3 1,4

The zero solution is the initially set system parameters, and as can be seen from the diagram, with an 
increase in the performance of a highly loaded node by 1–2 divisions, where division (µ = 0.1), the quality 
of service of the entire service will not increase, as it will overload the subsequent node. The most rational 
method in this experiment is to spend the same 3 divisions as in solution IV, but on the first and second 
node, thereby reducing the load on the nodes and not spending unnecessary resources on the stable node. 
This approach allows us to calculate the characteristics of the system when implementing an algorithm 
based on the equivalent microservices workflow focused on the quality-of-service delivery [26].

Conclusion

As part of this work, simulation models of the functional blocks required to create holistic infocommu-
nication services were developed by assembling them into the request service workflow scenarios presented 
in the following elements:

1) a sequential chain of local transactions;
2) branching workflow scenarios;
3) scenarios for merging. splitting and redistributing query flows;
4) Fork-Join parallel service.
The model blocks presented are suitable for the layout of different variants of complex services. The use 

of simulation modelling was found to provide accurate estimates of the probabilistic and temporal charac-
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teristics of task servicing in transactional service scenarios. More complex task processing scenarios can be 
considered in further studies, such as:

1) multiphase mass service networks;
2) distributed systems in workflow scenarios (Edge-Cloud computing concept);
3) systems for priority processing of requests;
4) transactional systems for handling requests initiated by session services.
This will extend the scope of simulation modelling and provide more accurate results for more complex 

task processing systems in transactional services.
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Abstract. Exact analytical solutions of elliptic and hyperbolic equations in a multichannel 
multistatic positioning system are obtained. The results of modeling the Time Sum of Arrival 
(TSoA) and Time Difference of Arrival (TDoA) methods for estimating the object coordinates 
by arrival times with fluctuations are presented. Particular attention is paid to the causes of gross 
errors in case of problematic configurations of base stations (BS) and the position of the object. 
The study revealed that the advantages of the TSoA method over the TDoA method include a 
reduction in the area with anomalous errors and better accuracy outside the BS perimeter, and 
the advantage of TDoA over TSoA should include more accurate work inside the BS perimeter. 
Based on the identified advantages, optimization of a multichannel multistatic positioning 
system, which combines the advantages of TSoA and TDoA methods, is proposed. As a result 
of the simulation, it was found that the combined TSoA/TDoA method, based on the exact 
analytical solution of equations, has an order of magnitude higher accuracy in determining the 
object’s coordinates than the frequently used method of linearization of hyperbolic equations. 
Due to these advantages, the proposed algorithm is promising for remote determination of the 
parameters of unmanned vehicles in “smart city” technologies.
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Аннотация. Получены точные аналитические решения эллиптических и гиперболи-
ческих уравнений в многоканальной мультистатической системе позиционирования. 
Приведены результаты моделирования суммарно-дальномерного (TSoA) и разност-
но-дальномерного (TDoA) методов для оценки координат объекта по времени прихода с 
флуктуациями. Особое внимание уделено причинам возникновения грубых ошибок при 
проблемных конфигурациях базовых станций (БС) и положения объекта. В ходе иссле-
дования выявлено, что преимущества метода TSoA перед методом TDoA заключаются в 
уменьшении площади с аномальными ошибками и лучшей точности за пределами пери-
метра БС, а преимущество TDoA перед методом TSoA заключается в более точной рабо-
те внутри периметра БС. На основе выявленных преимуществ предлагается оптимизация 
многоканальной мультистатической системы позиционирования, которая сочетает в себе 
преимущества методов TSoA и TDoA. В результате моделирования установлено, что ком-
бинированный метод TSoA/TDoA, основанный на точном аналитическом решении урав-
нений, имеет на порядок более высокую точность определения координат объекта, чем 
часто используемый метод линеаризации гиперболических уравнений. Благодаря этим 
достоинствам предложенный алгоритм перспективен для дистанционного определения 
параметров беспилотных автомобилей в технологиях «умного города».

Ключевые слова: позиционирование; разностно-дальномерный метод; суммарно-дально-
мерный метод; рассинхронизация во времени прихода; оптимизация системы позициони-
рования; оценка координат; комбинированный TSoA/TDoA
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Introduction

Accurate remote determination of the object coordinates on the plane and in space is necessary in 
many technical applications, such as the control of unmanned vehicles in the “smart city”, in robotic 
production complexes, security systems in the city and at the workplace. The object coordinates are de-
termined by several base stations (BS) receiving a signal from the object. In global positioning systems, 
for example GPS, the radio signal is received by navigation satellites; in local positioning systems, object 
signals are received by base stations. The main task of object positioning is to determine the object coordi-
nates on the ground, which can be carried out using various algorithms. The main ones are: RSS (Received 
Strength Signal), AoA (Angle of Arrival), ToA (Time of Arrival), TDoA (Time Difference of Arrival) and 
TSoA (Time Sum of Arrival) [1].
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Each of the methods has its own disadvantages and advantages. In the RSS method, the distance to 
an object is estimated by the power of the radio signal received at the base stations and emitted by the 
object. Hardware implementation of RSS measurements is relatively inexpensive due to the simplicity of 
the measurement data processing algorithm. However, the results of measurements of the power of the 
received radio signal for the RSSI algorithm are difficult to describe by theoretical models, and, as a result, 
are poorly predictable. The RSS method loses a lot in conditions of multipath signal propagation. In the 
AoA method, the location of an object is determined by the intersection of the axes of the antenna patterns 
of three base stations (modified triangulation method). The method has a great advantage – there is no 
need for precise time synchronization of transmitters and receivers. The disadvantage is that at base sta-
tions, receivers must have a very high angular resolution, which requires the use of multi-element phased 
antenna arrays. In the range of units of gigahertz, such receivers have significant dimensions, with an in-
crease in radio frequency, the dimensions decrease, but the absorption of radio waves during propagation 
increases [2]. In the ToA method, the signal transit times from the object to the base stations are measured, 
the distance to the object is calculated based on the difference in the time of sending and receiving the 
signal. The disadvantage of the method is that it requires complete time synchronization of the transmitter 
at the object and the receivers at the base stations.

In the complex changing conditions of a “smart city” and a production facility, the TDoA method is 
preferred, since this method is highly accurate and requires time synchronization only at base stations [3]. 
In the TDoA method, the differences in the arrival times of radio signals between the reference BS and 
all other BSs are measured. The lines on which the difference in the times of arrival of radio signals to two 
BSs is constant are hyperbolas in the plane (hyperboloids in space), while both BSs are at the foci of the 
hyperbolas. The object's coordinates are the point of intersection of the entire set of hyperbolic curves in 
the plane, included in the system of equations. To obtain a position estimate at reasonable noise levels, the 
Taylor series method [4] is also used. In [5], it was proposed to use the expansion in a Taylor series and the 
linearization of hyperbolic equations. Certain advantages are provided by combined methods, for exam-
ple, TDoA/RSS [6]. The use of TDoA/RSS reduces the number of required BSs to two. Good results in 
determining the position of an object are obtained by synthetic aperture radars using the time difference 
of arrival (TDoA) method [7].

The option of constructing a positioning system on a plane with 3 BS is the most cost-effective, but has 
the disadvantage that the intersection of two hyperbolas can occur at four points. In this case, it becomes 
problematic to identify the true position of the object. To eliminate the ambiguity in determining the posi-
tion of an object, it is necessary to include a fourth BS in the positioning system. With the addition of the 
fourth BS, it becomes possible to solve three systems of equations that will have one common root corre-
sponding to the true position of the target [13]. To solve the problem of positioning in space, the number 
of BS should be equal to five.

Of particular interest are studies in which the hyperbolic equations of the TDoA method are solved 
analytically, without the linearization approximation. This solution improves the accuracy and reliabili-
ty of determining the coordinates of the object. A certain disadvantage of the analytical method for solv-
ing equations is the increased requirement for the processing power of the positioning system processor, 
since it becomes necessary to solve quadratic equations. However, with the development of micropro-
cessor technology, this disadvantage is leveled. Analytical methods for solving hyperbolic equations in 
the TDoA method are presented in [9–11]. Transformation of the coordinates of a hyperbola during a 
shift and rotation on a plane can be found in [9]. According to this transformation in [10], the effective-
ness of two methods of TDOA solution was compared based on the task of finding intersection points 
of hyperboloids (possible positions of a target). The first method analyzed was based on coordinate 
transformation from the initial system to a new system to simplify equations solving, and the second one 
was based on matrix. In [11], the results of an experimental verification of an analytical method based 
on coordinate transformation are presented. In [12] an analytical method for determining the position 
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of an object based on the analysis of the difference in time of arrival of microwave radar signals from a 
transmitter to base station receivers is proposed. The main feature of the method is that it allows you to 
eliminate the ambiguity in determining the 3D coordinates of the target and improve the accuracy of 
determining coordinates in the absence of synchronization of TDoA measurements between the object 
transmitter and BS receivers.

Algorithms based on TSoA are less frequently studied than TDoA algorithms, and the available articles 
note certain advantages of the TSoA method over the TDoA method [13]. Minor disadvantages of the 
TSoA method include the need for a larger number of ADC bits during analog-to-digital conversion since 
the sum signal has a larger value than the difference signal. In [13] investigates the time-sum-of-arrival 
(TSoA) based localization algorithm, where a two-step weighted least-squares algorithm is analytically 
derived according to the elliptical geometry. Simulations conducted in a wide range of scenarios show that 
in the presence of a large number of BSs, the TSoA-based algorithm performs better than the TDoA-based 
algorithm. In the scenario where the target is located near the cell boundary, the TSoA-based algorithm 
has better accuracy performance compared to the TDoA-based algorithm. In [14], the problem of two-di-
mensional elliptic localization with several spaced transmitters and receivers is considered. To determine 
the location, the signal reflected from the object (or relayed) is used under NLOS conditions of radio sig-
nal propagation. Two least squares methods are investigated: the use of the traditional linear LS estimate 
with an additional cost function; and parametrizing the ellipses defined by TSoA by the non-linear LS 
estimation criterion. The effectiveness of the proposed methods in reducing NLOS errors at acceptable 
computational costs is demonstrated. A novel computationally efficient solution for locating a single target 
from bistatic range measurements in distributed MIMO radar systems is proposed in [15]. The method is 
based on the method of least squares with restrictions. The positioning performance of the proposed meth-
od is shown to achieve the CRLB up to relatively high noise levels. A statistical model of the NLOS error 
in positioning systems based on the trilateration method was proposed in [16]. The maximum likelihood 
estimate (MLE) of the object location is calculated. With the help of Gaussian approximation, a unified 
(taking into account the measurements of ToA, TSoA and TDoA) closed form expression for the CRLB 
of the estimated object location variance is obtained. In [17] the problem of multistatic target localization 
using TSoA measurements in the presence of non-line-of-sight (NLOS) propagation errors and bursts 
in a MIMO radar system consisting of a single target, M transmitters, and N receivers is considered. The 
influence of NLOS errors or any other outliers in the measurements is eliminated by introducing an ad-
ditional balancing parameter into the data model, after which the iterative algorithm for minimizing the 
NLWLS objective function is used. The TSoA-based Taylor series localization algorithm has been deeply 
investigated in [18], where the principle and motivation of this algorithm has been introduced. Simula-
tions show that a large number of BSs will make the TSOA-based Taylor algorithm perform better than the 
TDOA based algorithm. Moreover, when object is far from reference BS, TSOA-based Taylor algorithm 
is also better than the TDOA based algorithm. In [19] derives a new algebraic positioning solution using a 
minimum number of measurements, and from which to develop an outlier detector and an object location 
estimator. It is claimed that two measurements are sufficient in 2-D and three in 3-D to yield a solution if 
they are consistent. The derived minimum measurement solution is exact and reduces the computation to 
the roots of a quadratic equation. The solution derivation leads to simple criteria to ascertain if the line of 
positions from two measurements intersect. The intersection condition enables us to establish an outlier 
detector based on graph processing.

The aim of this work is to develop the combined TSoA/TDoA algorithm to improve the accuracy of de-
termining the coordinates of an object and reduce gross errors associated with zeroing the determinants of 
equations systems. To achieve that, elliptic and hyperbolic positioning equations were solved, the standard 
deviation of the object coordinates was simulated with fluctuations in arrival times by linearization meth-
ods and the exact analytical solution of hyperbolic and elliptic equations, were identified areas on the plane 
in which gross errors associated with the zeroing of the determinants of equations systems occur.
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TSoA and TDoA positioning systems

Let consider a positioning system on a plane including four radio signal receivers: BS
C
, BS

L
, BS

R
 and 

BS
U
 (Fig. 1).

In the absence of TDoA measurement errors and receiving line-of-sight signals the real values of the 
sum and difference of the signal arrival times between the BSi and the reference BS

C
 are determined by the 

expression:

where cl – speed of light,                          – distance between object and BSi, rС – distance 
between the object and BS

C
, [xi, yi] – BSi coordinates, [x, y] – object coordinates.

The transmitter position coordinates are solutions of the system of elliptic (TSoA method) and hyper-
bolic (TDoA method) equations:

where ∆τLC, ∆τRC, ∆τUC – the sum or difference in the times of arrival of the radio signal between BS
L
, 

R
, 

U
 and the BSC reference station. The elliptic equations of the TSoA method correspond to the upper “+” 

sign in equations (2), the hyperbolic equations of the TDoA method correspond to the lower “-” sign in 
equations (2).

The method of linearization of hyperbolic equations is based on the expansion in a Taylor series in 
terms of the small parameter ri /rС << 1 and taking into account only the linear terms of the expansion. 
Such an approximation is performed with a high degree of accuracy in global positioning satellite systems, 
since the object is on the Earth and the base stations on the satellites are in space. However, for local posi-
tioning systems the parameter ri /rС is not small.

Fig. 1. Block diagram of a positioning system with 4 BS
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In this regard, we obtained exact solutions of hyperbolic equations in [8] on the plane and in [12] in 
space, and developed an analytical algorithm that eliminates spatial ambiguity zones in determining the 
coordinates of the target on the plane and in space with high accuracy in determining the coordinates of 
the object. In this paper, we propose a combined TSoA/TDoA method for determining the coordinates of 
an object on a plane.

After substitution of X = x – xC, Y = y – yC, the system of equations can be rewritten as:

Let us denote                where K > 0:

The system of Equations (5) can be rewritten as:

Squaring and reducing the general terms leads to the form:

where                     

In matrix form, the three systems of equations are:

Solution of the first system of equations (i = 1) is:
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where           

where             

Solution of the second system of equations (i = 2) is:

where           

where           

Solution of the third system of equations (i = 3) is:

where           

where           

In expressions (2–13), at the summation sign “±”, the superscript corresponds to the solution of the el-
liptic TSoA equations, the subscript corresponds to the solution of the hyperbolic TDoA equations. Thus, 
equations (2–13) are solutions to both elliptic and hyperbolic equations.

Substitution of Equation (8–13) into Equation (4) defines a quadratic equation with respect to the vari-
able K: aiK

2 + biK + ci = 0, where i corresponds to the choice of a pair of ellipses or hyperboles, i = 1, 2, 3:
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The roots of the quadratic equation are the following             

In the case that one of the two roots Ki1 and Ki2 is negative for the same value of i, it can be immediately 
excluded from the solution, and then another root of the equation remains in the algorithm. However, a 
situation is possible when both roots Ki1 and Ki2 are positive. In this case, it becomes impossible to deter-
mine the coordinates of the object. It is for such a fairly common case that it is necessary to use the fourth 
BS in the positioning system on the plane.

Substitution of roots Ki1 and Ki2 in Equation (8–13) defines six possible sets of [x; y] coordinates of an 
object, defining six points in plane:

where        
In the absence of TDoA measurement errors from six calculated sets of [x; y] – coordinates, the co-

ordinates of three points will be the same. It is this decision that is the true decision. To identify it, an 
algorithm was proposed in [8] and [12] based on finding the minimum distances between the intersection 
points of hyperboloids in space [12] and hyperbolas in the plane [8].

Simulation of TSoA and TDoA algorithms for estimating object coordinates  
with fluctuations in the measurement of arrival time

Arrival time measurement errors occur for three main reasons: 1) radio signal attenuation during prop-
agation, 2) radio signal fading due to multipath propagation, 3) time desynchronization at base stations. 
In this work, the effect of base station time desynchronization on the accuracy of estimating object coor-
dinates using a linearization algorithm and an exact analytical solution of elliptic and hyperbolic equations 
is studied. Using a computer experiment in the LabVIEW environment, the dependence of the root-mean 
square (RMS) deviation of the calculated object coordinates on the standard deviation of the difference in 
the times of arrival of radio signals at the BS was studied. To do this, Gaussian white noise with the same 
standard deviation for all BSs was added to the value of the arrival time at the input of each receiver of the 
positioning system. To determine the RMS deviation of the object position estimate, n = 100 computa-
tional experiments were carried out for each value of the standard deviation of the Gaussian white noise. 
The standard deviation of the estimate of the object's coordinates was determined in accordance with the 
expression:

where index i – experiment number, [xi; yi] – estimation of object coordinates in the i-th experiment, [x; 
y] – true object coordinates.

As noted in [12], the accuracy of determining the coordinates strongly depends on the choice of the 
BS position. If only one reference base station is used in the scenario of the positioning system, gross er-
rors occur in determining the coordinates of the object at points, which the determinant of the system of 
equations becomes zero. An example of such a situation is shown in Fig. 2. The calculation of the RMS 
deviation was carried out for the number of computational experiments 100, time of arrival deviation 
(TSoA and TDoA) 0.4 ns, base station coordinates C: (-40; 40), L: (-40; -40), R: (40; -40), U: (40; 40) 
meters.

( )2 4 0 :i i ib a c− ≥

2 2

1 2

4 4
, .

2 2
i i i i i i i i

i i
i i

b b a c b b a c
K K

a a
− + − − + −

= = (15)

[ ] [ ]1 1 1 1 2 2 2 2, , , ,i i C i i C i i C i i Cx X x y Y y x X x y Y y= + = + = + = + (16)

1 1 1 1 2 2 2 2, , , .i iX i iX i iY i iY i iX i iX i iY i iYX M K N Y M K N X M K N Y M K N= ⋅ + = ⋅ + = ⋅ + = ⋅ +

( ) ( )2 2

1

1 ,
n

i i
i

RMS x x y y
n =

 = − + − ∑ (17)



Моделирование вычислительных, телекоммуникационных,  
управляющих и социально-экономических систем

48

Gross errors are common to all three methods under study. The errors in the TDoA Linear method are 
especially large. In addition, this method has significantly worse parameters of susceptibility to signal ar-
rival time fluctuations, which was established in our previous studies [8, 12]. As can be seen from Fig. 2, the 
gross errors of all three methods have different positions on the plane. In the TSoA and TDoA methods, 
the positions of gross errors intersect only at the center of the BS location. Their position already suggests 
the idea of merging these two methods in order to eliminate gross errors associated with zeroing the deter-
minants of systems of equations.

The RMS minima for determining object coordinates are achieved at line intersection angles (ellipses 
or hyperbolas) close to 90°. Fig. 3 shows the positions of the lines (ellipses and hyperbolas) at the minimum 
RMS values of the TSoA and TDoA methods with a Gaussian noise arrival time deviation of 0.4 ns. It is 
clearly seen that the true value of the position of the object is determined by the intersection of three lines. 
There are a significant number of points of intersection of the two lines. The algorithm proposed by us in 
[12] allows us to choose exactly the point of intersection of three lines from all the points of intersection 
of the lines.

Gross errors in determining the location of an object occur when the determinants of systems of equa-
tions are set to zero. Gross errors of the TSoA method are illustrated by the example shown in Fig. 4 a. 
The eccentricity of the ellipse L is equal to one, and in the presence of noise, the common triple point of 
intersection of the ellipses is constantly thrown between two closely spaced arcs of the ellipse L.

In the TDoA method, the number of failed configurations is doubled compared to the TSoA method. The 
first unsuccessful configuration corresponds to the eccentricity value equal to infinity (ε = ∞), the second 
unsuccessful configuration corresponds to the eccentricity value equal to one (ε = 1). Examples of both such 
configurations are shown in Fig. 4, b, c. At ε = ∞, both branches of the hyperbola merge into one straight 
line (Fig. 4, b) and the configuration is symmetrical about the horizontal axis. The TDoA method cannot 
determine the final intersection point: either this point is located at coordinates [0; -100] m, or at [0; +100]. 

Fig. 2. Location of gross errors in determining the coordinates of an object on a plane for methods

(a) TSoA Analitic, (b) TDoA Analitic, (c) TDoA Linear
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This type of error is the most significant, and can actually greatly harm the positioning system. It should be 
noted that the TSoA method copes well with this problematic configuration. For ε = 1, the branches of the 
hyperbola also merge into straight lines emerging from points with BS coordinates and diverging in different 
directions from the BS. The gross error is explained by rearranging the solution from one branch of the hyper-
bola to another. In this case, the errors are not as drastic as compared to the previous configuration, but they 
can also lead to unexpected consequences in a real system. The TSoA method works in this configuration as 
well. Thus, if the decision is correctly switched from the TDoA algorithm to the TSoA algorithm, depending 
on the configuration of the BS location and the object, blunders in many areas of the positioning system cov-
erage can be eliminated. This is exactly what we offer in the combined TSoA/TDoA method.

The method proposed in [12] for hyperbolic equations can significantly reduce gross errors associated 
with the vanishing of determinants. The method consists in successive reassignment of each base station 
to the reference one. Thus, configurations are formed according to the number of BS in the system, in 
the case under consideration there will be four of them. All distances between the points of intersection 
of lines are recorded in a single 2D distance matrix, then three minimum distances between points in the 
distance matrix in all four configurations are determined and the point of intersection of three hyperbolas 
is determined from them. The method of reassigning each BS to the reference one made it possible to sig-
nificantly reduce gross errors over the entire area of the positioning system operation. The TSoA method 
showed particularly good results. The root-mean-square deviation of the RMS maxima decreased by 60 
times, leaving only one maximum in the center of the positioning system zone. The reassignment of the BS 
to the reference ones for the TDoA method made it possible to reduce the standard deviation of the RMS 
maxima by 2.5 times, to reduce the area of the positioning system service area, where gross errors occur. 
However, there are still zones with gross errors. That is, it turns out that the TDoA method is more accu-
rate inside the BS perimeter, and the TSoA method is more accurate than the TDoA method outside the 
BS perimeter. So, the advantages of the TSoA method over the TDoA method include fewer gross errors 
and better accuracy outside the BS perimeter, and the advantage of TDoA over TSoA should include more 
accurate work inside the BS perimeter. The combined TSoA/TDoA method has the potential to combine 
the benefits of these two methods into one.

Simulation of the combined TSoA/TDoA method for estimating object co-
ordinates with fluctuations in the measurement of arrival times

The combined TSoA/TDoA method assumes the choice of the best method for the accuracy of de-
termining the coordinates and the absence of gross errors from TSoA or TDoA methods, depending on 

Fig. 3. Positions of ellipses and hyperbolas at minimum RMS values 
(a) View of ellipses at minimum RMS TSoA 0.061 m, whereas TDoA method has RMS 45.8 m,  

(b) View of hyperbolas at minimum RMS TDoA 0.058 m, whereas TSoA method has RMS 0.68 m
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Fig. 4. Positions of ellipses and hyperbolas at maximum RMS values 
(a) View of ellipses at maximum RMS TSoA 61.4 m, whereas TDoA method has RMS 0.09 m,  

(b) View of hyperbolas at maximum RMS TDoA 200 m. The hyperbola U has an eccentricity ε = ∞,  
whereas TSoA method has RMS 0.064 m, (c) View of hyperbolas at maximum RMS TDoA 46 m. 

The hyperbola U has an eccentricity ε = 1, whereas TSoA method has RMS 0.061 m

the location of the BS and the object. The main idea of the proposed method is to combine the distances 
between the intersection points for both methods into a single 2D matrix and search for the minima of the 
distances between the intersection points of lines (ellipses and hyperbolas) from this single matrix. Thus, 
the algorithm chooses the TSoA or TDoA method. To identify the correct (true) point of intersection 
of the three lines, Algorithm 1 is proposed, which is an implementation of the combined TSoA / TDoA 
method.

Algorithm 1. Identifying of the true solution
1. Changing the reference BS according to 4 configurations of the spatial arrangement of the BS. Each 

BS once becomes a reference.
2. Formation of a 2D matrix of coordinates of the points of intersection of lines: each of the 4 lines 

(each line corresponds to the configuration of the BS) contains 12 coordinates of the points of intersection 
(6 points of intersection of ellipses and 6 points of intersection of hyperbolas).

3. Calculation of distances between the points of intersection of lines (6 points of ellipses and 6 points 
of hyperbolas). Between 6 points of intersection of lines, 15 distances between points are calculated for 
ellipses and 15 distances between points for hyperbolas. 

4. Formation of a 2D distance matrix: 4 lines (each line corresponds to the BS configuration) contain 
30 distances between the intersection points of lines: 15 distances between the intersection points of ellip-
ses and 15 distances between the intersection points of hyperbolas. The distance table is common for the 
TSoA and TDoA methods, thus combining the two methods TSoA and TDoA.

5. Selection of 9 consecutive minima from a 2D distance table. Formation of 1D matrices for the val-
ues of 9 minimum distances, 9 configuration indices and 9 indices in the distance table.

6. Separation of 9 minimum distances, 9 configuration indices and 9 indices in the distance table on 
the basis of ellipses or hyperbolas. If the index in the distance table is less than 15, then this is the inter-
section point of the ellipses, if the index in the distance table is greater than or equal to 15, then this is the 
intersection point of the hyperbolas.

7. Selecting the BS configuration. If there are points of intersection of ellipses, then the configuration 
with ellipses is selected. If there are several intersection points of the ellipses, then the BS configuration 
with the minimum value of the distance D.

8. Selection of an index in the table of distances in a certain (item 7) configuration of the BS, corre-
sponding to the minimum distance between the points of intersection of the lines.

9. According to the identified configuration index (item 7) and the distance index (item 8) from the 
2D matrix of coordinates of the points of intersection of the lines (item 2), we select the coordinates of the 
object.
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The selected coordinates are closest to the true coordinates of the target. The remaining coordinates are 
either false, or determine the coordinates of the object with a larger error.

Fig. 5 shows the location of gross errors in determining the coordinates of an object on the plane of the 
combined TSoA/TDoA method, obtained using simulation. As before, the calculation of the root mean 
square (RMS) deviation was carried out for the number of computational experiments 100, the arrival time 
deviation was 0.4 ns.

The simulation results show that the combined TSoA/TDoA method makes it possible to reduce the 
RMS maxima by a factor of 4 compared to the TDoA method, and further reduce the area of the position-
ing system service area where gross errors occur. In areas where there are no gross errors, the RMS position 
determination coincides with the TDoA method, which, as indicated above, had advantages over the TSoA 
method. However, it should be noted that it was not possible to completely eliminate gross errors, although 
they significantly decreased.

Fig. 6 shows the dependences of the standard deviation of the estimate of the object's coordinates on 
the standard deviation of the Gaussian white noise of the times of arrival of radio signals in the BS for the 
matrix linearization algorithm and the proposed analytical combined TSoA/TDoA algorithm. Dependen-
cies are calculated for object coordinates [x; y] = [39; -7] and BS

C
 coordinates [xC; нC] = [- 40 ; 40], BS

L
 

[xL; xL] = [- 40 ; - 40], BS
R
 [xR; yR] = [40 ; - 40], BS

U
 [xU; yU] = [40 ; 40] meters. This location of the object 

and the BS is a rather complicated configuration for determining the coordinates, however, the combined 
method allows you to determine the coordinates of the object with high accuracy.

It follows from the simulation results that the proposed combined TSoA/TDoA method provides an 8 
times higher accuracy in determining the object's coordinates compared to the hyperbolic equation line-
arization method. The combined TSoA/TDoA method works with high accuracy (~1 m) with BS desyn-
chronization up to 8 ns, while the linearization method starts to give gross errors (failures) already at 4 
ns BS desynchronization. The proposed algorithm significantly outperforms the widely used positioning 
algorithm based on the linearization of hyperbolic equations.

Discussion

The combined TSoA/TDoA method based on the analytical solution of elliptic and hyperbolic equa-
tions, unlike many existing methods, allows you to obtain an accurate solution for determining the coor-
dinates of an object based on the measurement of arrival times. The advantages of the combined method 
are the high accuracy of determining the coordinates of the object, a significant reduction in the zones in 
which gross errors occur due to the vanishing of the determinants of the systems of equations. The meth-

Fig. 5. The location of gross errors in determining the coordinates  
of the object on the plane of the combined method TSoA/TDoA 

(a) RMS of TSoA/TDoA, (b) Top view
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Fig. 6. Dependence of the RMS estimate of the determination of the object's coordinates  
on the plane versus the deviation of the Gaussian white noise  

of arrival times for the combined TSoA/TDoA and TDoA Linear methods

od allows you to automatically choose the best solution from elliptic and hyperbolic equations. A certain 
problem in the implementation and practical use of the combined method may be the limited capabilities 
of microprocessor technology for the implementation of calculations of expressions with radicals, which is 
necessary in the analytical exact method proposed by us. However, it should be noted that the computing 
element base is rapidly developing, the introduction of low-cost processors is expected, which allow calcu-
lating mathematical functions with radicals in real time. In many applications, such as “smart city” traffic 
control systems, all calculations can be performed on a computationally powerful server. In this example, 
restrictions on mathematical data processing are removed.

To accurately determine the moment of arrival of a radio signal from an object to base stations, various 
forms of radio signals are used. The wider the spectrum of the radio signal, the more precisely it is localized 
in time. Therefore, ultra-wideband (UWB) signals with a wide spectrum have advantages over signals with 
a shorter spectrum and are used in positioning systems. In our article, the question of the shape of the used 
radio signal is not the subject of research.

Time-of-arrival measurement errors occur for three main reasons: radio signal propagation attenua-
tion, radio multipath, and time desynchronization at base stations. In this work, to assess the accuracy of 
determining the coordinates of an object, Gaussian white noise is used, which is added to the difference 
and the sum of the signal arrival times. Without diminishing the importance of studying the influence of 
multipath propagation and attenuation of a radio signal during propagation, we nevertheless believe that 
the approach we used to study noise immunity allows us to compare the TSoA and TDoA methods.

As a promising area of research, we consider the joint TSoA/TDoA method based on solving a system 
of equations by the intersection of a hyperbola with an ellipse. The joint TSoA/TDoA method will reduce 
the number of BSs in a multi-position system by one compared to the combined TSoA/TDoA method 
studied in this article.

In future work we intend to conduct a research on the effect of multipath propagation of a radio signal, 
take into account the attenuation of a radio signal during propagation, develop a mathematical model and 
investigate the joint TSoA/TDoA method, as well as extend the proposed algorithms to 3D space and con-
sider the applicability of the proposed methods for determining the coordinates of a set of objects.

Conclusions

A feature of this work is the construction of a positioning system based on the solution of exact analyti-
cal equations, which eliminates the need to use iterative procedures when calculating the coordinates of an 
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Abstract. The article shows a new measuring technology and a statistical approach to control 
the measured values and parameters of technological processes that reduce the uncertainty 
of systems measuring the amount of liquefied natural gas energy (LNG). An increase in the 
consumption of liquefied natural gas requires the use of measuring technologies that take into 
account changes in physical and chemical properties, process parameters, and other factors 
affecting the uncertainty of measuring systems at subzero temperatures of working fluids. A 
measuring technology is presented that takes into account the influence of technological 
processes and changes in the properties of LNG. The application of a statistical approach to 
the control of measured values makes it possible to reduce the influence of technology and 
changes in physico-chemical properties on the uncertainty of the of systems measuring mass, 
volume, density and energy of LNG. The developed system of metrological support increases 
the accuracy of measurement systems of LNG energy by 1.5–2 times. The solution is relevant 
for information and measurement systems for determining the amount of energy of liquefied 
hydrogen.
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Аннотация. В статье показана новая измерительная технология и статистический под-
ход контроля измеряемых величин и параметров технологических процессов, которые 
позволяют уменьшить неопределенность измерительных систем количества энергии сжи-
женного природного газа. Увеличение потребления сжиженного природного газа требует 
применения измерительных технологий, которые учитывают изменение физико-химиче-
ских свойств, параметров технологического процесса, и других факторов, влияющих на 
неопределенность измерительных систем при отрицательных температурах рабочих жид-
костей. Представлена измерительная технология, учитывающая влияние технологических 
процессов и изменение свойств СПГ. Применение статистического подхода при контроле 
измеряемых величин позволяет уменьшить влияние технологии и изменения физико-хи-
мических свойств рабочих углеводородных жидкостей на неопределенность ИИС массы, 
объема, плотности и энергии СПГ. Разработанная система метрологического обеспечения 
в 1,5–2 раза повышает точность измерительных систем энергии сжиженного природного 
газа. Решение актуально для информационно-измерительных систем определения коли-
чества энергии сжиженного водорода.

Ключевые слова: измерительная система, неопределенность, энергия, стратификация, до-
стоверность, статистический, сжиженный природный газ
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Introduction

Reception-transmission of liquefied natural gas (LNG) during transportation by sea vessels, reception 
and shipment to storage tanks are made on the basis of the amount of energy equivalent to the transferred 
volume of LNG. Measurements of the actual values of the volume of transferred LNG are currently carried 
out by a static method using level measurement systems when LNG is poured into a storage tank or tanker 
tanks using calibration and correction tables of tank capacity. The component composition and physi-
co-chemical properties of LNG are determined in the laboratory from a sample selected by a special sam-
pling device according to a given technological regulation [1, 5]. The values of density and calorific value 
are calculated based on the results of determining the component composition in laboratory conditions by 
gas chromatographic method [5, 13]. The methods for determining the density and calorific value when 
performing commodity transport operations (CTO) are described in the international standards GIIGNL 
[1–6, 8]. The accounting unit used in the calculations between the Seller and the Buyer is the amount of 
energy transferred: the equivalent of volume (mass) of the transferred LNG. LNG energy is defined in MJ 
or British thermal units MMBtu, 1 MMBtu = 1.055·109 J [5, 11].

The accuracy of measuring the level and the volume of LNG in the tank is determined by the un-
certainty of the liquid–gas interface associated with the boiling point of LNG, which characterizes the 



Telecommunication Systems and Computer Networks

57

equilibrium state of any liquefied gas at boiling point. The uncertainty of level measurements depends on 
the uncertainty of tank calibration, on the technical condition, volume and type of tanks, sea waves, the 
type of system used and the thoroughness of measurements, the processes of “evaporation” and “boiling”, 
changes in the component composition of LNG [12]. The uncertainty of the tank calibration depends on 
the chosen calibration method and the discreteness in the construction of the calibration table [5, 11, 18, 
19, 23–25].

When determining the actual volume in the tank, it is necessary to take into account the physico-chem-
ical properties of a particular grade of LNG, for which the coefficients of volumetric expansion and com-
pressibility differ. Additional influencing factors in determining the volume of LNG in the tank are the 
technical condition, dimensions, type of tank and thermal insulation, the magnitude of the coefficients 
of linear and volumetric expansion of materials and structural elements of tanks. During the voyage, it is 
important for the preservation of physicochemical properties to maintain the pressure in the tanker tanks 
greater than the pressure of LNG in shore tanks, this is necessary to limit evaporation during transporta-
tion, storage and unloading [11].

The daily volume of LNG evaporation in a tanker depends on the size of the tanks, the ratio of the liq-
uid phase surface in the tanks to the loading volume, climatic and marine conditions (water temperature, 
air, sea condition, etc.) and thermodynamic characteristics of the loaded LNG (supercooling depth, etc.). 
Numerical values of evaporation vary from 0.18% to 0.25% of the total volume of LNG in existing tankers, 
and up to 0.10% for LNG tankers of new designs equipped with a new thermal insulation system [11, 28].

The static method of volume measurements is not applicable in the joint use of LNG storage termi-
nals, when LNG belonging to several owners is pumped through the cargo fleet, loading ramps and supply 
pipelines: in this case, it is impossible to reconcile volumes with tankers by sellers [28]. In such cases, a 
dynamic method of measuring mass or volume by flow converters is used. The static methods employed 
today, with the use of level measurement systems in the tanker, make it possible to determine the volume 
of LNG with an uncertainty of 0.7–0.9% [28]. Factors affecting the accuracy of volume measurements in 
tanks using level systems are due to the heterogeneity/uncertainty of the measured liquid, the formation 
of a gas phase in the field of level measurements, which differs for different grades of LNG. These factors 
increase the uncertainty of determining the volume by ≥1% [11, 28]. Methods used in information and 
measurement systems (IMS) and sampling systems, methods for determining density, component compo-
sition and calorific value [16]. Volume measurements using level systems do not always allow determining 
the volume and amount of LNG energy with the required accuracy stated by the current regulatory and 
technical documents (RTDs), which is a natural change in the physico-chemical properties of LNG [11, 
16, 26, 27].

The problem of determining the amount of LNG energy and transferring units of quantities from stand-
ards to measuring systems at subzero temperatures is caused by the difficulty in ensuring the homogeneous 
state of LNG during sampling and measurements. The increase in LNG consumption requires the use of 
advanced information and measurement systems to determine the amount of energy of liquefied natural 
gas (IMSLNG), including using dynamic systems with flow converters, appropriate measurement tech-
nologies that take into account changes in physical and chemical properties, process parameters, and 
other factors affecting the accuracy of determining the amount of energy. The developed IMSLNG should 
take into account these changes, and the applied measurement technologies of testing and control should 
ensure reliable measurements [11].

Analysis of technological processes affecting the uncertainty of density and calorific value

Determination of the density and the highest calorific value of the transmitted LNG is based on the 
determination of the component composition by gas chromatographic analysis. The method allows us to 
determine the volume fraction of the highest calorific value, and mass units are used for commercial op-
erations, therefore it is necessary to measure the density of LNG [1–6, 8, 11, 15]. The contribution of the 
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highest calorific value is up to 30% in the total uncertainty of the amount of transferred LNG energy. In the 
uncertainty of the highest calorific value, the greatest contribution is associated with sampling technology 
and can reach 81% (Fig. 1).

Density is the main input value in the equations for determining the mass and the highest calorific value 
of LNG. The contribution from the uncertainty of density is at least 40% in the uncertainty budget of the 
amount of transferred LNG energy.

GIIGNL standards allow two methods for determining LNG density [4, 5]. 
The first, a direct measurement method, using a density converter or a density channel of a mass flow 

converter installed in a tank or measuring pipeline. The second, indirect, currently used, consists in deter-
mining the density by component composition  using gas chromatographic method. The main disadvan-
tage of the first method is the lack of primary and working density standards that allow us to determine and 
confirm the actual density values in working conditions. When calibrating density converters and density 
channels of mass flow converters, liquids are currently used as a working medium, which differ significant-
ly in their properties from the physico-chemical properties of LNG.

In the absolute majority of cases, water or petroleum products with a density and viscosity that dif-
fer from the properties of LNG are used for calibration, when conversion coefficients are used to bring 
them to negative temperatures. Recalculation of calibration results performed at positive temperatures of  
20–25 °C to the operating conditions of LNG with a temperature of minus 162.5 °C and a pressure of  
0.5–1.0 MPa introduces additional uncertainty, the value of which can reach 1.0 kg/m3 or more. There-
fore, direct density measurement methods currently have limited application and are used only for tech-
nological control [12]. The disadvantages of the second, indirect, measurement method include significant 
contributions from the sum of uncertainties determined by the sampling location, the type of sampling 
system selected, the sampling and storage method, the thoroughness with which the operator took the 
sample, the type of analyzer and the measurement method [8, 9, 11, 19, 20].

The main problem of LNG density measurements for direct and indirect methods is the difficulty of 
ensuring a homogeneous state of the liquid flow in the area of the converter and sampling system. In fact, 
the flow is inhomogeneous, consisting of a liquid and a gas phase, in which the number and ratio of phases 
vary. Moreover, in some cases, measurements become impossible, or the measurement results exceed the 
permissible limits of uncertainty, and this is due to the technological process, instability of the composition 
and properties of LNG [8, 9, 13, 16, 29].

The actual values of uncertainties in the results of LNG density measurements by density converters 
or density channels of mass converters caused by the above conditions are at least 3–5 kg/m3 [11]. In lab-
oratory conditions, the Kleinram and Wagner hydrostatic method or the Klosek-McKinley pycnometric 
method can be used. These methods are currently not used in commercial operations due to the length of 

Fig. 1. Uncertainty budget of the highest calorific value
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the measurement process and the high cost of unique equipment, but are used only for research in labora-
tory conditions [5, 8, 9]. 

The density measured in the laboratory from the selected sample will always differs from the density 
of LNG in the measuring pipeline or in the tank. The problem of density measurements at the site of op-
eration remains unresolved [20]. A similar situation was with measurements of the density of commercial 
oil during commercial operations, when in the mid-eighties of the last century, the urgent task was to find 
the reasons for exceeding the error in the mass of oil at CTO. The reason for exceeding the permissible 
uncertainty in mass was the measurement of oil density by hydrometers in the laboratory, when light frac-
tions evaporated, and the hydrometer measured oil with a different density. Moreover, with an increase in 
the time interval between sampling and measurements, the density of oil also changed more. The reason 
for the excess of uncertainty in the mass of oil was eliminated after special reference density measuring 
instruments that receive a unit of magnitude from state standards appeared in Russia. Density standards 
are designed to monitor metrological characteristics and verify density converters at the place of operation 
[8, 9, 11].

The second group of indirect methods, which are the main ones at present, includes various methods 
for determining the density by the component composition of LNG [11], for example: the Watson method, 
the Elfacuten method, the Miller graphical method, the Heese method, the Klosek-McKinley method. A 
promising method of spectroscopy proposed by C.V. Raman is based on molecular level studies, a method 
that is less dependent on changes in pressure and flow velocity in the sampling system line and with better 
repeatability of measurement results. However, the method has limited application due to the duration of 
measurements, high cost and qualification of personnel [5, 11].

In accordance with the requirements of the GIIGNL standard [5], the method of determining density 
by component composition and temperature makes the greatest contribution to the uncertainty of deter-
mining density. Uncertainty of component composition determination by gas chromatography is 0.09% 
according to GIIGNL [4, 5, 13]. The values of contributions to the total standard uncertainty of calorific 
value measured by indirect, gas chromatographic measurement method are presented in the diagrams in 
Fig. 1 and Fig. 2. The greatest contribution to the uncertainty budgets of density measurements and higher 
calorific value is made by sampling, temperature measurement and temperature reduction.

The analysis of density and calorific value uncertainties proves the necessity of using a direct method 
of LNG density measurements, the use of which eliminates the largest components associated with evap-
oration and temperature conversions increasing the accuracy of density and calorific value measurements. 
[11, 23–25].

The actual values of the uncertainty of determining the component composition are much higher, de-
pend on factors not previously taken into account, and this is the uncertainty of sampling, which depends 

Fig. 2. Uncertainty budget of density measurements
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on the phase state of the flow [10]. Density and calorific value in the total uncertainty of the amount of 
LNG energy are presented in Fig. 3.

Taking into account the real values of uncertainties, we obtain the LNG density determined by the 
GIIGNL methods [5], reduced by temperature and pressure to operating conditions, which gives results 
significantly different from the actual values of ≥ 10 kg/m3.

Analysis of the influence of technological processes on the stratification of flows of multicomponent liquids

The main influencing factors on stratification and homogenization of a multicomponent LNG stream 
are velocity, pressure of the flow in the pipeline and pressure of saturated vapors [24]. The results of studies 
of the flow processes of mixtures of hydrocarbon liquids have shown that stratification of the LNG mixture 
flow occurs at speeds of less than 1.5–2 m/s and pressures of less than 0.4 MPa, the values of which may 
vary depending on the component composition of a particular LNG grade [11].

Complete mixing of the flow occurs at speeds of more than 2.5–3 m/s and pipeline pressure of at least 
0.5–0.7 MPa as shown in Fig. 4.

When the flow velocity exceeds more than 5–6 m/s, the flow becomes stratified again, further increase 
in pressure fails to return the flow to a homogeneous state.

To reduce the total standard uncertainty of LNG energy, it is necessary to reduce the uncertainties 
associated with volume measurement and sampling. It is necessary to apply methods to increase the rep-
resentativeness of sampling and to assess the reliability of sampling, density measurement and to develop 
equations of natural gas state taking into account the influencing factors [13, 16, 29].

Analysis of the impact of technological processes on the reliability of sampling

During the period of pumping a batch of LNG with the help of a control multipoint (tubular) probe, 
profile tests are carried out, during which the distribution of the estimated LNG quality indicators is de-
termined, for example the value of the density or methane content selected along the pipeline section [13]. 
As a base value, the sampling results obtained from the control probe, the number of sampling points along 
the pipeline section (n+2), compared with the working probe are taken [13]. When removing the profile 
from each point located along the diameter of the pipeline, each sample is taken into a separate container. 
All selected samples are analyzed, and based on the obtained measurement results, a graphical dependence 
of the distribution of the values of these values over the diameter of the pipeline is constructed. According 
to the obtained dependence, the averaged values of the value for the period corresponding to sampling for 
this flow profile are determined [13]:

Fig. 3. Uncertainty budget of calorific value of IM system
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Fig. 4. Phase state of the LNG mixture flow depending on the velocity and pressure

where D is pipeline internal diameter, mm; ∆Xi is distance between sampling points, mm; Wi is quality 
indicator value of ith point sample, %; n is number of sampling points [13].

During the period of LNG pumping, at least three profiles are removed at the operating flow rate. 
The value of the quality indicator is estimated for the period of the set time of sampling of the test sample 
during shipment/loading. The basic value of the quality indicator value for the period of sampling of the 
combined sample under study is calculated by the formula:

where ∆ti is time period for which jth profile is defined, minutes; Wavrgj is average value of a quantity in 
jth profile by equation (6), %; T is time of sampling of the combined sample under research, minutes [13]. 

The assessment of the reliability of sampling is considered satisfactory when the deviations of the av-
erage values of the estimated value according to the results of measurements of three flow profiles do not 
exceed 5% [13].

The results of studies on the deviation of the density and content of methane in the LNG mixture were 
carried out on a pipeline with a diameter of 250 mm at five cross-section points. Figure 5 shows density de-
viations of more than 5% (417–442 kg/m3) along the pipeline section of stratified flow and homogeneous 
LNG flow, when density deviations along the pipeline section do not exceed 2% (430–438 kg/m3). To 
create a homogeneous flow, the pressure in the pipeline after the sampling point was increased by 24% [13].

Figure 6 shows deviations of methane content of more than 7% (88–95%) along the pipeline section 
for stratified flow and homogeneous LNG flow, when density deviations along the pipeline section do not 
exceed 4.5% (92–96%).

Estimation of sampling uncertainty. The research results have shown that sampling depends on the 
phase state of the working media flow, which makes the greatest contribution to the uncertainty budget 
of the measured values: component composition, density and calorific value – the main indicators that 
require verification during LNG reception and transmission operations. With the experimental evaluation 
method, a measurement procedure is performed to directly assess the uncertainty of the measurement 
result. With the theoretical evaluation method, each source of uncertainty is quantitatively assessed sep-
arately and in combination in the budget in accordance with the methodology adopted for this purpose 
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for assessing the reliability of sampling [16]. The dispersed nature of the LNG mixture leads to a disper-
sion of the measurement results of the samples taken, which is caused by the different composition of the 
samples actually taken causing an additional contribution to the total uncertainty [16]. The experimental 
approach is widely used in practice, for example, the “double sampling method”. The implementation 
of the method requires less time and costs, which is especially important for one-time studies of various 
target objects. The “double sampling method” usually involves the work of one sampling operator and one 
sampling scheme; the same plan can be used with different operators to take into account the subjective 
contribution to uncertainty. The random effects model of a single sampling object can be described by the 
following formula:

where Xtrue is actual value of  the measured variable; εsample is uncertainty component due to with drawal 
procedure; εanalysis is uncertainty component due to selected analysis procedure.

For a single target object, when the sources of variance are independent, the variance of the measure-
ment result σ2 can be represented by the equation:

Fig. 5. Sampling reliability estimate in density determination 

Fig. 6. Sampling reliability estimate in methane content determination

X X ,true sample analysis= + ε + ε (3)
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when approximating the variance by statistical methods , we obtain:

To improve reliability, it is suggested to consider sampling uncertainty usample with the following com-
ponents not included before: uflow as uncertainty due to heterogeneity of LNG multi-component flow and 
usample type as uncertainty due to probe type:

where uflow is uncertainty due to natural stratification and low density component distribution in the up-
per section of pipeline and higher density components in the lower section. Currently, only the uncertainty 
of the analysis and evaporation of the selected sample during preparation is evaluated. The presence of a 
gas phase in the sampling zone must be monitored using the phase state indicator (PSI) of the flow. It is 
also permissible to control the flow at the sampling site using a pressure converter installed after the sam-
pling probe to control the back pressure value recommended for specific technological conditions and the 
LNG grade [16]. In this case, the sampling uncertainty is determined taking into account the contribution 
of sampling variance not previously taken into account: the phase state of the flow and the type of sampling 
system [16]. Then the sampling uncertainty is calculated using a formula that takes into account the possi-
ble stratification of the multicomponent flow, the type of sampling probe used, the uncertainty of analysis/
measurement in determining the component composition and the uncertainty associated with sample 
storage and sample preparation for measurements [28, 29]:

Analysis of the impact of technological processes on the uncertainty  
of calculating the amount of LNG energy

To increase the efficiency and reduce the uncertainty of IMSLNG in determining the amount of LNG 
energy, it is recommended to apply an improved static method for determining volume using currently 
used level measurement systems, currently used and a new, dynamic method for measuring mass, volume 
and density using volume, mass and density converters, a direct method of static measurements. The for-
mula for calculating the total amount of energy E, MJ, enclosed in the volume of transferred LNG at CTO 
is proposed by the GIIGNL standard [5].

where VLNG is volume, m3; DLNG is density, kg/m3; GCVLNG is gross calorific value, MJ/kg; Etransf. gas is 
energy of transferred gas (gaseous phase), MJ; Efuel gas is energy of auxiliary gas per period of loading, MJ, 
positive when loading and negative when offloading [29].

To measure the actual values of the transferred LNG energy, four equations of state were developed for 
liquefied natural gas. The equations can be used for IMSLNG, in static method of measurement, which is 
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based on indirect measurements of liquefied natural gas volume with level measurement system according 
to current GIIGNL standard [5]. 

They can be applied to dynamic IMSLNG using indirect and direct methods of volume and mass 
measurements, volume and mass converters, and for a new method of direct static measurements of the 
mass of liquefied natural gas.

Improvement of IMSLNG using an indirect method of static volume measurements using level measure-
ment systems and laboratory analyzers of density and component composition. To determine the amount 
of energy, the following formula is proposed, which takes into account the influencing factors of techno-
logical processes related to the determination of density, volume and calorific value, not previously taken 
into account [29].

where VLNG is volume of loaded/offloaded LNG, m3; DLNG is density of LNG mix, kg/m3; GCVLNG is
gross calorific value of LNG, MJ/kg. It is necessary to consider additional values such as standard meas-
urement uncertainty of volume, density, and calorific value.

When assessing the uncertainty of determining the volume, Eq. (10), in addition to the GIIGNL stand-
ard [5], we need to take into account the uncertainties of technological processes affecting the result of 
measurements of the LNG level of the liquid-gas interface, temperature differences during calibration and 
operation of the tank, gradients of temperature changes of the tank material during loading and unloading.

where uc(Vcal) is combined standard volume uncertainty, which depends on tank calibration curve, lev-
el measurement in liquid-gas interface boundary uc(Vphase boundary), uncertainty of temperature measure-
ment along tank height uc(Ktemp), uncertainty of temperature difference while tank calibration and service
uc(Kcal op temp) taking into account temperature gradient during tank walls cooling/heating uc(Vcool) and
uc(Vheat) while loading/offloading respectively (in m3).

When density uncertainty is estimated by gas chromatography and using Eq. (11), there are additionally 
included uncertainties due to chromatograph type and method of defining the composition, tank temper-
ature difference while sampling and in laboratory uc(Ktemp), flow phase condition in sampling area, and
calorific value [18].

where uc(D) is combined standard uncertainty of density, depending on temperature uc(Dt ), pressure
uc(Dp ), sampling and sample storage uc(Dsampling), density measurement by composition uc(Dchrom), com-
position measurement uc(Dcomp), and heterogeneity of LNG mix in sampling area uc(Dphase), kg/m3. In
case of measurement with density meter, uc(D) is sum of uncertainty due to meter calibration uc(Dcal) and
uncertainty due to LNG phase condition.
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Using the direct method of density measurement allows us to eliminate uncertainties due to sampling 
and sample storage, reducing by temperature and pressure, composition determination, and chromato-
graph type, which contribute up to 40% to the total uncertainty.

When calorific value uncertainty is estimated using Eq. (13), there are additionally included uncertain-
ties due to determination of composition, density, flow phase condition, and tank temperature difference 
in sampling area and in laboratory uc(Ktemp).

where uc(GCVLNG) is combined standard uncertainty of gas calorific value, depending on gas composition
uc(GCVLNG component), sampling and sample storage uc(GCVLNG sampling), heterogeneity of LNG mix in sam-
pling area uc(GCVLNG phase), MJ/kg [18].

Improvement of IMSLNG using an indirect method of dynamic measurements with and volume flow 
transducers and in-line density transducers. In order to determine energy content, we propose the follow-
ing formula which additionally includes the factors related with determination of density, volume, and 
calorific value not included before [14]:

where u'с(V) is combined standard uncertainty of volume measurement, depending on volume flow meter
calibration uncertainty uс(Vcal m), presence of gaseous phase in liquid uс(Vphase), operating liquid tempera-
ture difference during calibration and loading/offloading uс(Vtemp), m3.

When using Eq. (15) to estimate volume uncertainty, there are additionally included uncertainties due 
to flow phase condition and meter temperature difference during calibration and operation uс(Ktemp).

where uc(D) is combined standard uncertainty of density, depending on temperature uc(Dt), pressure
uc(Dp) in liquid and gas phases, sampling and sample storage uc(Dsampling), density measurement by com-
position uc(Dtchromat), composition measurement uc(Dcomposition), phase condition of LNG mix in sampling
area uc(Dphase), kg/m3.
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where uc(GCVLNG) is combined standard uncertainty of gas calorific value determination, depending 
on gas composition uc(GCVLNG comp), sampling and sample storage uc(GCVLNG sampling), heterogeneity of 
LNG mix in sampling area uc(GCVLNG phase), MJ/kg.

Improvement of IMSLNG using a direct method of dynamic measurements with mass and mass flow 
measuring transducers. To determine the amount of energy, the following formula is proposed, which takes 
into account factors related to the measurement of mass and calorific value. The amount of LNG energy 
is determined by a formula that takes into account [29]:

where uc(M) is combined standard uncertainty of mass measurement, depending on mass flow meter cali-
bration uncertainty uc(Vcal m), presence of gaseous phase in liquid uc(Mphase), operating liquid temperature 
difference while calibration and loading/offloading uc(Mtemp), kg.

When using the Eq. (20) to estimate caloric value uncertainty, there are additionally included uncer-
tainties due to effect of sampling and sample storage, LNG flow phase condition, and temperature differ-
ence in laboratory and in field uc(Ktemp),

where uc(GCVLNG) is combined standard uncertainty of gas calorific value measurement, depending on 
gas composition uc(GCVLNG comp), sampling and sample storage uc(GCVLNG sampling), phase condition of 
LNG mix in sampling area uc(GCVLNG phase), MJ/kg [29].

Improvement of IMSLNG using the developed direct method of static measurements of LNG mass [29] 
in a tank with the use of weight measuring systems. The amount of energy is determined by the formula:

where M'LNG is LNG mass measured in tank, kg; ΔφLNG is correction coefficient, taking into account the 
acceleration of gravity and deviation of the geographical area of service from the calibration site for load 
cells, nondimensional quantity; uc(MLNG) is weight measuring system calibration uncertainty, kg.

where uc(GCVLNG) is combined standard uncertainty of gas calorific value determination, depending on 
gas composition uc(GCVLNG comp), sampling and sample storage uc(GCVLNG sampling), phase condition of 
LNG mix in sampling area uc(GCVLNG phase), MJ/kg.
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Correction coefficient Kmass for effect of buoyancy in the air when measuring LNG mass in tank by 
gravimetric method:

where Dair is ambient air density, kg/m3; DLNG is liquefied natural gas density, liquid, kg/m3.

Analysis of the control system/diagnostics of technological processes  
and the impact on the IMS of the amount of LNG energy

The continuous monitoring system, based on the results of the evaluation of the measured value and the 
parameters of the technological process, develops solutions that allow performing two measurement tasks. 

The first measuring task of the control system. Collection, processing and analysis of measuring in-
formation coming from level, temperature, pressure, gas chromatographs converters and systems, and 
if available, from mass, volume and density flow converters. Output of information about technological 
parameters: “normal state” and “change of technological process parameters”, requiring operator inter-
vention. In case of a violation of the phase state of LNG (the presence of gas), which affects the uncer-
tainty of measurements of mass, volume, level, density and component composition, recommendations 
are issued for changing the parameters of the technological process or for applying correction coefficients 
to determine the actual amount of energy transmitted by LNG. IMSLNG measurement results are mon-
itored during loading, unloading, transportation and storage. The list of controlled parameters is deter-
mined by the technological regulations and measurement methodology.

The second measuring task of the control system. Monitoring of IMSLNG characteristics, measuring 
transducers and systems of level, temperature, pressure and gas chromatographs, dynamic density, volume 
and density converters. Collection and analysis of values of technological process parameters. The fre-
quency of monitoring of IMSLNG characteristics is specified in the technological regulations and meas-
urement methodology.The application of a statistical approach to the assessment of measured values and 
parameters of technological processes, using the improved method of control charts by W. Shuhart [17, 21, 
29] allows us to ensure and maintain processes at a stable level to perform reliable measurements, Table 1.

Table  1
Determination of the limits of permissible deviations of IMSLNG (level, volume, density and calorific value)

Measured 
(estimated) value

Standard values of the measured 
value are not used

Standard values of the measured value 
are set by the measurement procedure

Estimated value 2–4σ control limits Estimated value 2–4σ control limits

p p
0

np np
0

c c
0

u u
0

Note: n is the volume of the subgroup; p is the proportion of nonconformities in the subgroup; np is the number 
of inconsistencies in the subgroup; c is the number of subgroup mismatches; u is the number of inconsistencies 
per unit in the subgroup; σ is the standard deviation of the process of the estimated value.
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The use of measurement technologies aimed at reducing the uncertainty of IMSLNG using the de-
veloped methods for assessing the reliability of sampling, taking into account changes in technological 
processes and monitoring / diagnostic systems do not involve large capital expenditures that can be at-
tributed to maintenance and operation, or work carried out as part of technical re-equipment. Reducing 
the uncertainty of IMSLNG makes it possible to reduce maintenance and operation costs by 1.5–2 times 
and determine the amount of transferred LNG, excluding losses associated with changes in technological 
processes and physico-chemical properties. But the most accurate method, independent of the parameters 
of technological processes, in determining the amount of LNG energy, Figure 7, is the direct mass method 
using weight measuring systems [28].

IMS based on weight measurement systems allows you to determine the amount of energy with an 
expanded uncertainty of not more than 0.3%. In this case, four factors remain the main sources of uncer-
tainty – a direct measurement of mass and density, a sampling system and an indirect gas chromatographic 
method for determining the calorific value [28].

Conclusion

The inclusion of factors influencing the determination of the amount of LNG energy into the uncer-
tainty budget does not increase the uncertainty budget, but allows to reduce uncertainty by eliminating 
and reducing the influencing factors due to the process technology. Therefore this provides the expan-
sion of the functionality of the IMS and conditions for determining the actual values of the component 
composition, density, calorific value, volume and mass of LNG. Based on the equations of state of LNG 
technological processes, a mathematical model was developed for calculating the amount of transferred 
energy, which makes it possible to reduce uncertainties by ensuring control of the phase state of the flow 
and reliable sampling. It allows selecting the parameters of technological processes to evaluate the results 
of determining the volume, mass, component composition, density, calorific value, taking into account 
their contribution to the budget of uncertainties in the amount of LNG energy [29].

The developed methods and new measuring technology, the use of a statistical approach in the control 
of measured quantities and parameters of technological processes reduce the influence of technology and 
physical and chemical properties on the uncertainty of the IMS of mass, volume, density and energy of 
LNG [14]. This solution develops the system of metrological support of IMS using static and dynamic 
methods, reduces operating costs and financial risks in the course of receiving and transferring LNG goods 
and transport operations in the Russian Federation and export operations. The metrological support sys-
tem makes it possible to increase the accuracy of the IMS of LNG energy by 1.5–2 times. The solution is 
relevant for IMS to determine the amount of energy of liquefied hydrogen.

Fig. 7. Comparison of IMSLNG uncertainty budgets



Telecommunication Systems and Computer Networks

69

REFERENCES

1. ISO 8943:2007 Refrigerated light hydrocarbon fluids-Sampling of liquefied natural gas-Continuous 

and intermittent methods. 

2. ISO 6578:2017 Refrigerated hydrocarbon liquids – Static measurement – Calculation procedure. 

3. ISO 20519:2017 Ships and marine technology – Specific for bunkering of liquefied natural gas fueled 

vessels. 

4. ISO 21903:2020 Refrigerated hydrocarbon fluids – Dynamic measurement – Requirements and guide-

lines for the calibration and installation of flowmeters used for liquefied natural gas (LNG) and other refrig-

erated hydrocarbon fluids. 

5. LNG Custody Transfer Handbook. 6th Edition. (GIIGNL), 2021. URL: http://www.giignl.org/

6. NBS – National Bureau of Standards: LNG Measurement – A User’s Manual for Custody Transfer, 

1985. 

7. The experience of the “Caldon” company's specialists, CPAS: conference of US oil companies, 2011. 

8. Gurevich M.S., Safonov A.V., Safonova M.A. Metrology of measurements of quantity and quality in-

dicators of LNG, International Conference “Metrology for LNG”, NMI “VSL”, Delft, Niderlandy, 2013. 

9. Safonova M.A. Participation of the IMS company in the international project of creating a calibration 

station on liquefied natural gas, 1st International Congress “LNG Congress Russia 2014: An innovative way 

of development of the Russian gas industry”, Chamber of Commerce and Industry of Russia, Russian Gas 

Society and the Ministry of Energy of the Russian Federation: Moscow, March 13–14, 2014.

10. Eurochem / EUROLAB / CITAC / Nord test / MAC Manual: Measurement uncertainty associated 

with sampling: a guide to methods and approaches, edited by M. Ramsey and S. Ellison; trans. 1st ed. 2007, 

Kiev: Yurka Lyubchenko, 2015. 

11. Safonov A.V., Sladovskiy A.G., Domostroyev A.V., Churayeva M.A. Improvement of liquefied natural 

gas density measurements, Avtomatizatsiya, telemekhanizatsiya i svyaz v neftyanoy promyshlennosti [Automa-

tion and Informatization of the fuel and energy complex], 2020, No. 9, pp. 8–12. 

12. Safonov A.V., Ipolitov B.A., Popov K.V. Dinamicheskiye izmereniya massy i obyema szhizhennogo 

prirodnogo gaza [Dynamic measurements of the mass and volume of liquefied natural gas], Glavnyy metrolog, 

2021, No. 2 (119), pp. 24–33. 

13. Safonov A.V. Assessment of the reliability of liquefied natural gas sampling, Avtomatizatsiya, telemekh-

anizatsiya i svyaz v neftyanoy promyshlennosti [Automation and Informatization of the fuel and energy complex], 

2021, No. 4, pp. 16–22. 

14. Safonov A.V. Local verification schemes for measuring instruments of the quantity and quality of 

liquefied natural gas, Avtomatizatsiya, telemekhanizatsiya i svyaz v neftyanoy promyshlennosti [Automation and 

Informatization of the fuel and energy complex], 2021, No. 6, pp. 38–44. 

15. Churayeva M.A., Smitz Ye., Safonov A.V. LNG Calibration Station, 9th International Metrological 

Conference “Topical issues of metrological support for measuring the flow and quantity of liquids and gases”: 

VNIIR – branch of FSUE “VNIIM named after D.I. Mendeleev”, Kazan, 2021.

16. Safonov A.V. Estimation of uncertainty when sampling liquefied natural gas, Avtomatizatsiya, teleme-

khanizatsiya i svyaz v neftyanoy promyshlennosti [Automation and Informatization of the fuel and energy com-

plex], 2021, No. 8, pp. 5–10. 

17. Shuhart U.E. Economic quality control of the manufactured product, K. Van Noustrand. New York, 

1931. 

18. Bernandelli G. Emerson in the LNG market chain. Daniel Systems LNG Metrology Solution, Euro-

pean Flow Measurement Workshop. Noordwijk, 2017. 

19. Miano M., et al. Calculation models for prediction of Liquefied Natural Gas (LNG) ageing during 

ship transportation, European Gas Research Group. Project “MOLAS”. 2010. 

20. Contractual Guidelines – Quantity and Quality, Society for Gas as a Marine Fuel, 2022. 



Телекоммуникационные системы и компьютерные сети

70

21. Gy P. Chemometrics and intelligent laboratory systems, Elsevier. Spain. 2004. No. 74, pp. 61–70. 

22. Govier G.V., Aziz K. The Flow of Complex Mixtures in Pipes, N.Y.: Van Nostrand Reinhold, 1972. 

23. LNG and gas quality and measurement manual for LNG carriers calling at terminal. Offshore LNG 

Toscana S.p.A. LNG and gas Quality and Measurement Manual, 06/06/2017 

24. Liquefied Natural Gas Densities: Summary of Research Program at the National Bureau of Standards, 

U.S. Department of commerce, National Bureau of Standards, Library of Congress Catalog Card Number: 

83-600608. National Bureau of Standards Monograph (U.S.), Monogr. 241 p. (Oct. 1983) 

25. Richter M., Kleinrahm R., Span R. Metrology for LNG, Delft: VSL, 2013. 

26. Van Wijngaarden H., van der Grinten J.G.M. Evaluation of the Caldon scaling methodology to con-

vert water calibrations of an ultrasonic meter, type LEFM, into an LNG meter curve, NMi Report No. 

C-SP/606627-HvW/Rap. 2006; Operational experience with ultrasonic meters for allocation measurement 

of LNG, H. Kurniawan, M. Scott, G. Brown et al. Houston, 2013. 

27. Lucas P., Büker O., Kenbar A., et al. World’s first LNG research and calibration facility, FLOMEKO 

2016 (Sydney, September 26–29, 2016). URL: http://www.semanticscholar.org. 

28. Safonov A.V. Measurement of liquefied natural gas mass, Avtomatizatsiya, telemekhanizatsiya i svyaz 

v neftyanoy promyshlennosti [Automation and Informatization of the fuel and energy complex], 2020, No. 10,  

pp. 9–14. 

29. Safonov A.V. Improving the accuracy of information-measuring and control systems of the amount of 

energy based on the equations of state of liquefied natural gas, Avtomatizatsiya i informatizatsiya TEK [Auto-

mation and Informatization of the fuel and energy complex], 2022, No. 7, pp. 34–39. 

INFORMATION ABOUT AUTHOR / СВЕДЕНИЯ ОБ АВТОРЕ

Andrey V. Safonov
Сафонов Андрей Васильевич
E-mail: safavs@yandex.ru

Submitted: 22.05.2023; Approved: 30.06.2023; Accepted: 06.07.2023.

Поступила: 22.05.2023; Одобрена: 30.06.2023; Принята: 06.07.2023.




