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Telecommunication Systems
and Computer Networks

TenekoMMYHNKaUNUOHHbIE CUCTEMBI
N KOMMbIOTEPHbIE CETHU

Research article @ 018
DOI: https://doi.org/10.18721/]JCSTCS.16101 T
UDC 654.1

THROUGHPUT EVALUATION OF THE MILLIMETER-WAVE
5G COMMUNICATION SYSTEMS

A.V. Pudeev', O.V. Bolkhovskaya? = ,
I.A. Bolotin3, A.A. Maltsev*

1 LG Electronics, Moscow, Russian Federation;

234 | obachevsky State University of Nizhni Novgorod,
Nizhni Novgorod, Russian Federation

= obol@rf.unn.ru

Abstract. The new, millimeter-wave (mmWave) Wi-Fi standard IEEE 802.11ay considers
various indoor and outdoor scenarios, including multiple users access and backhauling with
a range up to several hundred meters. Moreover, the 5G wireless communication systems are
expected to adopt a heterogeneous network (HetNet) architecture, where small mmWave cells
overlap a conventional macro cells network. The new applications require large antenna arrays and
multi-stream transmission (MU-MIMO) with new beamforming algorithms, aimed not only at
the single link quality maximization, but also at the optimization of the throughput in the whole
deployment. In this paper, we evaluate the throughput of the mmWave communication systems
for the main scenarios of their deployment. A comparative analysis of the different large antenna
array techniques is carried out in application to MU-MIMO transmission at the small cells base
station (BS) or Wi-Fi access points. The joint beamforming and scheduling algorithms utilizing
the introduced antenna array architectures at the BS were developed. Finally, performance
evaluation and comprehensive comparative analysis of the considered antenna array techniques
are done using system level simulations for three deployment scenarios ("open space”, "alleyway"
and "hotel lobby") defined in the adopted millimeter-wave Wi-Fi standard IEEE 802.11ay. The
proposed large antenna array architectures and the developed joint beamforming and scheduling
algorithms for MU-MIMO transmission may find practical applications in millimeter wave Wi-
Fi and 5G NR wireless communication systems.

Keywords: 5G, IEEE 802.11ay, mmWave, communication systems, hybrid beamforming, antenna
arrays

Citation: Pudeev A.V., Bolkhovskaya O.V., Bolotin I.A., Maltsev A.A. Throughput evaluation of
the millimeter-wave 5G communication systems. Computing, Telecommunications and Control,
2023, Vol. 16, No. 1, Pp. 7—20. DOI: 10.18721/JCSTCS.16101

© Pudeev A.V., Bolkhovskaya O.V., Bolotin I.A., Maltsev A.A., 2023. Published by Peter the Great St. Petersburg Polytechnic University
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OLLEHKA MPONYCKHOMN CNOCOBHOCTHU
CUCTEM CBA3UN MUJIJTUMETPOBOIO ANATIASOHA
AOJIUH BOJIH NATOINO NOKOJIEHUA

A.B. llydeed’, O.B. boaxoBckas? &
N.A. boromur?, A.A. ManvueB*

L dunnan kopnopaumu LG Electronics Inc. (Pecnybanka Kopes),
Mockea, Poccuiickan ®egepaums;

234 HMyKeropoAcKuMii rocyaapCcTBeHHbIN yHMBepcUuTeT um. H.U. JlobayeBcKoro,
HuxxHnit Hosropoga, Poccuiickas ®eaepaumn

= obol@rf.unn.ru

Annoramusa. HoBuiit ctanmapt Wi-Fi Mumnmerposoro nuanaszona IEEE 802.11ay mpemmo-
JlaraeTcsl MPUMEHSITh IS BRICOKOCKOPOCTHOM Mepenadyu JaHHBIX KaK BHYTPHU, TaK U BHE ITOMe-
IIEHWH, BKJIIOYasl CBSI3b MOJIb30BaTe el ¢ TOUKaAaMM J0CTyna (MaJibiIMU 0a30BbIMU CTAHIIUSIMU) U
panuopesieifHy10 CBSI3b MEXAY 0a30BbIMU CTAHLIMSIMU C JAJbHOCTBIO JEMCTBUS A0 HECKOJbKUX
coTeH MeTpoB. Kpome Toro, oxuaaercsi, YTo CUCTEMbI COTOBOI CBSI3U 5G OyayT UCHOIb30BaTh
TeTePOTEHHYIO apXUTEKTYpPY, B KOTOPOIl Majibie COTHI (pagmnycoM mopsiaka 50 M) oOCIyKUBaIOT
IIOJIb30BaTeIeii B MIJUIMMETPOBOM AMAaria30He IJIMH BOJIH M TIEPEKPBIBAIOTCS C OOBIYHBIMH OOJTh-
LIKMU MaKpocoTaMu, paboTaloluMu B auana3oHe Huke 6 I'Ti. HoBble mpuioxeHuss cuctem
CBSI3M MUWJIJIMMETPOBOTO AMana3oHa JJWH BOJH TPEOYIOT UCMOJIb30BaHUS aHTEHHBIX PELIeTOK
¢ OOJILIIMM YHMCJIOM 3JEMEHTOB M MHOTOIOTOKOBOW Mepeaauyu JaHHBIX ¢ aifopuTMaMu (hop-
MUPOBaHMS AMarpaMM HaIpaBJIEHHOCTHU, HalleJIEHHbIMU HE TOJbKO Ha MaKCUMMM3allUlO Kaye-
CTBa OTHCIBHOI JIMHUU CBSI3W, HO U Ha ONTUMM3ALMIO TIPOIYCKHOM CITOCOOHOCTHU B 1IEJIOM BO
Bceif 001acT pa3BepThIBaHUA. B cTaThe maHa OIleHKa IIPOIYCKHBIX CIIOCOOHOCTE CUCTEM CBSI3U
MUJUTMMETPOBOTIO AMana3oHa sl OCHOBHBIX CIIEHAPHEB UX Pa3BePThIBAaHUS, TIPEIYCMOTPEHHBIX
crangapToMm IEEE 802.11ay («0TKpbITOE MPOCTPAHCTBO», «y3Kas yaulla», «1000u otesi»). [Ipo-
BeIEH CPpaBHUTEJIbHBIN aHalIu3 3POEKTUBHOCTU UCIOJb30BaHUSI Ha 0Aa30BbIX CTAHLIUIX (TOY-
Kax JIOCTyMna) pa3jauyHbIX TEXHUK BBIMOJHEHUST OOJBIIMX aHTEHHBIX PELIETOK JJIs peainu3aluu
OITHOBPEMEHHOW MHOTOIOTOKOBOU Tepedayd JaHHBIX MHOTMM IIOJIb30BaTeIsIM. Pa3zpaboTaHbI
COBMECTHBIC aTOPUTMBI (DOPMUPOBAHMS OUAaTpaMM HAIIPaBICHHOCTU W TIAHMPOBAHMUS TIepe-
Ayl TaHHBIX MHOTHUM I10Jib30BaTessIM. 71 orleHKU 3(hGhEeKTUBHOCTUA Pa3IUYHbIX apXUTEKTYpP
AHTEHH HCIT0Jb30BaHO MOJEIMPOBAHUE HAa CHCTeMHOM ypoBHe. [IpenmnonoxeHo, 4yTo 6a3oBas
CTaHIIMSI MaJOi COThI UCITOJIb3YET TEXHOJIOTHUIO PaJIMOCBSI3U C MapaMeTpaMu (PU3UIYECKOT0 YPOB-
Hs, aHanornuHbiMu ctanaapty IEEE 802.11ay. IIpennaraemble apXUTEKTYpbl aHTEHHBIX pellie-
TOK M pa3paboTaHHBIC aJITOPUTMBI MOTYT HATU MpaKTUYeCKOe ITPUMEHEHIE B CUCTEMAaX CBSI3U
MIUIMMeTpoBoro nuama3oHa Wi-Fiu 5G NR.

Kmouessie cioBa: 5G, IEEE 802.11ay, MUJIIMMETpPOBbII AUAIla30H, CUCTEMBI CBSI3U, TUOPUIHOE
dopmMupoBaHMe Tydya, aHTCHHBIC PEIICTKU

Jna marupoBanus: Pudeev A.V., Bolkhovskaya O.V., Bolotin I.A., Maltsev A.A. Throughput
evaluation of the millimeter-wave 5G communication systems // Computing, Telecommunications
and Control. 2023. T. 16, Ne 1. C. 7—20. DOI: 10.18721/JCSTCS.16101

Introduction

The rapid progress of millimeter wave technologies over the past fifteen years has enabled the develop-
ment and mass production of low-cost Radio Frequency Integrated Circuits (RFIC) together with digital
signal processing (baseband) chips [1]. Currently, these technologies are already used for internet access in
Wi-Fi systems (IEEE 802.11ad, IEEE 802.11ay standards in the 57—71 GHz band) and they are planned

© Mypees. A.B., Bonxosckas O.B., bonotuH U.A., Manbues A.A., 2023. U3paTenb: CaHKT-MeTepbyprckuii NoNMTEXHUYECKUIA yHUBEpcUTET MNeTpa
Benukoro
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to be widely used in the 5" generation of mobile communication systems (5G). The first phase of 5G
New Radio (NR) will address bands below 40 GHz and the following phases will exploit bands up to
100 GHz [2].

The first millimeter-wave Wi-Fi standard IEEE 802.11ad, operating in the 57—64 GHz band, specifies
the point-to-point links in the indoor scenarios [3]. In such conditions, the single small-size (about 8—16
elements) phased antenna arrays (PAA) with relatively low gain (about 12—15 dBi) [4] may be used for
reliable data transmission up to several tens of meters. In this case, the beamforming algorithms may be
limited to the simple sector sweep process, with exhaustive search of the optimal weight vector from the
pre-defined codebook.

The new, millimeter-wave Wi-Fi standard IEEE 802.11ay adopted in 2021 year [5] considers various
indoor and outdoor scenarios [6, 7], including backhauling and access with ranges up to several hundred
meters. Moreover, the 5G wireless communication systems are expected to adopt a heterogeneous net-
work (HetNet) architecture, wherein mmWave small cells are overlaid onto a conventional macro cells
network [8].

Other possible deployment scenarios and use cases for mmWave systems are described in [9]. In most
considered cases, the antenna gains should be significantly higher than for a usual indoor scenario, and
antenna beams should be significantly narrower, which requires new approaches to the beam forming and
beam selection [10—12] and new antenna technologies [13, 14]. In addition to the simple point-to-point
links, IEEE 802.11ay standard will include point-to-multipoint links. The new applications require new
beamforming algorithms, aimed not only to the single link quality maximization, but rather to the optimi-
zation of the throughput across the entire deployment. Maximum throughput of the new IEEE 802.11ay
standard is considered to be about 100 Gbps [15]. Such challenging performance demands can be met with
the help of MU-MIMO mode supporting multiple independent data streams as well as higher channel
bandwidth up to 8.64 GHz [15, 16]. The multi-stream transmission is a right way of exploiting the mul-
ti-element antenna arrays for system performance improvement.

Due to the great importance of the task of the mmWave 5G communication systems development,
a number of papers have been devoted to the investigation of possible approaches to large scale antenna
arrays design and their performance characteristics evaluation. A large list of references in this area can be
found in the overview papers [11, 12]. Along with deep theoretical investigations [17—19], several practical
algorithms have been proposed for multiuser beamforming in mmWave massive MIMO (Multiple-In-
put-Multiple-Output) systems [20—25]. However, in the most of these papers beamforming algorithms
were designed separately without taking into account the important scheduling procedure. Also the chan-
nel models used in these works for system performance evaluation did not adequately describe real mul-
tipath environment (scenarios) where the system should be deployed.

In this paper we focus on analysis of different large antenna array technologies, which may be used
at mmWave small cell base stations (BSs) or Wi-Fi access points (APs). This will allow us to evaluate the
mmWave communication system performance characteristics in different deployment scenarios and pro-
vide recommendations for practical system architectures.

It is assumed that BSs are equipped with antenna arrays with a large number of antenna elements.
Three BS antenna array configurations were chosen as basic for consideration: the Multi-Stream Phased
Antenna Array (MS PAA) architecture, which can be fully implemented in the RF part with codebook
based analog beamforming only, the Fully Adaptive Array (FAA) configuration, fully implemented in the
BB and considered as the most flexible solution with maximal available number of spatial degrees of free-
dom, and the Modular Antenna Array (MAA) configuration, which realizes a hybrid beamforming pro-
cessing with coarse RF beamforming and fine BB beamforming [26—29]. To evaluate the performance
of each antenna array technology, we will use the system level simulations approach, assuming that small
cell BSs exploit the PHY layer technique with PHY layer parameters similar to IEEE 802.11ad and IEEE
802.11ay standards for orthogonal frequency division multiplexing (OFDM) modulations. The mmWave
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system performance investigation for these three BS antenna array configurations is done for the open
area, street canyon and hotel lobby scenarios defined in the IEEE 802.11ay standard [5—7]. Therefore, this
investigation will allow us to demonstrate advantages and drawbacks of the considered antenna array tech-
nologies in typical mmWave small cells deployment environments and elaborate the recommendations for
their practical usage.

Base station architectures for multi-stream transmission

There are different ways for implementing multi-stream transmission/reception based on antenna ar-
ray architecture.

The simplest solution lies in the division of the whole antenna array with N elements into a number
K of smaller subarrays (one subarray per stream), and using these subarrays for independent trans-
mission of K data streams (see Fig. 1a). The number of phase shifters in this scheme is equal to the
number of the whole antenna array elements N. In reality this approach is equivalent to uniting K
independent jointly controlled transmitters at one BS system. This does not introduce any additional
complexity into the BB and RF parts in comparison with single stream transmission if no special in-
ter-stream interference cancellation schemes are applied in baseband. However, such solution has one
significant drawback: the apertures of the subarrays are K times smaller than the whole antenna array
aperture. Therefore, the subarray antenna gains and directivities are reduced accordingly. Because of
that drawback, we will not further study the multi-stream transmission with aperture division in this
paper.

To avoid the aperture degradation, three multi-stream transmission antenna array schemes will be con-
sidered.

The first scheme is Multi-Stream Phased Antenna Array (MS PAA) BS architecture (see Fig. 15). In
this scheme, the whole phased antenna array aperture is used for transmission of each data stream, at the
cost of increasing the number of phase shifters and RF end circuits’ complexity. The number of phase
shifters in this scheme is equal to the number of the antenna array elements N multiplied by the number of
streams K. It can be seen that this BS antenna array architecture may be fully implemented in the RF part
with analog beamforming only.

The second scheme is the Fully Adaptive Array (FAA) architecture with the number of RF chains
equal to the number of antenna array elements N. Obviously this is the most flexible solution, because it
may provide digital beamforming in the BB with maximal available number of spatial degrees of freedom
N. The block diagram of the FAA for single carrier transmission is shown in Fig. lc. It is realized by Kx/N
complex multiplications (weighting) of the modulated and coded data stream signals. In this sense the
FAA solution is optimal for MU-MIMO processing of K independent streams, and allows application of
all existing MIMO processing techniques, like TX Maximum Ratio Transmission (MRT), RX Maximum
Ratio Combining (MRC), TX and RX zero-forcing (ZF), and RX Minimal Mean Square Error (MMSE)
reception [30]. However, for practical applications, especially for highly-directional steerable antenna ar-
rays with a very large number of elements, having the same number of RF chains may be prohibitively
complex and cost expensive.

To reduce the complexity of the BS antenna system and to retain both BB processing advantages and
very high antenna gains, the Hybrid Beamforming technique [31] was proposed on the base of the Modular
Antenna Arrays (MAA scheme), which consists of M subarray modules and RF chains (see Fig. 1d). The
hybrid beamforming processing incudes coarse beamforming performed in the RF part by the controlled
phase shifters (built-in in the subarray modules, each module comprises L antenna elements) and fine
beamforming performed in the BB by applying a set of the complex weights to each RF branch of the
modulated and coded data stream signals. Such MAA scheme allows benefiting from the BB processing
having a relatively small number M of the RF chains — one per each subarray module. At the same time,
this scheme has less adaptation possibilities in comparison with the FAA (only M digital degrees of free-

10



4 Telecommunication Systems and Computer Networks>

Baseband part Radio Frequency part Baseband part Radio Frequency part

| c) v :

1
Stream #1 Z
BB to RF x| [(eowow |
0

a)

6 to R
Stream #2
6 to R

. aseban
50 024 i rocessing 86 to R o
5aEa = e ] g
chagoto i — BT ¥
cied ] 4
o rocassing 1 ©

== 9

N-element
- phased array
---------------- > divided into K

Stream #K. {> subarrays.
[ BBORF [ mux

K modulated and coded N phase shifters ! it
data streams divided in K groups. oionay chatk

nnnnnnnn

Baseband part Radio Frequency part

b) Baseband part Radio Frequency part

d)

H
3
| &
]
8 3
z
¥
z
sanasnee

clements in each

data steeams slttedin  sgnalsatinput,

N= ML phase
sifters
M chains each Msignals at output

Fig. 1. a — Aperture division multi-stream transmission;
b — Multi-stream phased antenna array (MS PAA) scheme; ¢ — Fully adaptive array (FAA) scheme;
d — Hybrid beamforming technique for MAA scheme

dom versus NV degrees in the FAA, M = N/L). Therefore, the MAA may also be referred to as the partially
adaptive array.

MU-MIMO - joint beamforming and scheduling algorithms at the BS

In practical implementation of multi-user transmission in MU-MIMO mode, the beamforming task
is inseparable from the scheduling procedure. Indeed, for some environments groups of simultaneously
scheduled users determine the beam directions and required inter-stream interference cancellation pro-
cessing. And vice versa, the beamforming determines potential user data rates and, finally, the throughput
metrics that the scheduler should take into account for transmission assignments. Thus, a joint beamform-
ing and scheduling algorithm for simultaneous transmission to several users should be applied at the BS
[26—28].

In this paper, we use a joint BF and scheduling algorithm [28] that dynamically solves the problem of
maximizing the total throughput at the BS with an antenna array for DL MU-MIMO transmission. This
algorithm will assign the available space-time-frequency communication system resources to several users
based on some pre-defined criterion (metrics) calculated for each user. The widely used criterion is based
on the proportional fair (PF) metric. For each DL packet transmission act, the PF scheduling algorithm
assigns available space-time-frequency resources for transmission of K independent modulated and coded
data streams to K different users (see Fig. 1). At the same time, preference in service is given to a group of K
users demonstrating for the current state of the channel the maximum value of the PF metric, which is the
sum of K available individual user throughputs, each normalized by the amount of data already received by
the particular user. The optimal number of users and individual users involved in the given group may be
determined "step-by-step" as describe below.

The most suitable for practical implementation of the PF scheduling is the so called greedy scheduling
algorithm. It is an iterative algorithm which makes the "best choice" at each step for including a new user in
the group of users for simultaneous transmission. At each iteration step of the MU-MIMO greedy sched-
uling one user is picked up considering the maximization of the total group PF metric. The user selection

11
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Fig. 2. Codebook-based joint beamforming and scheduling algorithm for MS PAA scheme

on each iteration should take into account available throughputs of all already chosen users, recalculating
their SINRs and therefore their modulation and coding schemes (MCSs) and throughputs, considering
possible new inter-stream interference and transmit power splitting, and afterwards recalculating their
PF metrics. The iterative process stops when addition of any further new user reduces the total group PF
metric [28].

However, it should be noted that making the "best choice" at each step of the PF greedy scheduling
algorithm does not necessarily produce a global optimal solution to the overall maximization problem.
However, in many instances it is rather close to the optimal one, which may be found by an exhaustive
searching algorithm that has exponential complexity.

Codebook-based analog MU-MIMO beamforming for multi-stream phased antenna array. In this as-
sumption, the BS is equipped with a multi-stream phased antenna array (MS PAA) with a number of pos-
sible beams (or partial antenna patterns) defined in the codebook. For example, a 2D DFT codebook can
be used for RF beamforming both in elevation and azimuthal plane. The codebook-based MU-MIMO
beamforming flowchart with the illustration of per-user codebook construction and PF greedy scheduling
procedure is shown in Fig. 2.

At the first stage of the beam scanning procedure, each user will store and feedback to BS several in-
dexes of the best beams with maximum received signal power, for creating a set of "perspective” codewords
for each user. Then, at the second stage of the PF greedy scheduling procedure, both the best user and
its beam most suitable for MU pairing are chosen at each step. Once the new user with the certain beam
(codeword) was selected for including in the group of users for simultaneous transmission at any step of
greedy scheduling, it will not change that beam at the subsequent steps.

Baseband digital MU-MIMO beamforming techniques. In a rich scattering environment, the full ad-
vantages of the massive MIMO system can be exploited using such beamforming strategies as maximum
ratio transmission (MRT) or zero-forcing (ZF).

In case of the user equipment (UE) with one antenna element, the MRT algorithm uses the measured
channel matrices to calculate the first eigenvector for establishing beamforming (a partial antenna pattern)
for each user separately. Then the PF greedy scheduler tries to find a suitable MU group of users without
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any additional TX beamforming adjustment. Therefore, using the MRT algorithm for TX antenna array
beamforming does not allow combining the users located a shot distance away from each other in one
MU group for simultaneous data transmission. For example, in case of the one-path line-of-sight (LOS)
channel, these users should be at an angular distance from each other at least 3-4 times greater than the
half power beam width (HPBW) of the BS antenna array pattern to successfully avoid inter-stream inter-
ference.

The purpose of ZF technique is to suppress the mutual MU inter-stream interference arising due to
simultaneous multiuser data transmissions, by modifying the initial MRT beamforming vectors using the
inverse covariance interference matrix with regularization by the minimal mean square error (MMSE)
algorithm [28]. Physically, this beamforming modification will lead to establishing near to zero values of
one UE partial antenna pattern in the directions of main beams of all other UEs included in the same M U-
MIMO group for simultaneous data transmission. It is obvious that using a more complex ZF beamform-
ing algorithm allows simultaneously transmitting data to users located more densely in space. For example,
in case of the LOS channel, these users may be located at an angular distance of about one HPBW.

There are huge beamforming capabilities for the full adaptive antenna array (FAA) because the number
of degrees of freedom is equal to the number of antenna elements. Therefore, the FAA may effectively form
equivalent beams in any direction and provide better selection of scheduled users from the whole cell (see
Fig. 3a).

For the MAA with vertical module placement, the array may have limited ability for vertical beamform-
ing to several users and almost full adaptation ability in the horizontal plane. So, in this case, the average
direction in the elevation plane is used for all users in the group and per-user directions in the horizontal
plane are used for MRT and ZF operations. Thus, in the multi-user mode in the mmWave small cell with
such type of MAA, the users for simultaneously scheduled group should be selected from the same "ring"
around the BS, with the same elevation angle and distance (see Fig. 3b).

One of the significant advantages of digital MU-MIMO beamforming is that the baseband processing
of the OFDM (OFDMA) signals allows using frequency selective beamforming for the a more accurate
communication system adaptation to the frequency selective millimeter-wave channel. In the following
section, a comparison between wideband and per-subcarrier beamforming will also be provided.

mm-WAVE communication system performance analysis

The investigation of mm-Wave 5G communication systems performance was made by direct mode-
ling of physical (PHY) and medium access control (MAC) layers in accordance with the IEEE 802.11ay
specification. These also included the multipath channel modeling and usage of the channel state infor-
mation for near to optimal BS antenna array beamforming and data multi-stream scheduling for MU
transmission.

13
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The efficiency of the considered MU-MIMO antenna array technologies and beamforming algorithms
was studied on the system level for three scenarios with the growing complexity of environment and chan-
nel models exactly defined in the IEEE 802.11ay evaluation methodology documents [32]:

Open area — minimal number of passes (rays). Only one-two quasi-deterministic (Q-D) rays give sig-
nificant impact (direct LOS and ground reflected rays).

Street canyon — the number of significant rays increases up to four (additional reflections from building
walls). Azimuthal diversity of these rays gives significant impact to the channel.

Hotel lobby — the environment causes a big number of significant rays (all rays up to second order wall
and ceiling reflections).

The consideration of these scenarios enables a full assessment the capabilities of different MU-
MIMO modes. For these scenarios, the Q-D channel models developed in [7] were used. More detailed
simulation assumptions are provided in Table 1. The same type of 8x16 elements antenna arrays (8
vertical and 16 horizontal elements size) are used at the BS/AP for all antenna techniques. The MAA
consisted of 16 subarrays, each containing 8x1 elements. The basic IEEE 802.11ay PHY layer OFDM
mode parameters for channel bandwidth 2.16 GHz were used for simulations. The OFDM is based on a
512-point FFT with 336 active data subcarriers, and 16 fixed pilot tones. The subcarriers at DC and on
either side of DC are nulled to avoid any issues with carrier feed-through and the cyclic prefix is fixed at
25 % of the OFDM symbol period.

Table 1
Scenarios for Q-D channel models
Parameters Assumption
Channel model/Pathloss Q-D channel model
Carrier / BW 60 GHz /2 GHz
Array types MS PAA / FAA / MAA
Height 6 m (5.5 m for Hotel lobby scenario)
BS antenna array -
Configuration / TX power 8x16 elements / 19 dBm
Element gain 5 dBi
Height 1.5m
User antenna - - -
Gain Omni, 0 dBi

SVD-based MRT/ZF,
2D-128 DFT codebook-based MRT,
8 spatial streams maximum for
any antenna technique

MU-MIMO Transmission scheme

Beamforming granularities Wideband / Per subcarrier
Channel estimation Perfect (the overhead is considered)
Scheduling type Greedy PF MU scheduling

The deployment assumptions for considered scenarios are illustrated in Fig. 4—6. The open area sce-
nario is very close to the "pure” free space LOS environment. The outdoor street canyon scenario repre-
sents a more complex millimeter-wave propagation environment. The users are mostly grouped on the
relatively narrow sidewalks. So, from the physical point of view, the realization of MU-MIMO transmis-
sions in the street canyon scenario are much more difficult due to the denser UEs deployment and mutual
interference between spatial streams produced by reflected rays.

The system level simulation main results for all considered scenarios are summarized in Table 2.
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Fig. 4. Open area scenario deployment assumptions
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Fig. 5. Street canyon scenario deployment assumptions

Two BSs are mounted at each lamppost serving two sectors (frequency reuse-2) along the sidewalk.
Users are placed randomly (uniform distribution) within the sidewalks considering 45 users per each

BS sector.
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Fig. 6. Hotel lobby scenario deployment assumptions
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One BS, mounted at the center of the shortest side, has a single sector, directed to the center of the

lobby.
40 users are placed randomly (with uniform distribution) within the lobby area.
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Simulation results for considered scenarios
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E Per subcarrier | 10.2 | 205 | 115 | 4.64 | 11.2 | 249 | 112 | 2.66 | 16.5 | 826 | 494 | 4.54
”‘ 7F Wideband 114 ] 229 | 110 | 5.23 | 12.4 | 275 | 81 | 3.16 | 29.4 | 1471 | 645 | 7.34
Per subcarrier | 13.9 | 278 | 131 | 6.03 | 22.3 | 495 | 180 | 6.11 | 41.2 | 2060 | 1201 | 9.66
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The table includes main characteristics (metrics) specified in the official mmWave communication sys-
tem evaluation methodology [32], such as: BS total throughput, average UE throughputs, average size of
MU group (average number of UEs grouped for simultaneous transmission) and cell-edge UE throughput
(only 5 % of the served UEs may have the throughput below this threshold).

The numbers in the Table 2 are illustrated by histograms shown in Fig. 7, 8, for more convenient rep-
resentation of the simulation results. For simplicity, only wideband scheduling/beamforming results are
presented in the illustrative histograms.

It can be seen from presented simulation results that the ideal FAA antenna predictably demonstrates
better performance metrics in comparison with the MAA and MS PAA for all beamforming schemes for
all scenarios.

The comparison of the practical schemes such as MS PAA and MAA looks more interesting. In the
LOS-dominant scenario of the Open area, the MAA demonstrates 20—30 % better system performance
(depending on the applied beamforming technique) for all metrics: BS and UE throughputs, as well as cell-
edge throughput and MU aggregation metrics. However, for more complex multipath scenarios, such as
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Fig. 8. Average number of UE in MU group comparison for different scenarios and techniques

Street Canyon and Hotel Lobby, the main system performance metrics of analog-based MS PAA scheme
and MAA with ZF algorithm looks very similar. The reduction of the MAA system performance in these
scenarios can be explained by the fact that MAA can schedule in the same MU group only the UEs that
are seen from the BS/AP on nearly the same elevation angle (see Fig. 6), while MS PAA has a freedom to
select different beams in azimuth and elevation for the same MU group. In the rich multipath and compact
scenarios, the elevation angles may be very different, which gives the MS PAA scheme an upper hand for
simultaneous data transmission to a larger number of UEs (see Table 2). So, "the freedom" of the MAA
beamforming in the frequency domain is counterpoised by "the freedom" of the MS PAA beamforming in
space domain.
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The maximum spectral efficiency is provided by the most complex FAA with an SVD-based ZF beam-
forming scheme and per subcarrier frequency granularity. This scheme allows achieving very high through-
puts due to very flexible resource allocations in the space-frequency domain and denser grouping of UEs
for simultaneous transmission. There are about 6 users per MU group in average even in the most complex
(from the MU grouping point of view) open area and street canyon scenarios, and up to 9 users in the hotel
lobby scenario with maximum total BS throughput 41 Gbps.

From the general point of view it is clear that such behavior of the considered MU-MIMO schemes
and beamforming algorithms may be explained by different multipath propagation channels for the open
area, street canyon and hotel lobby scenarios. The richer multipath channel theoretically has greater
MIMO capacity, but to realize of this opportunity for increasing the system throughput we need to imple-
ment a very complex FAA MU-MIMO scheme.

Finally, it should be noted that BS and UE throughputs represented in Table II and by histograms
in Fig. 7, 8 are given for omni user antennas with 0 dBi gain and channel bandwidth of 2.16 GHz. The
mounting of the small PAA with 4—8 elements at the user equipment and application of the effective asym-
metric links beamforming technique [10] will make it possible to support data transmission in 4.32 GHz
and 8.64 GHz channels with the same modulation and coding schemes, thereby to multiply throughputs
by 2 and 4 times respectively.

Summary

In this paper we investigated large antenna array technologies for MU-MIMO transmission in mmWave
small cells with different involvement of radiofrequency and baseband parts for signal processing. The in-
vestigation in different environments was done for the Multi-Stream Phased Antenna Array (MS PAA)
architecture, which can be fully implemented in the RF part with codebook based analog beamforming
only, the Fully Adaptive Array (FAA) configuration, fully implemented in the BB and considered as the
most flexible solution with the maximum available number of spatial degrees of freedom, and the Modular
Antenna Arrays (MAA) configuration, which realizes a hybrid beamforming processing with coarse RF
beamforming and fine BB beamforming.

The FAA scheme predictably demonstrates better performance metrics in comparison with the MS
PAA and the MAA for all beamforming schemes and frequency granularities in all considered scenarios.
The maximum spectral efficiency is provided by the most complex FAA with ZF beamforming scheme
and per subcarrier frequency granularity, but for the large antenna arrays with a large number of antenna
elements such FAA scheme has high complexity and cost. The MS PAA with 8 streams (2D-128 DFT)
and the MAA with 16 degrees of freedom demonstrate acceptable performance metrics in typical environ-
ments and therefore may be considered as good candidates for further practical implementations at the
BSs or APs of the future mmWave small cells.

We should emphasize that the main results of the paper were obtained by direct system simulations
based on strict compliance with the parameters of the IEEE 802.11ay standard and the usage of generally
accepted signal processing, beamforming and scheduling algorithms. Therefore, these results are practi-
cally important for cellular operators, communication equipment manufacturers and vendors to make de-
cisions on the implementation of available antenna technologies for deploying the new mmWave cellular
and Wi-Fi communication systems of the 5" and further generations.
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Abstract. The need to increase information transfer rate in up-to-date telecommunication
systems led to a wide spread of OFDM and SEFDM signals with a relatively high peak-to-
average power ratio. In case of power amplifiers operating at a fixed supply voltage, this power
ratio feature can result in up to 20—30 % decrease in efficiency, which predetermined the
interest in the use of more efficient solutions. These methods, including envelope tracking,
outphasing, etc., are based on non-linear transformations of a radio frequency signal and/or
its envelope. The resulting signal distortions can be accompanied by a noticeable increase in
error rate at the receiver, which negatively affects the telecommunication system performance.
The paper considers a set of factors with the most significant impact upon signal distortion
in a power amplifier with tracking supply. An analytical model of a multi-cell tracking power
supply was developed taking into account the errors of envelope and reference voltage digital
conversion, the transistors’ inertial parameters, the nonlinearities of the magnitude- and phase-
frequency responses of the output low-pass filter. The impact of these factors on the envelope
signal spectrum distortion and the bit error rate at receiver were considered. Proceeding from
the results obtained, the authors proposed requirements to the transistors switching performance
and the permissible dispersion of the parameters of envelope tracking power supply.
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AnHoTanusi. B coBpeMeHHBIX TEIEKOMMYHUKAIIMOHHBIX CUCTEMAX, UCXO/Sl U3 HEOOXOAUMO-
CTU TIOBBILIEHUST CKOPOCTHU Tiepenayu MHGOopMaluy, IIMPOKO UCMOJIb3YIOTCS MHOTOYaCTOTHBIE
curHajbl (OFDM u SEFDM), mist KOTOpbIX XapaKTepeH CPaBHUTEJIbHO BbICOKUI MUK-(PaKTop.
ITocnenHee 0OCTOSTENBCTBO B Cyyae yCWIUTEIEH MOITHOCTHU, paboTatoluX nMpyu GUKCUpOBaH-
HOM HampsKeHUM TTUTaHMS, MOXKeT puBecT K cHukeHuto KIT 1o 20—30 % w npenornpeneun-
JIO MHTEpeC K UCTI0NIb30BaHUIO Oosiee 2((HEeKTUBHBIX B IJIaHE IHEPreTUUecKon 3¢ (HeKTUBHOCTH
TEXHUYECKUX pellleHU. B X 4ucio BXOAST METOMABI CIEASIIEro MUTaHusl, nedasupoBaHusl 1
JIpyryUe, OCHOBaHHbBIC Ha HEJIMHEHBIX MPeo0pa3oBaHUSIX paIMoYacTOTHOTO CUTHalIa /UM €ro
orubaronieii. BosHukamone mpu 3TOM UCKaXKEHUsI CUTHAJIOB MOTYT COMPOBOXKIAThCS 3aMeT-
HBIM BO3pacTaHUEM KOJIMYECTBA OILIMOOK Ha MMPUEMHOI CTOPOHE, UTO HEFaTUBHO OTPA3UTCS Ha
9GhGEKTUBHOCTU CUCTEMBI TIepenadu coobineHnii. B ctatbe paccMOTpeHbl OCHOBHBIE (haKTOPHI,
OKa3bIBaloOlMe HanboJsee CyllleCTBEHHOE BIUSHUE Ha YPOBEHb UCKAXEHUI CUTHAJIOB B YCUJIM-
TeJie MOIIHOCTU, PeaIM30BaHHOM Ha OCHOBE METoa clefsiiero nutaHusi. PazpaboraHa aHa-
JINTUYECKAsl MOJIEIb MHOTOSTYEHKOBOTO MOJYJISIITMOHHOTO MCTOYHUKA MUTAHUSI, YUYUThIBAOIIAs
MOTPELIHOCTU AUCKPETU3AllUM CUTHAJIa Oruoarolieil 1 OMOPHOro HAIPSKEHUs, MHEPLIMOHHbIE
napaMeTpbl TPaH3UCTOPOB, HETUHEMHOCTU aMIUIUTYAHO-4aCTOTHOU U (pa30-4acTOTHOM Xapak-
TEPUCTUK BBIXOAHOTO (DWIbTPAa HUKHUX YaCcTOT U MPOBEIEeHa OlleHKA CTeTIEHW WX BIWSIHUS Ha
WCKAXEHUs CIIEKTpa CUTHaja OThOalolleil ' BepoSTHOCTh OMTOBOI OIIMOKMU TPU MpHUeMe pa-
nuocurHanoB. Ha ocHOBe Moyd4eHHBIX pe3yabTaTOB c(hOPMYJIMPOBAHBI TpeOOBaHMS K OBICTPO-
NECTBUIO TPAH3UCTOPOB U IOMYCTUMOMY pa3dpocy rmapaMeTpoB MOIYJSIIIMOHHOTO UCTOYHUKA
TTUTaHMSI.

KiioueBble clioBa: MOAYISILIMOHHbBIM MCTOYHUK IMUTAHMS, HEJIMHEHHbIE UCKAXEHUSI, METO/I CJIe-
JSIIEro MuTaHus, ycuauteab MoiHoctu, KIT1, ananutnyeckas Moaesb

Jlna murupoBanns: Pergushev A.O., Sorotsky V.A., Zavjalov S.V. Impact of signal distortion in a
power amplifier on telecommunication system efficiency // Computing, Telecommunications and
Control. 2023. T. 16, Ne 1. C. 21-34. DOI: 10.18721/JCSTCS.16102

Introduction

The use of multi-frequency signals (OFDM and SEFDM) is one of the promising ways to increase the
information transfer rate in telecommunication systems (TS) [1]. However, the insufficient bandwidth of
the telecommunication channel, as well as the linearity disturbance of its transfer characteristic, usually
lead to signal distortions, which can be accompanied by a noticeable increase in the number of errors aris-
ing at the receiver and thus reducing the TS efficiency.

The paper proposes a universal approach that allows to evaluate the effect of signal distortion, regard-
less of which part of the telecommunication channel (transmitter, communications line or receiver) they
occur. Within the limited size of the paper, the case is considered when distortions occur only in one sec-
tion of the channel — in transmitter and, accordingly, the main contribution to the signals parasitic change
is made by the power amplifier (PA).

© Meprywes A.O., Copoukuii B.A., 3aBbsinos C.B., 2023. V3gaTenb: CaHkT-MeTepbyprckuil NonMTexHUYeckuii yHuBepcuTeT MeTtpa Benukoro
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When amplifying multi-frequency signals with power amplifiers (PAs) operating in the classes AB or
B, which are considered to be sufficiently linear, the relatively high peak to average power ratio (PAPR) of
this type of signals leads to a decrease in efficiency as far as 20—30 %. This circumstance predetermined
interest in the use of technical solutions that are more efficient in terms of power efficiency. Among the
common ways to keep the efficiency of the PA at an acceptable level, it should be noted the methods of
envelope tracking (ET) [2—5], envelope extraction and restoration (EER) [3, 6, 7], outphasing [3, 8—10]
and Doherty [3, 11, 12]. At the same time in the first two methods pulse-width modulation (PWM) is used
to amplify the envelope signal, during which, as is known, the signal is subjected to nonlinear transforma-
tions, and in the second method, in addition, the switch mode is also used to amplify the radio frequency
signal, which can also be accompanied by distortions. Nonlinear distortions are also inherent in the other
two known methods of amplifying signals with a high PAPR.

Taking into account the above, the purpose of the paper is to determine the parameters of the PAs which
have the most significant impact on the signal distortions and caused by these distortions the bit error rate
in the receiver. Solving this problem will make it possible to recommend the most rational requirements in
terms of transmitter implementation.

Initial provisions

Let's consider the main criteria that will be used in assessing the influence of signal distortions on the
efficiency of the TS.

As is known, any change in signals' spectrum is a very accurate indicator of undesirable distortions
that have occurred in them. However, it is important not only to take into account the level of spurious
spectral components, but also in what part of the spectrum they appeared. In particular, parasitic spec-
tral components caused by the use of PWM in ET power supplies can be grouped around harmonics of
the clock frequency, which is as high as ten or more times compared with the upper frequency in the
signal spectrum [13].

Accordingly, these spectral components, although they can be considered as a measure for assessing
the distortions that have arisen in the signal, but taking into account their influence is more interesting
from the point of view of the problems that will be encountered in ensuring electromagnetic compatibility
(EMC) requirements in the transmitter. So when evaluating the TS efficiency, the most interesting are
those parasitic spectral components that directly occur into the frequency band of the useful signal, and,
accordingly, can lead to errors in receiver.

In order to simultaneously take into account both the disposition of spurious spectral components in
the frequency band of the signal as well as their level, it is advisable to use a universal scalar indicator, which
can be chosen as the bit error rate. This characteristic accumulates all the negative effects caused by signal
distortions. Based on the above reasoning, we will divide the solution of the problem under consideration
into two stages: at first, we estimate the influence of various PA parameters on the signal distortion, then
we determine the bit error rate due to these distortions.

Transmitter model

When getting on to the discussion of the transmitter model, in order to unambiguously determine it,
it is necessary to specify the method that is supposed to be used to amplify signals with a high PAPR. In
this regard, for definiteness, we will consider the ET method. The block diagram of the output stage of
the transmitter, is shown in Fig. 1. One more clarification should be made here: since a detailed simul-
taneous consideration of the processes in the ET power amplifier and in the RF power amplifier can be
quite voluminous and beyond the scope of one publication, we will assume that the effect of distortions
introduced by the RF power amplifier can be neglected. Several reasons can be cited to justify this ap-
proach. One of the arguments is that the problem of lowering signal distortions in RF power amplifiers is
not new, and currently there are effective solutions to reduce them by introducing pre-distortion into the
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Fig. 2. Structure of a multi-cell modulated power supply

amplified signal [14—20]. In contrast, the study of the main factors that lead to envelope distortions in
ET power supplies has not been adequately reflected in the known publications. Moreover, in those few
publications that are devoted to this problem, the authors limit themselves to only considering distor-
tions in the ET power amplifiers, without touching on the problem of how these distortions will affect in
the TS efficiency lowering when receiving signals. And finally, taking into account the contribution that
ET power sources can make to increasing the level of bit errors is also relevant due to ever-increasing re-
quirements for expanding their bandwidth, which in itself is a non-trivial task and may be accompanied
by signal distortions increase.

To expand the bandwidth of modulated power supplies (MPS), they are usually performed on the basis
of a multi-cell structure, the diagram of which is shown in Fig. 2. In it, individual cells of the MPS are
implemented in the form of half-bridge circuits that amplify the envelope voltage in PWM mode [4, 5].

In Fig. 2 the following designations are used: u(f) — envelope voltage; v(f) — reference sawtooth volt-
age used in PWM; e(f) — output voltage. Herewith the time delay of the reference voltage for the i-th cell
(i=1,2,..,N)isequal , where T — the period of the reference voltage v(#), N — the number of cells. The
distortions caused by the ET power amplifier can be conditionally divided into three types, depending on
in which part of the voltage spectrum e(?) they appear.

Distortions of the first type are caused by nonlinear transformations of the voltage u(#) during PWM
and appear as a set of spectral components around the frequency =~ kF'__gN (region III in Fig. 3), where

max

F . — the upper limit of the frequency band in the voltage u(f) spectrum, g is the ratio of the reference

a
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Fig. 3. Typical regions in the output voltage spectrum of a multicell MPS

voltage frequency to Fmax, k=1, 2, .. — an integer. The negative impact of these spectral components
can be reduced by increasing the frequency of the reference voltage and the number of cells V at a fixed
bandwidth of the low-pass filter.

Distortions of the second type can be classified by the appearance of spurious spectral components
in the region F xS f<F maqu (region Il in Fig. 3), which theoretically should be absent when using
a multicell structure. However, studies have shown that the cause of these distortions, as a rule, is an
error in setting the phases of the reference voltage in the channels of a multi-cell MPS, as well as the
inductance dispersion of the coils used in the output circuits of the cells [13, 21, 22]. Spurious spectral
components at the bottom of this region need to be controlled as they can get through the lowpass filter
into the RF signal.

The most undesirable referring to the impact on the TS efficiency are distortions of the third type,
which are accompanied by the appearance of spurious spectral components in the frequency range
f<F e OCCUPIied by the envelope signal (region I in Fig. 3). These spectral components cannot be elim-
inated by filtering neither in the MPS itself nor at the output of the RF amplifier. The most noticeable
contribution to the appearance of these distortions is made by:

1) envelope signal and reference voltage sampling errors;

2) inertial parameters of transistors (difference in rise and fall times in each of the switches) [21, 22];

3) turn-on and turn-off time intervals dispersion of the MPS transistors;

4) nonlinearity of the amplitude-frequency and phase-frequency characteristics of the MPS low-pass
filter, and what is more the influence of both nonlinearities can increase significantly if the cutoff frequen-
¢y is incorrectly chosen.

The most obvious way to take into account in the transmitter model listed above points 1—4 is simula-
tion using CAD software. However, in the case of an MPS with an extended bandwidth, which is usually
achieved by increasing NV, the number of transistors in the model also increases (2NV). As a result, the time
required for one simulation iteration with a certain set of parameters increases markedly. In the case of a
large number of combinations of variable parameters and, especially when studying the influence of the
spread of transistor parameters (see Section 3), when the number of calculation iterations will be deter-
mined by the required fiducial probability and can reach tens for each combination of variable parameters,
such simulation will become difficult to implement.

An alternative approach that makes it possible to overcome the problems noted above is the use of an
analytical model [13], in which, under certain assumptions, it is possible to significantly reduce the time
spent on calculations.
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When creating an analytical model, we will rely on the well-known expression that describes the N-cell
MPS output voltage, which was obtained under the assumption that transistors are ideal:

N

e(t, g, N Z[1+51gn( 1)-v(i, t, Q))]a (1)

i=1

where v(Z, m, g) — the sawtooth reference voltage; ¢ — time; i — cell number.

In this form, the model makes it possible to adequately estimate only the spectral components that are
multiples of the product gV (region I1I, Fig. 3).

In order to take into account the influence of errors that arise when using the digital representation of
the envelope voltage and the reference voltage (see Section 1), the original model should be converted to
the following form:

ed(rd, q, N, n,, Kp):

1 el . ﬂoor[u(krd)?’d] ﬂoor[v(i, kt,, q)Kp]
—ﬁzz 1+sign > - I ’

k=0 i=I »

2

where T, — sampling time; 7, — is the capacity of the analog-to-digital converter (ADC); floor(x) — a
function that rounds each element x to the nearest integer less than or equal to this element; Kp — number
of quantization levels of reference voltage.

Ifit is necessary to consider the influence of the inertial properties of transistors (point 2), as well as the
uneven gain-frequency characteristic and nonlinearity of the phase-frequency characteristic of the low-
pass filter (point 4), the analytical model takes the form:

ed2(rd, g9, N, n,, K, 1, L, C)z
3)
] && ﬂoor[u(k‘rd)Z”"} ﬂoor[v(i, kt,, q)Kp]
= 1 , , H(L, C)|;,
S 1| s o[ (L. )]
where T={1_, T, T, } — aset of parameters’ values that determine the inertial properties of transistors

oﬂ’
((t,, — turn-on delay tlme T, — turn- off delay time, T — rise time, T.— fall time); H(L,, C) — transfer

functlon of the multi-input filter; Li — inductance at the output of the i-th cell; C — filter capacity; L =
={L,L,, ..., L} —asetof inductances in the LPF.

Finally, if it is required to evaluate the influence of the spread of turn-on and turn-off times of tran-
sistors (point 3), then this is achieved by another modification of the model: by introducing into the set
of parameters that determine the inertial properties of transistors the required distribution law of the
random variable and the dispersion G, which, as a rule, can be selected from the data provided by the
manufacturer. Further, for definiteness, we will proceed from the fact that the scatter of the parameters
of the MPS elements obeys the normal law.

To take into account the influence of the spread in expression (3), the set of parameter values T that
determine the transistors’ inertial properties should be represented as: t={t +o .1 .+0_,T + 0,

off off®
T +0 /} where G, — the dispersions, respectively, of the turn-on and turn-off times, rise and
fall times.

o Or O
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Confirmation of the analytical model adequacy

To confirm the reliability of the presented analytical model of the MPS it’s necessary to estimate the
coincidence of the characteristics provided by model with the results of simulation. Simulation can be
performed in any of the circuit simulators (L7 Spice, MicroCap, Multisim, Keysight ADS, etc.), while to
describe transistors, it is advisable to use their models provided by manufacturing companies.

The simulation was carried out with the following initial data: the number of cells N = 4, the relative
duration of transistor’s switching interval z_ (7, ﬁ) <0.027, where T'is the period of the reference sawtooth
voltage, g = 15, n, = 10 bits, Kp = 10 bits , the second-order output LPF implemented in accordance
with the Bessel approximation, its cutoff frequency was three times the frequency of the testing harmonic
voltage.

Fig. 4a shows the normalized spectral diagram of the voltage u, obtained as a sum of voltages at the
outputs of the MPS cells, and in Fig. 46 — normalized spectral diagram of the voltage e , at the output of
the MPS filter at 10 % deviation of the first cell inductance from the nominal value. In Fig. 4, the red line
corresponds to the simulation results, the blue line — to the analytical model which takes into account the
inertial parameters of the transistors and the digital conversion error, and the green curves — to the results
of the analytical model with digital conversion and without inertial parameters account.

From comparison of the analytical and simulation results, shown in Fig. 4, it follows that both their
behavior and coincidence measure are quite convincing confirmation of the proposed analytical model
authenticity. Parasitic spectral components near the frequency of the testing voltage (f/]fmx = 1) are due to
the inertia of transistors switching process. In simulation (Fig. 4), their level is around 60...50 dB, and in
the case of an analytical model, 70...65 dB, respectively.

The error of the analytical model in the case of taking into account the transistors inertial parameters
is 15—30 %. Without considering inertial parameters the error increases up to 45—60 %. Similar results,
taking into account the transfer function of the LPEF, are also typical for the diagrams in Fig. 4b. However,
in Fig. 4b, it can be seen also an increase in the components that are multiples of the PWM clock frequen-
cy, by an average of 15—30 dB, caused by a deviation from the nominal value of one of the inductances. At
the same time, the coincidence between the results of analytical model and simulation in this part of the
spectrum is rather high.

Speaking about the advantages associated with the use of an analytical model, it should be noted that
the time expenditure when using it turned out to be 200—300 times less than in the case of simulation
modelling. This circumstance is especially important when it becomes necessary to carry out statistical
modelling, for example, when studying the influence of the spread of parameters of transistors and pas-
sive components of circuits on signal distortion. It is obvious that the introduction of parameters’ disper-
sion into the MPS simulation model, which determine the inertial properties of active elements and their
properties in the turn-on state, is a rather complicated and sometimes impossible task as some companies
enable no model editing.

Research results

The proposed analytical model was used to evaluate distortions influence that occur while amplifying
the envelope voltage of a multi-frequency signal in the MPS, assuming that the RF power amplifier does
not introduce distortions.

The goal of modeling was to determine how bit error rate affected by the following factors:

— parameters that determine the inertia of transistors (the turn-on and turn-off time, voltage rise and
fall, included in the previously introduced vector T);

— transistors’ on-state voltage drop;

— statistical dispersion of the above transistors’ parameters, as well as the ratings of some circuit passive
elements;

— parameters of input signal and PWM reference voltage digital conversion.
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The simulation was carried out for an OFDM signal with QAM-16. This choice was made intentionally,
since it was found in [23] that QAM signals had stronger dependence of the bit error rate upon amplitude
distortion than, for example, FSK signals. The results below correspond to the case of using a 4™ order
Bessel LPF with a bandwidth of five times the bandwidth occupied by the subcarriers of the test RF signal,
which was conventionally taken as the frequency F e atq =15, n,= 10 bits, Kp = 10 bits. The filter type
and its bandwidth correspond to the recommendations [2, 24].

The numerical experiment was carried out on the basis of statistical modeling, which included 1000
tests. For each test in the regions I — III, the averaged values of the corresponding spectral components
were determined.

Estimation influence of transistors and MPS scheme elements parameters. Fig. 5a shows the de-
pendences of the spectral components in region I (see Fig. 3) on the ratio t/7. At the same time, in
the region II, this dependence repeats the curve in Fig. 5a, for this reason, it is not shown. Fig. 5b
shows a diagram of the dependence of the level of spectral components, multiples of the PWM clock
frequency (region III), on the ratio t/7. It should be noted that the study was carried out with a de-
viation of the parameters that determine the inertial properties of active elements within 10 % of the
nominal value.

Fig. 5a shows that an increase in the vector T from tenths of a percent to 10 % leads to an increase in
the spectral components in the regions I and II by almost 50 dB. Moreover, a similar trend is observed with
respect to components that are multiples of the PWM clock frequency. Besides, the spectral components
in the III region can increase by almost 40 dB. The results obtained indicate that the use of a low-speed
transistors can have a very negative impact on both the distortion of the RF signal and the level of out-of-
band emission.

A study of transistors on-state voltage drop effect on spectrum distortions showed that when it changes
by a factor of 50 in the range from 0.1 % to 5 % of the total voltage on the active element in the regions I and
11, the spurious spectral components practically remain unchanged at the level of —105...—106 dB. For this
reason, these dependencies are not shown in the paper. However, an increase in the on-state voltage drop
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causes an increase in the components that are multiples of the PWM clock frequency, which is confirmed
by the diagram shown in Fig. 6.

Figure 6 shows that with an increase in the normalized on-state voltage drop on transistors in the range
from 0.1 % to 5 %, the first and second harmonics of the PWM clock frequency increase by almost 40 dB
and can create certain problems in terms of out-of-band emissions. It should be noted that this change in
the on-state voltage drop is not accompanied by an increase distortion in the signal band. This allows us to
conclude that the on-state voltage drop does not affect a bit error rate when receiving a signal.

It was shown in [13] that the error in the phase setting between the output voltages of the MPS cells
causes an increase in the spectral components that are multiples of the PWM clock frequency. However,
it is important not only to determine the degree of influence of the error on these components, but also
to find out whether it causes a distortion in the regions I and II. Figure 7 shows the results demonstrating
the effect of the specified MPS parameter on the level of components that are multiples of the PWM clock
frequency.

The magnitude of the phase’s deviation of the cells output voltages is expressed as a percentage of the
period of the PWM reference voltage. It should be noted that with a phase deviation reaching 10 %, the
level of the components in the regions I and II increases by no more than 1—2 dB, remaining within the
range of —90...—100 dB. Phase deviations have a more significant effect on components that are multiples
of the clock frequency: for example, with an error of 10 %, the first harmonic of the clock frequency in-
creases by almost 40 dB and can cause the problems mentioned above.

The effect of the inductances dispersion installed at the outputs of the MPS cells has a character similar
to the effect of phase deviation. This is confirmed by Fig. 8, which shows the dependences of the spectral
components level in the region III for a set of values of the normalized inductances dispersion from the
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calculated values. In regions I and II, the spectral components level does not depend on the dispersion of
inductances and is in the range of —95...—101 dB.

Fig. 8 shows that the level of spectral components that are multiples of the PWM clock frequency in-
creases by 40 dB, which can also cause an increase in out-of-band emission.

Summarizing the obtained results, we can conclude that the most noticeable effect on the distortion
of the envelope signal spectrum is caused by the insufficient speed of transistors. The transistors on-state
voltage drop and the dispersion of inductances at the input of the LPF do not distort the spectrum in the
band of the envelope signal, but mainly cause an increase in the multiples of the clock frequency.

Estimation bit error rate due to envelope voltage distortion. To assess how much the factors discussed
above influence on the bit error rate, a numerical experiment was carried out using a communication chan-
nel model with additive Gaussian noise, while the number of tests was 10000. An OFDM signal based on
12 and 80 subcarriers with QAM-16 was used as a test signal. The numerical values of the MPS parameters
used in the simulation are given in Section 5 of the paper.

Figure 9a, b shows the dependence of the bit error rate on the signal-to-noise ratio for an OFDM
signal based on 12 and 80 subcarriers, respectively, calculated for different values of the parameters T =
={t,*to,, raﬁ,+ O, T, +o, Tf+ Gf}, where G, = O.I’E(m, O,= O.I’L'Qﬁ, c =0.lt, o= O.lrf In these
figures, the zero value of the parameter along the abscissa axis corresponds to the idealized case, in
which the influence of the MPS parameters is not taken into account. As the study showed, the energy
loss due to the influence of other MPS parameters does not exceed 0.3 dB with a bit error rate of 1073,
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Fig. 9. BER as a function of signal-to-noise ratio for different ©/T
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Analyzing the results presented in Fig. 9, the following conclusions can be made. The parameters that
determine the inertial properties of active elements, as expected, affect the bit error rate. However, this is
observed when the value of these parameters is in the region of 10 % of the PWM reference voltage period.
In practice, this means the use of transistors with rather high switching times.

The influence of the dispersion of the MPS cells output voltages phases, the inductances at the input of
the low-pass filter, the transistors’ on-state voltage drop on the bit error rate is less expressed. The energy
loss does not exceed tenths of a decibel.

Conclusion

Summarizing of the results presented above leads to the following conclusions.

1. The most significant influence on the distortion of the envelope signal, both in terms of increasing
the level of bit error rate and in terms of spectrum degradation, is exerted by the inertia of transistors. For
the QAM-16 signals considered as an example, this effect starts at T/7 > 0.005 and, with a bit error rate of
1073, causes an energy loss of the order of 1.5 dB. Moreover, this pattern persists with an increase in the
number of subcarriers in the OFDM signal from 12 to 80.

2. The transistors on-state voltage drop, the phase deviation of the output voltages of the MPS, and the
dispersion of inductances at the outputs of the MPS cells do not have a pronounced effect on the bit error
rate, regardless of the number of subcarriers (12 or 80).

3. It was found that the parameters listed in Section 2, under certain conditions, contributed to the
appearance of spectral components that are multiples of the PWM clock frequency. Based on the allowable
level of parasitic components equal to —80 dB, then the dispersion of inductance ratings should not exceed
1 %, and the phase deviation of the output voltages of the MPS cells should not exceed 0.1 %. Failure to
follow these recommendations may result in an increase in the level of out-of-band emissions.

4. The proposed approach can be extended to arbitrary types of signals with a relatively high peak-to-
average power ratio, which are amplified using the envelope tracking method.
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Annoramus. [Tpu ucnons3oBanuu rpynmnsl AHITA Ha orpaHuyeHHON TeppUTOPUN HEOOXOIU -
MO 00ecCIeuyuTh KaK 0e30MacHOCTh UX paboThl, TAaK U BO3MOXHOCTb B3aumozaeicTeus. AHITA B
TpymIie He IOJDKHBI MeIaTh padoTaTh IPYTUM arrapaTam, UX 1ieJib — IOMOTaTh PeIIeHUI0 0011Iei
JUTST BCEl TPYTMIIBI 3a/1aun. B cTaThe paccMOTpEeHBI BOMPOCH HEOOXOAUMBIX ITAPaMETPOB CUCTEM
cBsI3u U no3unmonupoBanusgs AHIIA, paGoTamomux B TpyIine IJs pellieHus equHON s Bceil
rpynnsl 3aa4u. [TokazaHbl pe3ynbTaThl YUCIEHHOTO MOJIETUPOBAHUS 3aBUCUMOCTHY 3(PPeKTUB-
Hoctu rpynnsl AHITA ot pasmepa nmoarpymnmbl. Takxke JaHa OlleHKa BIUSHUS 3a7epXkKeK mepe-
Jlayd MaHHBIX U TIEPECTPOCHUS HAa CUMHXPOHU3AIUIO B TPYMIIe U MOKa3aH CIOCO0 yMpOUIEHUS
yIpaBJIeHUS TPYTITION B TAaHHOM CIydae.

KnoueBbie cjoBa: poOOTOTeXHMKa, MOABOIHAs POOOTOTEXHMKA, TPYMNIIOBOE MpPUMEHEHMUE,
AHIIA, cucTeMbl CBSI3U, MO3ULIMOHUPOBAHUE

Jng nurupoBanus: Semenov N.N., Mikhlin V.G., Akhmetov D.B. Requirements for commu-
nication and positioning systems for group operation of autonomous unmanned underwater
vehicles // Computing, Telecommunications and Control. 2023. T. 16, Ne 1. C. 35—45. DOI:
10.18721/JCSTCS.16103

Introduction

Autonomous unmanned underwater vehicles (AUVs), "mobilis in mobili", move in a complex mobile
environment, which is rather muddy, therefore the optical methods of observation and detection work
only at short distances and do not pass radio waves. This complicates communication and positioning,
while acoustic communication, though allows information transmission for long distances, is significantly
limited by communication speed and range. These limitations are particularly severe when using groups
of AUVs — information transmission between two AU Vs becomes interference for other AU Vs, preventing
them from exchanging information. Therefore, communication and positioning issues for AUV group
operation are still unsolved, being urgent and important.

Positioning

Satellite positioning systems used for land, surface and air navigation (GPS, GLONASS, Galileo, ...)
cannot work under water, since water is a conductor and electromagnetic waves quickly attenuate. Even
10 cm of the water layer do not allow to use them [1].

Creating a global system of underwater acoustic navigation proves technically difficult, although the
communication ranges may be sufficient for this, since the acoustic signal propagation is affected by the
layered structure of the propagation medium (changes in the speed of sound in water depending on pres-
sure, salinity and temperature) and reflection from boundaries (bottom and surface) [2]. Therefore, the
construction of such systems is not even considered at present.

© CemeHoB H.H., Muxnu B.I'., AxmeToB [1.6., 2023. WU3aaTenb: CaHKT-IMeTepbyprckuii NoAMTEXHUYECkUin yHuBepeuTeT MeTpa Bennkoro
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Fig. 1. Example of trilateration for three beacons

Fig. 2. Example of the beacon positioning errors structure

There are local positioning systems, which can be divided into three main directions: positioning with
long base (LBL — Long Base Location), positioning with short base (SBL — Short Base Location) and
positioning with ultra-short base (USBL — Ultra-Short Base Location) [3—6].

LBL is a system consisting of a set of hydroacoustic beacon responders located at the boundaries of
the work area and moving AUVs. Upon request from the AUV, the beacons send a response signal with a
known delay. The AUV calculates its own position by trilateration based on the response signal delays and
knowledge of the exact position of the beacons, as shown in Fig. 1. The accuracy of positioning in such
a system is determined by the accuracy of signal arrival delays, nonlinear signal propagation, position
relative to the beacons, and the positioning inaccuracies of the beacons themselves, which may have an
overhead part that receives GPS coordinates [7]. It is the most exact method for the whole area of works
(accuracy of tens of centimeters when the distance from beacons is not more than 2000 m and when being
inside the zone limited by beacons), but it is also the most time-consuming method for water area prepa-
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ration — beacons must be placed and their coordinates adjusted beforehand. The structure of position-de-
pendent coordinate errors is shown in Fig. 2, which shows that while the vehicle is inside the area bounded
by beacons, the errors are symmetrical relative to the true position of the vehicle, and they can be reduced
by repeated measurements. But when the vehicle leaves this area, the errors become asymmetrical, and the
positioning accuracy drops dramatically.

The accuracy of the LBL, as seen in Fig. 2, is determined by the accuracy of distance, and as practice
shows, due to the nonlinear propagation of acoustic signals is up to 5 % of the distance [8, 9]. Conse-
quently, the further from the center of the area bounded by beacons, the greater the positioning error.
Since the error is static, it cannot be removed by repeating measurements. If errors of defining distance £
are expressed as vectors Arl_, which direction coincides with the direction on the beacon, and the length is
equal to the error standard deviation, the quantity of beacons NV, the positioning error £ can be expressed
through product of these vectors:

1 N N __
E:FZZAI;Arj.

i=l j=1

SBL is a system that has multiple hydroacoustic response beacons, located within the working area, and
moving AUVs. The beacons can be positioned on the sides of the support vessel (Fig. 3), which limits the
distance between the beacons. This reduces water area preparation time, but increases AUV positioning
error — it depends on the distance from the beacons. The errors structure is similar to the long base loca-
tion, when the device is outside the zone limited by beacons.

The ultrashort base location assumes that the receiving antennas on AUV contain several receivers, the
arrival direction is determined by the phase difference, and the distance is determined by the delay. Thus,
it is possible to determine the location of all AUVs in a group by one beacon, as well as to determine the
mutual location of AUVs relative to other AU Vs (Fig. 4).

The accuracy of determining the coordinates in the system with ultra-short base depends not only on
the accuracy of distance (it depends on the distance similar to other methods and is up to 5 % of the dis-
tance, denoted as Ar, m), but also on the accuracy of angles (Aa, radians), is about 1° which when using
small antennas [10, 11]. Then the accuracy will be as follows:

E =ArAo.

Inertial positioning systems are based on Newton's laws of mechanics for inertial reference systems.
Such systems are divided into angle measuring systems (gyroscopes), which allow to keep a given direction
for a long time, and linear acceleration sensors (accelerometers), data from which can be converted into
the current AUV coordinates by double integration method. Double reintegration of acceleration in time
leads to the fact that such systems quickly enough accumulate error [12], and therefore can be used only
for tasks lasting units to tens of minutes.

Optical positioning systems are often used to control a large number (up to several thousands) of fly-
ing vehicles or ground robots [13]. To do this, the signal from video cameras (usually several to suppress
collisions when one vehicle is behind another) is fed to a pattern recognition system, objects are select-
ed, identified, and by analyzing their position and motion parameters, control commands are formed.
But such systems cannot work in water, as water is quite muddy and refracts optical beams. There are
optical communication systems, when an amplitude-modulated optical signal propagates in water for
hundreds of meters and allows a high speed of information transmission. According to the propagation
delays of such a signal, it is possible to measure the distance between two devices under water [14]. The
advantages are high accuracy, possibility of simultaneous operation of several AU Vs, the disadvantage is
limited range.
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Thus, for a group of AUVs, the optimal solution for positioning is a system with ultra-short base lo-
cation on each of the devices, supplemented with inertial systems for Kalman filtering of current coordi-
nates. The current accuracy is no worse than 0.1° by angle, no worse than 10 cm by distance in the range
of 0...4000 m in a homogeneous medium, or no more than 1.5 % of the distance when taking into account
the nonlinear propagation of acoustic waves [8]. Frequency range is 25—50 kHz, the size of the antenna is
150 x 150 x 100 mm.

Collecting and transmitting information

After launching the AUV starts execution of the set program, it moves in muddy water, and thus the
visual control of the state is impossible. Therefore, a communication channel is required to monitor the
current state of each AUV. When the task changes, a new command should be communicated to each
AUV. If it is impossible to transmit a message from one AUV to the control center (control service of the
whole AUV network, located on the support vessel or on shore), it is necessary to provide retransmission
of the message through other AUVs.

When working in a group the following takes place: distribution of tasks between AUVs, control of
neighbors' status, joint maneuvering and avoiding obstacles. This requires a communication channel be-
tween ANPAs in the group.

Existing hydroacoustic modems have a range up to 4000—5000 m, but are severely limited by the speed
of information transfer. Therefore, it is preferable to use faster modems with lower transmission speed to
exchange information in a group, and a modem with maximum range, though with low transmission speed
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to transfer information to the control center. Thus, if each AUV in a group of AUVs is equipped with a
high-speed modem with a range sufficient for information exchange within the group, and several AUVs
in this group are additionally equipped with modems with a long transmission range, the whole group will
be equipped with everything necessary for information exchange both between themselves and with the
control center.

Hydroacoustic modems at distances up to 300 m can transmit up to 60 kbit/s and more, while at
distances up to 1000 m — only up to 30 kbit/s, and the speed drops to 12—13 kbit/s at distances up to
3500 m, and to tens of bits per second at distances over 4000 m [15]. This is due to the peculiarities of
signal propagation in water, the high level of natural and artificial noises as well as the restrictions on
the size of the antennas on the AUV. The Shannon-Hartley theorem [15] describes the relationship of
information transmission rate as a function of signal-to-interference ratio and bandwidth as follows:

>

S
C:Blog2(1+ﬁj,

where C is the channel bandwidth, bits/s; B is the bandwidth of the communication channel, Hz; S/N is
the ratio of signal power to noise.
And the signal-to-noise ratio S/N (SNR) is determined from the basic equation of hydroacoustics [16]:

SNR = RL—-IL - PL+ AD,

where RL is the radiation level; IL — the interference level; PL — the propagation loss; AD — the antenna
directivity parameter. All values are in dB.

The radiation level is limited by the area of the antenna and is a design parameter, like the directivity
parameter. Interference level is determined by the bandwidth of the receiver tuned to the signal bandwidth,
making signal bandwidth expansion an unaffected factor in the S/N ratio. The propagation loss is deter-
mined by the widening of the signal wave front and the absorption of the wave by the aqueous medium:

RL =PBr+20log(r),

where 7 is the distance, m; B is the spatial attenuation coefficient, dB/m.

Thus, the range and speed of communication are design parameters of hydroacoustic modem and can-
not be better than theoretical limit.

If AUVs move in a sufficiently compact group, it is possible to use optoacoustic communication
between AUVs — an acoustic modem for long-range communication and an optical modem with
a range up to 200—300 m for communication of AUVs inside the group. Both suspended particles
and dissolved organic matter (DOM) (fatty acids and amino acids, amino sugars, chlorine pigments,
hydrocarbonates, phenols, etc.) affect absorption of light radiation. Due to differences in the DOM
composition, there are differences in the estimates of the attenuation coefficient a. It was established
by means of experimental studies [8] that the absorption index of dissolved organic matter changes
according to the following law:

OL(}\.) — (Xe*uf(x*ko)
where | depends on concentration and on wavelength A; o, — the absorption at wavelength }“0' The blue-
green light with 7»0 = 520—530 nm has the minimum absorption coefficient in seawater.

The following scattering coefficient is used for monochromatic green LED, which has a wide direc-
tionality:

40



4 Circuits and Systems for Receiving, Transmitting and Signal Processing >

2
b= d ,

4(d +rtg (OL))2

where b is the fraction of light after scattering; d — the diameter of the emitter; 7 — the distance; o0 — the
given angle of illumination.

Thus, the maximum amount of light energy that will reach the receiver at a distance of 200 m will be
about 1 %, but the light absorption coefficient can reach the value of 0.4 in coastal waters, then the trans-
mission factor will be 10—89 for a distance of 200 m, which technically does not allow to transmit signals
at such a distance. The maximum communication distance in muddy water will be 9.4 m with a receiver
sensitivity of 10-¢ of the transmitter power.

Increasing the transmitter power will allow us to transmit at distances of over 200 m (theoretically up
to 500 m) in clear sea water, but such distances are unattainable in coastal waters because of active light
scattering on suspended particles.

Such modems have high speed of information transmission, small delay, allow several messages to be
transmitted simultaneously, but are limited in range.

The recommended hydroacoustic modem is a USBL modem with a broadband antenna, able to operate
both in the high frequency range for high-speed exchange with other AUVs and positioning, and in the low
frequency range for message transmission over long distances, combined with an optical communication
system. This system allows significant expansion of high-speed data transmission between network agents.

Message relaying protocols are well considered for peer-to-peer (mesh) communication networks [9],
and will not be considered in this paper.

Automatic network reconfiguration

The following abnormal situations may occur during the operation of the AUV group:

1. Failure of one or more AUVs;

2. Addition of one or more AUVs to the group;

3. Obstacles in the group's way;

4. Change of task for the group.

A group of AUVs moves in formation along a given route. We do not consider interaction protocols for
route selection yet. It is necessary to control the group state and bring the changed information to all AUVs
in the group taking into account peculiarities of underwater communication and positioning.

It is necessary to maintain formation in moving environment, i.e. to position each AUV relative to
neighbors and relative to the bottom, to move in formation. The frequency of mutual position request de-
pends on the speed of the vehicles and the distance between them, as well as on the accuracy of keeping the
position in formation. For example, it is enough to make a request at least once every 3 s, at speed of 3 m/s,
30 m distance between units, and position accuracy of 3 m. Each packet transmits its state (serviceable /
faulty / battery loaded) and the calculated coordinate.

If one of the AUVs does not respond at the next request cycle, that AUV is requested again, confirming
that it is out of order, and then the group begins to realign. If one request cycle begins to rearrange only one
AUY, it will take a lot of time to rearrange the whole group, which will lead to decrease of group efficiency,
therefore it is necessary to inform all devices that need to be rearranged in minimum time.

When new AUVs are added to the group (or contact is restored with old ones leaving the group), the
new AU Vs start the group realignment procedure so that the group is lined up in a given formation in min-
imal time with minimal loss of resources. The optimization procedure is a mathematically solved "consen-
sus problem" for multiagent systems.

Bypassing obstacles and changing the group's task triggers a new rearrangement with recounting of
participants, after which the group moves in an organized formation.
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Fig. 5. Temporal diagram of exchange between AUVs when one AUV fails

The time to make a decision depends on the number of vehicles, the range and speed of communica-
tion, and also the communication protocol (how many messages to send and who to) [17].

Numerical modeling of AUV group behavior to select communication and navigation system requirements

Let us consider the necessary information exchange for movement of a group of 100 AUVs moving at
a speed of 4 m/s in a line to inspect the territory of the bottom 20 x 20 km for detection of sunken objects.
The distance between the AUVs in the line is 50 m. Range of communication and positioning within the
group is 300 m, communication speed is 50 kbit/s. Positioning based on USBL modems. All the AU Vs are
the same, there are no dedicated "commanders" in the group. The example of exchange between 5 AUVs
in case of failure of AUV 3 is shown in Fig. 5.

The described protocol of accident exchange and detection followed by rearrangement works well when
the number of AUVs in a group does not exceed 15—20. In large groups, it is suggested to divide the groups
into subgroups of up to 15—20 AUVs, monitor the state of the whole subgroup within this subgroup, and
inform other subgroups only when an accident has occurred or rearrangement is required. In this case the
accident of one AUV is detected within a subgroup, this subgroup receives a command to rearrange within
it, and in parallel informs the other subgroups where to rearrange. Having received the command to rea-
lign, the other subgroups disseminate the information within the subgroup and further to the remaining
subgroups, after which the entire subgroup realigns.

Let us perform numerical simulation of behavior of a large group of AUVs (300 units) with different
number of subgroups. Let us derive group efficiency (as a ratio of probability of object detection on the
bottom to time of group operation £ = P/t), consider the probability density of failures in time constant,
equal for all AUVs and chosen so that during the whole mission 5 % of AUV failures occurred as a compar-
ison criterion. All the AUVs are in good working order at the start of the mission.

The signal processing time is not taken into account, only the time for signal propagation between
AUVs is:
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where Ty is the distance between units 7 and j; ¢ is the speed of sound in water.

When the AUV fails due to delays in neighbor requesting and signal propagation in the course of the
mission, there are areas not surveyed by either AUV, so the resulting probability of detection Pm is ex-
pressed as follows:

M

Z Si JUNSUry

P, =P |1-—

res

where P is the probability of detection during site survey; S, — the total survey area; Smsm is the area of
the section where the AUV failed and which was left unsurveyed (so as not to stop the whole group); M
is the number of unsurveyed sections.

The results of the simulation are shown in Table 1 and in Fig. 6.

Table 1
Results of modeling group efficiency as a function of subgroup size
Test number Subgroup size Opera;tniionns time, Efficiency, % Comment
1 No failures 500 1/500 =100 % Reference efficiency
2 0-No MAC 1827 27 Several inspections
3 1 936 53 —
4 3 895 56 —
5 10 677 74 Optimal size
6 20 706 71 —
7 50 798 62 —
8 100 863 57 —
9 300 936 53 —

As it can be seen in Table 1 and Fig. 6, the efficiency is minimal without use of MAC (group size 0).
When any AUV fails, it is necessary to repeat inspection of the territory which was to be inspected by the
failed AUV, which greatly increases total inspection time and decreases efficiency. When subgroup size is
equal to one AUV or 300 (all AUVs in one subgroup), the efficiency is determined by the speed of mes-
sage transmission between all AUVs through the chain, acknowledgement of reception, and sequential
rearrangement. As the size of a subgroup increases, it is possible to divide and parallelize the procedure
of requesting the AUV serviceability in each subgroup; when a failure occurs, not individual AUVs but
subgroups are rearranged, which significantly increases the efficiency of the whole group. But with further
increase in the number of AUVs in a subgroup, the time of the requesting AUV serviceability increases
again, and efficiency decreases.

Conclusion

Based on the review of possible positioning and communication systems, the authors propose using a
broadband acoustic modem with a mutual positioning system on ultra-short distances and optical commu-
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Fig. 6. Dependence of efficiency on subgroup size

nication system on short distances for each AUV. Such a solution makes it possible to transmit information
both for long distances (for communication with the control center) and exchange information between a
large number of AUVs in a group with small dimensions of the modem and optical system.

Since information exchange and subsequent realignments are delayed, synchronization of actions for
large groups of AU Vs is quite time consuming. However, controlling a large group is much easier and faster
if large groups are divided into subgroups, and each subgroup is provided with state control, positioning
and joint rearrangements.

The dependence of AUV group efficiency on the size of a subgroup became clear as a result of a numer-
ical simulation: there is a number of AUVs in the group optimal for the chosen parameters and performed
tasks. There are 10...20 units in the example above. Such a number of vehicles allows controlling the num-
ber and condition of all vehicles in the group, to transmit commands and to monitor their execution.

Thus, this article proposes a mathematical dependence of the effectiveness of a group of AUVs (the
probability of completing a task in a given time) on the speed and range of mutual communication, as well
as on the size of the subgroups the group is divided into to reduce the number of messages sent. Such an
approach was not found in other materials available for analysis.
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to JavaScript using the static single assignment (SSA) form. Finally, we propose a sketch of
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AnHoTamusa. BusyanbHble SI3bIKM OTpaXkalOT MHOTHE 4YepThl TEKCTOBBIX SI3LIKOB IpPOTrpam-
MUPOBaHMSI, OJHAKO B CYIIECTBYIOLIMX PELICHUSX BU3YaJIbHOTO MPOTpaMMUPOBAHUSI HE XBa-
TaeT (pyHKLUI BBICIIErO MOpsaKa U peKypcuu. B cTaThe onucaH nu3ailH BU3yallbHOTO $SI3bIKa
Flovver, peanu3ymoolero KOHICIINHA I'padUIecKOro (YHKIIMOHATBHOTO MPOTPaMMUPOBAHUS.
IIpemnoxeH s3bIK MPOrpaMMHUPOBAHUS, TTOAIEPKUBAIOIINI PEKYPCUBHBIE BBIUMCIICHUS OoJiee
BBICOKOTO TOpsiaKa. S3bIK MPpUHUMAET MPOrpaMMbl B CIlelIMaIbHO pa3padOTaHHON HOTAlMU C
CEeMaHTUKOM, OOBSICHIEMON C MCIOJb30BaHUEM JaMOaa-ucuuciaeHusi. OCHOBHON CUHTaKCU-
YeCcKOW eAUHMIIel TaKOW MporpaMMBbl SBsIeTCs (yHKIMSI, KOTOpasi MOXET omnpeae/leHHbIM 00-
pa3zoM KOMOMHUPOBATHLCSA ¢ APYrMMU GyHKUMSIMU. [IpeactaBieH KOMOMHATOP HEMOABUXHOM
TOYKHU, TIOMOTAIOIINIA OTIPEACTUTh PEKYPCUBHOE MMOBEACHNE B JTaHHOM rpadrnyeckoM (pyHKIIHI-
OHaJIbHOM s13bIKe. C I1eIbI0 MOTYYEHUS BBIYMCINTEIbHO-2((GEKTUBHBIX TPOTPpaMM pa3paboTaH
1 peaJin30BaH KOMITWISITOP, CITIOCOOHBIN ONTUMU3UPOBATh PEKYpPCUBHbBIE MporpaMmbl. Paccmo-
TpeHa reHepalus Kojga B mporpammy Ha JavaScript ¢ ucrnojib3oBaHUEM (POPMbI CTATUUYECKOTO
oauvHouyHoro npucsauBaHus (SSA). IlpennoxeH 3cku3 rpa¢puyeckKoit MHTErpUPOBAHHOM cpe-
IIbl 17151 pa3paboTku mporpamMM Bo Flovver ¢ ncrnojib30BaHUEM 3apaHee OIpeeeHHbIX 0JJOKOB 1
MIpeICTaBICH CreHeprupPOBaHHBIN SSA-1Tom00HbIN KoA. [Toaxon neMOHCTpUpyeTCsl Ha M3BECTHBIX
PEKYPCUBHBIX IIpOrpaMMax BbIYMCIeHUST (pakTopualia u mocienoBareibHocTh @uboHayum.

KitoueBsbie ciioBa: sI3bIK TpOTpaMMUPOBAHUS, TpapUIECKUii S3bIK, (DYyHKIIMOHATBHBIN SI3BIK, OTI-
TUMUBUPYIOIMNI KOMITUJISITOP

Jlna mutupoBanusa: Zavyalov A.A., Staroletov S.M. Flovver: A graphical functional language with
a compiler focused on recursion optimization // Computing, Telecommunications and Control.
2023.T. 16, Ne 1. C. 46—59. DOI: 10.18721/JCSTCS.16104

Introduction

With the involvement of more people in the process of software development, graphical or visual pro-
gramming languages are beginning to regain popularity. This takes us back to 1970s when Alan Kay was
developing the Dynabook project [1], with the aim of involving children in programming, in particular by
manipulating graphic objects to construct a program, due to the fact that visual information is easier to
remember. In the last decade, MIT has cultivated the Scratch and App Inventor languages, which allow
users to combine blocks or graphical elements of programs that include variables, loops, conditions, and so
on [2, 3] in a web interface. Accordingly, such blocks can include other blocks, enabling nested programs
organization. The latter language can be even used as the initial programming language to teach children
how to create mobile applications, and has been successfully applied in the development of computational
thinking [4].

If we try to define a visual programming language, then it can be noted that such a language contains
graphical elements as syntactic units or primitives, and allows the developer to create programs by ma-
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nipulating such elements instead of specifying them in the text [5]. A. Repenning has been analyzing the
experience of using existing graphical programming languages over the past twenty years [6] and noted that
such languages make programming more accessible to a wide range of people without extensive program-
ming experience. The use of graphical languages helps the developers at three levels:

+ At the syntax level: instead of a boundless text, the elements of visual languages are conveniently
represented in the form of icons, blocks and diagrams, which eliminates the possibility of syntactical errors
in the program.

+ At the level of semantics: graphical representation of language objects can visually show the pur-
pose of program primitives and ensure control of their connections only with compatible elements, which
means reducing the time of learning.

« At the application level: visual languages enable programming languages researchers to get a certain
representation based on a program to explore or prove its properties.

All of the above corresponds to the modern No-code or Low-code paradigms, which implies the refusal
(partial or complete) of writing textual code when building software systems. This approach also correlates
with the Model-Driven Development concept, where the program construction starts with some model
and the code is only a by-product.

In his 1977 Alan Turing Award lecture [7], a programming language researcher John Backus delivered
a lecture “Can programming be freed from the von Neumann paradigm?” [8]. In this speech, he proposed
functional languages as an alternative to traditional or imperative languages, and also presented the algebra
of functional programs as a formal system of functional programming.

The use of functional languages is especially relevant in the modern era of big data since the execution
process in such languages involves the calculation of functions without data dependencies; therefore, it can
be parallelized without synchronization overheads, and even dynamically replaced during the calculation
if necessary [9].

Creating specifically a graphical visual language is a challenge for us. There has been a long history
of work in this area that has led to the design of graphical functional languages (one can mention, for
example, such pioneering work as [10, 11]). However, some important questions remain regarding the
construction of (i) a formalized syntax for a graphical functional language, as well as the implementation
of a full-featured graphical environment, including (ii) a compiler from a graphical language to an internal
representation (iii) an optimizer, and (iv) a launcher for running resulting programs and handling their
interaction with graphical input-output elements. In this work, we are addressing these issues.

In conducting the present research, we focus on some key factors. The first is the design of an efficient
architecture of the graphical environment, where we use the Elm [12, 13] approach, which implements
an architecture for creating web-oriented functional languages to generate web applications and games.
However, the design of the environment is not a subject of the present paper. The second factor is the
implementation of an optimizing compiler for recursive calls. It should be noted here that functional pro-
gramming is closely related to recursion, which can be used both for organizing simple loops and for solv-
ing enumeration problems of practical value.

However, in many cases, it is possible to eliminate recursive calls when generating the resulting program
code [14]. In this paper, we discuss means to optimize both tail-recursive calls [15] and general recursive
schemes using the memoization technique [16, 17], as applied to graphical functional language programs.
Due to the native graph structure of the programes, it is easy to get an internal representation for such opti-
mizations. The third and crucial factor is the ability to study a formal treatment of the graphical language,
where the A-calculus and fix point combinators are useful for us.

Our work is mainly inspired by classic pioneering approaches on graphical languages that were proposed
in the 1980s. The thing is that at that time, the graphical interface just began to appear and a large number
of researchers started to develop their own graphical languages, including functional ones. However, later
interest in graphical languages faded; we attribute this to the dominant paradigms of the time, which led
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large programs poorly expressed in graphical languages. Nevertheless, we can state that now interest in
graphical languages has begun to grow again, since by now, almost all algorithms have been written and
are available as components, and the code turns simply into manipulating them. Such programs can just
be well implemented in graphical languages, which is exploited by the mentioned systems like MIT App
Inventor.

Therefore, in the existing work, we set the goal of creating a sketch of a visual functional language,
which is intended primarily for teaching the basic concepts of functional languages and lambda calculus.
It was a challenge for us to develop a fully functional graphical IDE that allows the user to create, run
and view the results of programs in the browser. We designed a software so that the components (standard
functions) can be extended in the future. For our purposes, it is advisable to generate an SSA (Static Single
Assignment) representation of graphical programs in JavaScript: such generation makes it possible both to
show the user a text representation of his graphical program in its original and optimized form, and also to
interpret the graphical program directly in the browser.

We understand that the examples of programs for calculating the factorial and the Fibonacci sequence
considered in the work are very speculative, since both cases are best examples not to use recursion at
all. However, in this case we have two different types of recursion (tail and general), and it is possible to
demonstrate compiler optimization methods on it.

Syntax and semantics of the proposed Flovver language

In this section, we propose the syntax of the developed Flovver language in the form of elements of a
graphical diagram. As for its semantics, we denote language units as A-calculus terms.

Representation of functions. Flovver belongs to a class of applicative languages (like, for example, LISP
in its original design [18]) that is, it assumes a sequence of evaluations of a function with a given number
of arguments and passes the result of such an evaluation to another function. For a discussion of the se-
mantics of an applicative language, see [19]. Therefore, at the syntax level in the Flovver language, there is
only one object: a function.

A function converts from 1 to /N values of the given input types into one value of the output type (the
variant of constant functions with 0 inputs is also possible). From a mathematical point of view, a function
is a mapping of a domain set 4 to a range set B [20]:

f:4A—> B.

Since a datatype in a language is a set of values that have the general structure or form [21], then by
introducing A=1¢, ¢, ...xt, and B=t, where ¢, 1 ,..xt, ,t, €T and T is the set of input and
output datatypes, we define the function f :7" — T in terms of the programming language, which has
the signature /14, >, —>...t, —1,.

In the Flovver language, elementary objects are functions or terms Ax, c X, f (xl, e, xn) that are
represented by diagrams of the form shown in Fig. 1.

Here f'is some function of type input 1 — input N — output.The left side of the block is the inputs of
the function, while the right side of the block is the output of the function.

Composition of functions. On the right side of the function block, there is an arc that can be connected
to the input of another function (Fig. 2). The semantics of this construction for input values v,...v (see an
example of composition for A-calculus in [22]) can be explained as:

f'=((((kx1...xn.f(xl,...,xn))vl)...)vn), g =((kx.g(x))f’).

Here, the A-term f is applied to all of its (given) arguments, after which the A-term g is applied to the
result.
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output
input n

Fig. 1. Function representation in Flovver

input 1
e output output 2
e R f > g >
input n
Fig. 2. Function composition in Flovver
input 1
p output
input n
>
input 1 -> ... ->input n -> output
Fig. 3. Partial function application syntax
input 1
output
input 2 f  [rrommememeosd >
""""""""" input 2 output
|:‘I > — f —

\ 4

input 2 -> output

Fig. 4. An example of the partial function application

If not all arguments are passed to the input, the function is considered to be underdefined, and the
output arc from fto g cannot be created in our visual editor.

Partial application of functions. A function and passed arguments can be partially applied by drawing
an arc from the bottom of their block to a point of use (Fig. 3).

As a result, we get a function from a (non-strictly) smaller number of arguments, and the previously
passed arguments will be fixed (Fig. 4).
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input 2 output
P P »

input 2 -> output
input 2 apply

output

\4

Fig. 5. An example of using the special function apply

input 1 -> ... ->input n -> output

/ output
input n apply
Fig. 6. Syntax of the apply function

f
input 1

L) g

________________________ output <

input n

Fig. 7. Building a new function

To calculate a function passed as a value [23], a graphical language developer can use the special func-
tion apply (Fig. 5).

The apply function takes a function of N arguments as its first parameter; the next 2...N + 1 parame-
ters are the arguments passed to the parameter function (Fig. 6).

Compound functions. The construction of new functions from the given ones is shown in Fig. 7. Here
we define a logically separate function block f with its own inputs and outputs. The left side of the block is
the inputs, and the right side is the output. Inside the block, there is a function g, to which the inputs fare
applied; the result of the function g is passed to the output f.

Thus, the semantics of the construction presented in Fig. 7 is defined as:

f=hxx,.g(x,...x,).

In general, for an arbitrary function block fun, the semantics looks like
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SJun=Ax,..x,.T,

where T'is a term dependent on x,...x , and the dependence is determined as a result of graphic connec-
tions within the block.

The Self operator to support recursion. To support the declaration of recursive functions inside a
functional block, we propose the creation of a special self block, which is a link to the function that is
being declared. Functions with a self block can be considered applied to the fixed point combinatory
[24]. Such a combinator (also known as the Y-combinator [25]) is a special higher-order function that
calculates the fixed point of another function according to the rules [26]:

fix =21 (W) (Az.f (22)),
combine self f = ﬁx(?»self Aarg. f )

The practical value of such a function lies in the ability to use recursion for anonymous functions with-
out having to define a name for them.

In this case, the Factorial and Fibonacci functions can be expressed as following (we use LISPish paren-
thesized prefix notation to describe functions here):

fac = combine selfx (lf(= xO)l(*x(self(—xl)))),
fib = combine selfx (if(< x2)x(+(self(—x1))(self(—x2)))).

Schematic example for the Factorial function. In Fig. 8, we show a function block for the Factorial
function: N — N! Since the elementary syntactic unit in Flovver is a function, in this diagram, the block
consists of connected function nodes (including special cases as constant functions, for this example, these
are functions that return 1).

There are also eq?: N — N — B function that returns the result of comparing two arguments; mul:
N — N — N returning the result of the product; minusl: N — N — N subtracting 1 from the argument;
if. B — N — N — N verifies the first argument, and evaluates and returns the second otherwise the third;
and finally, the self operator described earlier. This assumes that there is a set (a palette) of standard func-
tions that a functional language developer can use. This scheme operates entirely in accordance with the
rule specified in the previous section.

Building an optimizing compiler

On the internal representation. To address further issues of optimization and code generation, it is nec-
essary to consider the internal representation (IR) of the compiler of a graphical functional language into
code in a language suitable for execution (in this case, in a browser). A good discussion of IR is given in the
lectures by Xavier Leroy [27].

Due to the initially chosen graphical form of programs, Flovver can use graph IR natively, following the
ideas from [28], i.e.:

 there are two sources of data: nodes and their connections;

 the connections can be internal and external "by value" and "by name";

 vertexes reflect applications, function definitions, and recursive calls.

Methods for recursion optimization. After IR is determined, some optimizations can be made on it,
in this case, we describe the optimizations of recursive calls. First, consider an algorithm for optimizing
tail-recursive calls [29]. It occurs where a recursive call is the last operation before the call from the func-
tion. In this case, there is no need to call the function and save the execution context in the stack since the
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Y

Y

\4

Mul
Minus1 —)[ self ]—)

Fig. 8. A scheme for the Factorial function

parameters will not be used and the return address is already on the stack. Therefore, we can substitute
passed parameters instead of function arguments, and rather than calling, go to the beginning of the func-
tion, organizing a loop.

An optimizing compiler algorithm might look like this:

1. Mark all functions that return a special tail recursion pattern with a special flag.

2. Atthe code generation stage, for such functions, generate the while (...) {...} construct for their body,
in which we change the parameter and the accumulator variable, but do not generate a recursive call.

The next question arises: how to define such a tail recursion pattern? The valid tail call notation was
formalized by William Clinger [30] and specified in the documents (R6RS: 5.11, 11.20) for the Scheme
language [31]. The grammar of such a tail expression can be defined as:

<almost tail expr> ::= <rec. call> | <if> | <expr>
<if> ::= if <expr> <almost tail expr> <almost tail expr>

Therefore, we define a tail recursion context as the place where a recursive call is guaranteed to be a tail
recursion call. In our work, we are interested in two contexts: (1) the end of the function and (2) the con-
ditional expression at the end of the function.

Secondly, we consider issues of general recursion optimization. As in the previous case, for each specif-
ic recursive scheme, one can search for the corresponding context. However, we decided to optimize the
general form of recursion using the memoization concept (caching previous calculations using a hash table
with a key according to the passed parameters).

It is possible to memoize any calculation in Flovver since the language is purely functional [32]. In this
case, we can monitor the growth of the table for potentially non-terminating functions and report this to
the user before the stack overflow program crashes.

In Fig. 9, white color indicates direct calculation of values of the Fibonacci sequence Fib with mem-
orization, and gray color shows getting values from memo tables. The computational complexity at the
first run was reduced from a value comparable to O(Fib(n)) to O(n), thereby approaching the complex-
ity of the iterative algorithm for calculating the Fibonacci function. However, the memoizable version
requires O(n) memory for memo tables, while the iterative algorithm with two intermediate values in a
loop uses just O(1) memory, which leads to the conclusion that such an optimization is universal, but
not completely, optimal.

Code generation. To easily emit code for a target platform, we need our intermediate representation to
be transformed in a specific way. We decided to translate the Flovver programs to textual languages sup-
porting higher-order functions and lexical closures, such as JavaScript, Scheme or Python (Haskell or EIm
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Fig. 9. Memoization for Fib (5)

Message @ Dispatch > View

Fig. 10. A topologically sorted DAG of the Fibonacci program

would be fine too), to compile partially applied functions and function blocks easily, without reasoning
about such concepts as "closure conversion" and "lambda lifting" [33].

To simplify the target code generation, it is convenient to structure the program as the chain of variable
definitions in which each variable is assigned a value only once, and its identifier is used in the following
part of the program. Similar ways to structure programs presented in the concepts of the Static Single As-
signment (SSA) form [34, 35] used mainly in imperative programming languages, and the Administrative
Normal form (A-normal form or ANF) [36] that leverages let-style of ML family languages [37].

We need to place a variable definition before its use. It can be done by reordering the vertices of the
program graph since an IR graph is a dependency graph in which links represent value dependencies be-
tween objects and there are no circular dependencies in it. Thus our IR is a directed acyclic graph (DAG,
see an example in Fig. 10). For a DAG, we can arrange the vertices in the following order: source —
=V, o sink by performing a topological sorting [38]. Finally, the ordered graph will be fairly easy
to translate into the target platform code. So, it takes three steps to convert our IR into code:

Step 1. The program graph is ordered by the topological sorting.

Step 2. Each node is mapped to the variable definition by the following rule in sort order:

1. Obtain a unique identifier for the variable.

2. Specialize the code generation for a node:

 the node is a block without input parameters — obtain a simple value (e.g. integer, string);

 the node is a fully-connected block with all inputs and output specified — generate an application of
function, corresponding to the block, to its inputs;

* the node is a partial application — generate an anonymous function with unbound inputs of block
used as its parameters;

» the node is a function block or a partial application — replace each use of bound input of the block
with the unique name and generate code for function body.

3. Replace each use of the original node with an identifier of the corresponding variable.
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Model

(Number) -> Number

(4,4)->Bool Message

LEq
0-> Nupber / -
(A)->A (String) -> Number
Num? (Bool, ()->A, ()->A)->A
- Identity StrToNum
I,
If =

(Number)-> Number (Number) -> Number
Minus1 self
\ (Number| Number) -> Number

(Number) -> Number (Number) -> Number

| —

Add

Minus2 self

(Message, (Newinput) > A, (Compute) > 4) > A

Dispatch O~ _

View

Fig. 11. F, in Flovver environment

Step 3. Using the variable names, it is relatively easy to generate code for the target platform (in the case
of Flovver, in JavaScript).

The Fibonacci program design, code generation and optimization

Figure 11 shows a program created in the Flovver interactive environment to calculate the Fibonacci
functionas F(0) =0, F(1)=1,F(n)=Fn—-1)+ F(n—-2) forn > 1.

The implementation of our approach was already discussed in Fig. 8, and the reader can see the differ-
ences for the Fibonacci function in this case. Function signatures and their purposes are mostly clear, and
we can also note the St#7To Num function, which is passed to the Dispatch input, receives a Message from the
GUI environment with a value of N and returns the result to View. It all implements the Elm architecture.

With the optimizer flags disabled, the code in Listing 1 is generated for the discussed graphic program.
The code starts at line 18, after which a sequence of SSA calls is defined that implements the calculation
scheme.

Listing 1. Non-optimized generated code for the Fibonacci function

const update = (model, message) => {
const fsa 1 = () => Numl();
const fsa 2 = (fsa 2 arg 0) => StrToNum(fsa 2 arg 0);
const fsa 6 = () => {
const fsa 6 r = sa 6 _arg 0) => {

const fsa 7 =
const fsa 8 = => fsa 6 r(fsa 7());

(f

() => Minus2(fsa 6 arg 0);

()
const fsa 9 = () => Minusl(fsa 6 arg 0);
const fsa 10 = () => fsa 6 r(fsa 9());
const fsa 11 = () => Add(fsa 10(), fsa 8());
const fsa 12 = () => Identity(fsa 6 arg 0);
const fsa 13 = () => LEg(fsa 6 arg 0, fsa 1());
const fsa 14 = () => If(fsa 13(), fsa 12, fsa 11);

return fsa 14();

}

return fsa 6 r(model);
}

const fsa 15 = () => Dispatch(message, fsa 2, fsa 6);
return fsa 15();
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With the memoization flag set, the code in Listing 2 is generated for the discussed graphics program.
This code works similarly to the previous one, but additionally, a hash table is defined at line 6, which is
used at lines 18 and 19.

Listing 2. Optimized generated code for the Fibonacci function

const update = (model, message) => {

() => Numl () ;

const fsa 2 = (fsa 2 arg 0) => StrToNum(fsa 2 arg 0);
() =

const fsa 6 r =

const fsa 1

const fsa 6

0 =>{

I~ Vv

’

{
)
const fsa 6 &t {}
(fsa 6 _arg 0) => {
()
()
()

const fsa 6 w
const fsa 7 =

=> Minus2 (fsa 6 _arg 0);
=> fsa 6 r(fsa 7());
=> Minusl (fsa 6 _arg 0);

const fsa 8 =
const fsa 9 =
const fsa 10 = () => fsa 6 r(fsa 9());
const fsa 11 = () => Add(fsa 10(), fsa 8());
const fsa 12 = () => Identity(fsa 6 arg 0);
const fsa 13 = () => LEg(fsa 6 arg 0, fsa 1());
const fsa 14 = () => If(fsa 13(), fsa 12, fsa 11);
return fsa 14();
}

return (fsa 6 arg 0) => fsa 6 st[[fsa 6 arg 0]] =

fsa 6 st[[fsa 6 arg 0]] || fsa 6 w(fsa 6 arg 0);}) ()7

return fsa 6 r(model);
}

const fsa 15 = () => Dispatch(message, fsa 2, fsa 6);
return fsa 15();

Related work

There have been years of research behind the visual programming languages since Goldstine and von
Neumann proposed to represent machine-aided calculations as flow diagrams [39, 40]. The approach
was firmly rooted in software modeling but was considered ineffective and unimplementable relatively to
computers of those times. With the growth of computer power, this approach was abandoned in favor of
a well-known textual approach to programming popularized by FORTRAN and ALGOL. However, the
interest in the visual approach to program construction has begun to return back since the '70—80s with
the development of declarative and applicative programming paradigms, and logical/functional program-
ming. There is a variety of languages developed back in the '80s and '90s that present ideas similar to our
work. So, one example is the Prograph language [10], in which programs were organized as a "prographs”
(Prolog graphs). Prograph also supported the structuring of programs into procedures. However, Prograph
provided iterations via imperative FOR, WHILE and REPEAT blocks.

There were a few visual languages based on the applicative and functional paradigms. For instance,
in Viz [41] there were mechanisms to represent mathematical functions and A-abstraction to organize a
program with combinators; the discussed Backus's FP system was implemented in Pagan's graphical FP
language [42].

However, Viz offers manipulation with arcs in the flowchart to organize cycles and conditionals, where-
as in our work we rely on combinators. Pagan's graphical FP language, in turn, puts forward space-par-
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titioning based syntax, which we consider impractical compared to flow diagrams. Modern ideas of the
usages of graphical functional languages include their application in data science, focusing on visibility
and explainability (see, for example, the Enso language [43]).

We have observed that there is a lack of syntax and semantics formalization in this area, seems it is not
uncommon in mathematics to use diagrammatic reasoning. The area where it can be used is the category
theory. The concept of string diagrams has attracted a lot of attention as a formal foundation for reasoning
using graphical notation [44]. They allow for formal conversion between the topological point of view
(boxes and wires) and algebraic (certain categorical constructions), and such diagrammatic syntax could
be used to give precise control over resources. It is already presented in our work by driving wires to du-
plicate values of variables. Another vision on wired dataflow programming is presented in the work [45].

Conclusion

As a result of this work, we designed the visual language Flovver and developed a visual programming
environment to create and run programs in this language. It includes a multi-pass visual language compiler
with the ability to eliminate tail recursion, as well as to optimize general recursion through memoization.
The generated code can be executed in the browser and the result of its execution is obtained in the associ-
ated controls. Therefore, the environment is self-contained but currently includes a palette of elementary
blocks only for the Factorial and Fibonacci functions. In the implementation, the Scala language, Jetty
server, Scalatra and Svelte frameworks were used. To provide interaction with GUI that send messages to
and receive responses from a graphical program, we follow the Elm approach [13] and Model-View-Up-
date architecture. This project is completely open and available on GitHub [46].

Preliminary information about the described approaches was published in [47], discussed at the ru-
STEP seminar and defended in the form of a qualifying work at the Department of Applied Mathematics
of AltSTU. Finally, the tool was demonstrated at the SEIM’22 conference.

Future research directions may include: support for reciprocal recursion; formalization of the language
from the point of view of the theory of graphical and functional languages; introduction of static typing
and type inference mechanism; the study of common recursive patterns by analyzing the structure of large
software systems using real functional languages.
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AnnoTtamusi. HeoOxoamMocTh TpuMeHEHUS TPYI KaK OMHOPOAHBIX, TAK U PA3HOPOIHBIX PO-
0OTOB B OrpaHUYEHHOM IPOCTPAHCTBE MPUBOIUT K HEOOXOAMMOCTU B3aUMOJEUCTBUSI POOOTOB
MeXJ1y CO00U € Lesblo MPEeI0TBPalleHUsT aBapuil U moMeXx ApyruM podotam. OrpaHUYEHHOCTh
KaHaJIOB CBSI3U MO CKOPOCTU W JAJTbHOCTU HE IMO3BOJISIET YAAJICHHO KOHTPOJIMPOBATh KaXXI0TO
poboTa, YTO MPUBOIUT K HEOOXOAUMOCTHU CO3AAHUS CUCTEM MYJBTUAT€HTHOTO YIpaBIeHUS, TO
€CTh CTIOCOOHOCTH TPYTIIBl pOOOTOB peliaTh BO3HUKAIOIIME TTPOOIeMbl Oe3 yJacTusl 4eloBeKa.
B cratbe paccmotpeHn Borpoc 3¢ ¢heKTUBHOCTH TaKO TPYITBI B 3aBUCUMOCTU OT TEXHUUYECKUX
OTpaHUYECHUM Kaxnoro poboTa u yucia podoToB B rpymre. [lokazaHo, 4To yBeJlMYeHUE YuUC-
Jla aBTOHOMHBIX HeoOUTaeMbIX MOABOAHBIX anmnapaToB (AHITA) B rpyrmne mpuBOAMUT K CyIle-
CTBEHHOMY YBeJINUYEHUIO 3(PHEKTUBHOCTU, HO TIPU JOCTHUKEHUM OTIPeAeIeHHOro yncia addex-
TUBHOCTbD TIa/IaeT, MMOCKOIbKY Oosbive rpynibl AHITA TpaTsaT Ha nmepecTpoeHre 3HAYNUTETbHO
OoJiblIE BpEMEHU, U IPUPOCT 3(pdekTuBHOCTU Npu yBeandeHuu ynciaa AHITA npomanaer.

KinroueBbie cioBa: poOOTOTEXHUKA, TMOABOAHAS POOOTOTEXHMKA, TPYIIOBOE IMPUMEHEHUE,
AHIIA, MynbsTHareHTHOE yrpaBiieHue, 3Pp(HeKTUBHOCTh

Jna marapoanmsa: Semenov N.N., Mikhlin V.G., Akhmetov D.B. Effectiveness evaluation of
multi-agent control systems for autonomous underwater vehicles for underwater operation //
Computing, Telecommunications and Control. 2023. T. 16, Ne 1. C. 60—68. DOI: 10.18721/
JCSTCS.16105

Introduction

The issues of group application of underwater vehicles for various tasks have recently been paid close
attention to [1—6]. This includes search for submerged objects, including search for minerals, technical
inspection of underwater facilities and their maintenance.

The underwater vehicles in the group are supposed to have a channel of information exchange with
each other and a positioning system [4]. But the peculiarities of such channels underwater are the limited
range and speed of information transfer.

Implemented autonomous underwater vehicles (AUV) groups are known, for example, for the sub-
merged objects search [7]. It is proposed to use leading vehicles (nominally Bluefin-12) there, they directly
explore the bottom in search of submerged objects, then an intermediate link is introduced — communi-
cation and navigation facilities (each equipped with an inertial navigation system and communication
system). These vehicles (nominally Bluefin-21) provide the small (lead) vehicles with the information and
communication channel necessary for their navigation. Finally, there are vehicles that re-find the marked
objects and further investigate them if necessary.
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Three levels are introduced when building a control system for a group of vehicles: strategic, tacti-
cal and operational ones [4]. A group of vehicles has a common task (mission), to solve which all the
resources of the group are used. As a rule, it is possible to accomplish the mission by different algo-
rithms. The optimality criterion (if there are several criteria, then their convolution) is used to select
a specific algorithm from the set.

The upper, strategic management level determines the division of the entire mission for a AUV
group into subtasks for each AUV separately, determines ways to control the mission accomplishment,
makes distribution of subtasks (goals) among specific vehicles of the group. The strategic management
level is not the property of a single vehicle, but is the property of the group. Moreover, both division of
the mission into subtasks and distribution of subtasks between vehicles can be changed promptly if the
general task changes or, for example, one vehicle of the group fails and functions redistribution among
the remaining vehicles of the group is required. The tactical level receives information which deter-
mines how a particular vehicle performs a subtask (mission) from this level. This subtask contains a
goal which is independent of the other vehicles, and allows to control its execution. For example, the
trajectory of the vehicle, its place in the formation, the area surveyed, and the amount of information
collected.

The tactical level is part of each vehicle's control system, it breaks down the current goal into a set of
actions or trajectories needed to achieve the goal, and monitors their execution. This level exchanges in-
formation with neighboring vehicles in the group to clarify, for example, their position in the group and
adjusts the trajectory transmitted to the operational level. The task of the tactical level is to make a decision
to bypass arising obstacles and return to their place in the formation.

At the operational level, control actions are generated on the available control resources of the vehicle
to maintain the specified trajectory and collect the required information. Such resources include thrusters
(marching, vertical and horizontal thrusters), rudders, stabilizers (passive or active), roll levelling mecha-
nisms, buoyancy change system and shifted center of gravity.

The decentralized control systems for a group of vehicles, such as a multi-agent control system, are
undoubtedly of great interest [2, 7].

In this case, one mission is assigned to the entire group of vehicleson the strategic level, for exam-
ple, search for submerged objects in a limited area, which is pre-marked with underwater beacons,
and the size of the survey strip (area) by one vehicle. The width of the survey strip is assigned based on
the capabilities of the acoustic complex of the given vehicle to detect a submerged object with a given
probability P » The same considerations determine the depth and speed of the vehicle. The mission will
be understood as: geographical coordinates of the territory to be surveyed, characteristics of the flood-
ed object (criteria for deciding that it is a flooded object) and the required probability of its detection.
Each vehicle evaluates its efficiency in surveying the areas closest to it and transmits the information to
neighboring vehicles, which in turn report their efficiency in surveying these areas, after which the areas
are surveyed by the vehicle that can survey them in the minimum time and having spent the minimum
amount of resources. Resolution of conflicts between vehicles is considered in works on the "consensus
problem" [7, 13—15].

Since the main task of the AUV group is to accomplish the mission (for example, detect objects on the
bottom) in the minimum time with the maximum probability, let us set the AUV group "efficiency" crite-
rion as the ratio of the detection probability to the time of the entire group operation

P, (n)
2
ty (1)
where 7 is the group size, P is a given probability of object detection, f — group operating time (maximum
operating time of the AUV in the group).

Eff,(n)=
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Ifthe economic component, i.e. the necessity to take into consideration an increase of cost of the group
and its service with increase of its number, is taken into account, then there appears one more criterion —
economic efficiency, i.e. efficiency of use of each AUV in the group:

P(n)
L, (n)n

The following approach is used to estimate the probability of finding an object in a given area [9]:
the object (objects) sought for is on the bottom of the area surveyed by AUV with width L and length d
(Fig. 1). The area is rectangular. The AUV passing along the strip with its locator captures the whole sur-
veyed strip (by width). All values are evenly distributed.

The scheme has the following notations: d is the width of the strip surveyed by one AUV, L is the length
of the strip surveyed by one AUV, dL is the distance covered by AUV during the time dt; S = d"L is the
area of the site surveyed by AUV.

The area surveyed by the AUV during the time T . (search time) is shaded in Fig. 1. Then the probability
P of finding an object in the strip according to the geometric definition (probability) can be defined as
follows:

Eff, (n)=

T
d (7T, jo Vioy (0)dt
P= S_S'[O Vv @)dt = f’

where VAUV( N is the speed of AUV during the site survey.

The operating time of the whole group tgr is determined by the longest operating time of each AUV in

the group. Working time of each AUV tl.AUV:

=0 1)
where tl.AUV is the survey time of the area allocated for this vehicle for the selected trajectory; tv’: UI.V — the
time of the search for flooded objects (work); tr’:UlY — the time of rearrangement to enter the worﬁing tra-
jectory. B

Calculations of rearrangement time and exit to a given trajectory are considered in the moving objects
control theory and are well reviewed in [10, 11].

Probability of contact with an object caught in the range of observation Pc means (GAS AUV):

kD0
VauvTo
PC=1—€ Ao

T

where k = =0.00436 is the conversion factor when Q is given in degrees; 2 — the sector of

the survey by the observation vehicle (AUV); T , — the time of the sector survey by AUV SONAR; D .
the mathematical expectation of the range of the technical means of detection (AUV SONAR) — the
average expected detection range.

Probability of detecting an object in a given time interval P g

_uTy

s

P =1-e S
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d

Submerged
object

Fig. 1. Scheme for calculating the location of an object in a given area

where u is the search performance, taking into account the probability of obtaining contact with it; Té —
the search time (the time of AUV being in the search site with area SS).

The search performance is defined as u = WV, . P., where W, is the effective width of the AUV
SONAR survey band. In case of one AUV W isequalto W, =2D .

For a group AUV consisting of N AUV -
W, = (NAUV - l)dAUV +2D,,

S

where d AUy 18 the distance between the AUVs when surveying the area.
The mathematical expectation of object detection time 7' , shows how long from the start of the search

an object can be expected to be detected on average:

The mathematical expectation of the number objects MO » detected during the search time T L s as
follows:

MO,=N,FP,+N,P,+...+N,F, = ZNden
i=1

where Nm. is the number of objects in the i-th search area; P ,; 1s the probability of detecting objects in the
i-th search area.

It is planned to search objects by m types of AUV with different search productivity in the site of SS
area.

N; , is the number of the first type AUVs with search capacity u,;

Nt , is the number of the second type AUVs with search capacity u,;
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Nt , is the number of the n-th type AUVs with search performance u .

S N, \u,
- )

S, Nt_lu1 + Nt_zu2 +...+ Nt_nun

S, N, ,u,
- b seey

S, N@l”l +N,72u2 +---+Nt7n“n

Sn _ Ntinun

S, Nuul +Nt72u2 +---+Nz7n“n

Note: S, =S5, +S5, +...+85,.
It is assumed that the detection of each of n flooded objects are independent events Al_, wherei e 1, 2,
..., n. Then the probability of detecting of at least one flooded object is as follows:

P (A+4,+..+4,)=

=1=(1=F (4)) (1= (4))-.(1- B, (4,)).

Modeling the behavior of a group of AUVs with efficiency calculations

Having received the general mathematical model of the work efficiency of a group of AUVs for detect-
ing underwater objects, let us carry out numerical simulation of the received model taking into account
technical opportunities and restrictions at search in real conditions of the Baltic sea.

Suppose the search area is 20 x 20 km. The search width with one AUV based on requirements of de-
tection probability (P = 0.95) is 50 m. The autonomous operation time of one AUV is 4 hours, the speed
is Sm/s.

Survey with one AUV would take 10 km*(10 km / 50 m)/5 m/s = 111 hours or 4.6 days. The survey is
practically impossible when it is necessary to return the AUV every 4 hours and recharge [12]. But suppose
the time of survey (taking into account descent/rise and accumulators recharging 28 times) is not less than
6 days, and take 0.95 probability of detection by serviceable device, the efficiency would be equal to Eff =
=10.95/111 = 0.00855.

Increasing the number of AUVs in group up to N means decreasing time of territory survey but in this
case if the group moves by lines, the more group the more time will be required for rearrangement. Tra-
jectories of AUV movement can be different, but they all become more complicated with increasing the
number of AUVs in a limited territory. The probability of failure of each robot is constant and conditionally
accepted as 0.1. Therefore, the efficiency of group operation when moving in a line, depending on the
number of AUVs in the group, is as follows:

Figure 2 shows that in the left part of the graph increasing the number of AUVs in the group leads to a
significant increase in efficiency, but the efficiency drops when reaching a certain number. This is due to
the fact that large groups of AUVs spend considerably more time for rearrangements, and the increase in
efficiency with increasing number of AU Vs disappears, thus, the efficiency drops.

If the economic contribution in efficiency calculation, i.e. efficiency of each AUV in the group, is taken
into account, the following characteristic are obtained (see Fig. 3).
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Fig. 2. Efficiency of the AUV group depending on the number of agents
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Fig. 3. Efficiency of the AUV group depending on the number of agents

Figure 3 shows that there is the maximum efficiency of application of each AUV application with the
smaller number of AUVs in the group than at calculating efficiency of all the group. It is due to the fact that
although addition of new AUVs increases the efficiency of the whole group, the efficiency increase turns
out to be small and it does not cover economic expenses for purchasing and servicing additional AUVs.

Conclusion

It is reasonable to choose either such a group of AU Vs that will survey the territory in the minimum time
with a given probability, or will do this with a minimum number of AUVs, maximizing the economic effect.
At the same time, the efficiency of using each AUV to solve a common problem is maximum.

In the available literature, there is no mathematical criterion for optimizing the composition of the
group, the composition of the group was assumed to be predetermined, therefore, this article proposes
a new method and a new optimization criterion that allows, with minimal financial costs (the minimum
number of devices used), to perform the search task with a given probability in a time close to the mini-
mum, that is, to ensure the maximum efficiency of the group.
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Abstract. In this study, we used the Physionet gait database and extracted gait features such as
step/stride regularities and symmetries to build a classifier for Parkinson’s disease (PD) subjects
and healthy controls. We also improved the number of features using the mean and standard
deviation of step times during their usual, self-selected pace for approximately 2 minutes on
lIevel ground. Extracted features were used in three different machine learning algorithms.

PD is a neurodegenerative disorder caused by the neurodegeneration of regions of the basal
ganglia. Gait abnormality is one of the main symptoms of PD. Motor symptoms in Parkinson’s
disease cause a lack of control over movements and difficulty initiating muscle movements such
as shuffling steps, quicker strides, or moving slower than expected for the corresponding age.
The proposed approach can be used for the diagnosis of PD that can be automated or performed
remotely.

Keywords: machine learning, supervised learning, Parkinson’s disease, gait, feature analysis
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PEANIU3ALUA AITOPUTMOB MALLUHHOIO OBYYEHMUA
ANA AAHHbIX O NOXOAKE NnMPU bOJNESHU NAPKUHCOHA
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12 CaHKT-MNeTepbyprcknin NoNMTEXHUYECKUA yHUBepCuTeT MNeTpa Benunkoro,
CaHKT-MeTepbypr, Poccuitickan dPenepaums
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AnHoTamus. M3ydyeHa 6a3a maHHBIX MOXOAKM Physionet u paccMOTpeHBI TakMe XapaKTepu-
CTUKU MOXOJKH, KaK PEryJIsIpPHOCTD LIara U CUMMETPUH, JJIS1 TOCTPOECHUS KiaaccudukaTopa s
naiueHToB ¢ 6ose3nbio [TapkuHcona (BIT) 1 310poOBBIX M0 KOHTPOJIBHOM TPYIIIIBL. YBeJIuue-
HO KOJIMYECTBO (PYHKIIUIi, UCTIOJIBb3YSl CpPeHEE 3HAUEHUE U CTaHAAPTHOE OTKJIOHEHUE BPEMEHU
BBITIOJTHEHUSI 111aTOB B UX OOBIYHOM, CAMOCTOSITEJTbHO BBIODAHHOM TEMIIE, B TeUEHUE MPUMEPHO
JIIBYX MUHYT Ha pOBHOM MecTe. M3BieueHHbIe (DYHKIIMU UCTIOIb30BaHbl B TPEX Pa3IUYHbIX aJIr0-
pUTMax MAalIMHHOTO OOYyYEHUSI.

BIT — HeliponereHepaTuBHOE 3a00JieBaHUE, BBI3BAHHOE HelipoJereHepauueil obuacrteir 6a-
3aJIbHBIX TaHTIMEB. HapyllieHre moxonku siBiasieTcst OMHUM U3 OCHOBHBIX cuMnTomMoB BIT. JIBu-
raTejibHble CUMIITOMBI IpU 6osie3HU [1apkuHCOHA BbI3BIBAIOT OTCYTCTBUE KOHTPOJISI HAJl IBUXKE-
HUSAMMU U TPYAHOCTU C UHULIMUPOBAHMEM MBILLIEYHBIX IBVMKEHUI, TAKMX KaK 1lIapKalollue 111aru,
Oosiee OBICTPBIC IIATU WM ABUXKEHUE MEIJICHHEe, YeM OXKUIaI0Ch IS COOTBETCTBYIOIIETO BO3-
pacta. IlpennoxeHHbIN MOAX0A pekoMeHayeTcs o auarHoctuku BIT, koTopast MoXeT ObITh
ABTOMATU3MPOBAHA UJIY BBIMOJIHEHA YAAJIEHHO.

KiroueBblie clioBa: MallMHHOE OOyYeHUE, KOHTPOJIUpyeMoe obydueHue, 60s1e3Hb [lapkuHcoHa,
MOXOJKa, aHAJIU3 IIPU3HAKOB

Jna marapoanmsa: Unal O., Potekhin V.V. Implementation of machine learning algorithms
for Parkinsonian gait data // Computing, Telecommunications and Control. 2023. T. 16, Ne 1.
C. 69-78. DOI: 10.18721/JCSTCS.16106

Introduction

Almost all neurodegenerative diseases of the brain begin insidiously and progress over the span of years.
Parkinson’s disease (PD) is a chronic and progressive neurological disorder that results in rigidity, trem-
or, postural instability, and slowness. The main symptoms appear gradually and worsen over time. As the
disease progresses, people may have difficulty walking, mental and behavioral changes, depression, mem-
ory problems, sleep problems, and fatigue may also occur. PD is caused by selective cell death of dopa-
mine-producing neurons in the brain. There are a variety of theories about what causes the neurons to
die. Parkinson’s disease has no cure, per se, and current treatments consist of externally supplying the
dopamine that the dying neurons stop producing naturally [18].

The main problems of Parkinsonian gait are step length reduction with speed reduction impaired
coordination, a decrease in the length of the step with an increase in the frequency of steps, the inability
to produce effective steps at the beginning of walking, or complete cessation of steps during gait, and
problems with dual tasking while gait. In this study, we extracted 12 different features using the Physio-
net database. Extracted features are correlated to Parkinsonian gait abnormalities therefore, we applied
machine learning algorithms to make classification using a new dataset. Machine learning is a powerful
technique for effectively analyzing data like gait signals. In this study, machine learning is used to ana-
lyze the gait data of the PD patients to classify them into "healthy" and "not healthy" classes based on
extracted gait features.

© tOHan 0., MoTexwH B.B., 2023. U3gaTens: CaHKT-MeTepbyprckuii NONMTEXHUYECKUI YHUBEPCUTET MeTpa Bennkoro
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Literature review

The human brain & neurotransmitters. Approximately one and a half kilogram organ that organizes
every function to manage the body itself. The brain is also responsible to analyse the information as well
as controlling emotions, intelligence, memory and movement. The main parts of the brain are Cere-
brum, Cerebellum, and Brainstem [1].

Neurons are communicating through the body and communicate with one another to transmit sig-
nals. Although, neurons are not simply connected physically. Each neuron's end is a small gap that is a
synapse and to communicate with the next cell, the signal has to be able to cross the space [5]. This pro-
cess is known as neurotransmission. There are excitatory and inhibitory neurotransmitters. Excitatory
will increase the likelihood that the neuron will fire an action potential while inhibitory will decrease it.
Neurotransmitters and their functions are explained as [2]:

» Adrenaline (excitatory): also called epinephrine, it increases blood flow and heart rate.

» Norepinephrine (NE): also known as noradrenaline (excitatory) increases blood flow and atten-
tion.

* Dopamine (both excitatory and inhibitory): is mostly responsible for feelings of reward and pleas-
ure. Low dopamine level is related to a specific disorders such as Parkinson’s disease [3].

« Serotonin (inhibitory): feelings of happiness and well-being, stable mood, sleep cycle, and diges-
tive system.

* Gamma-aminobutyric acid (GABA) (inhibitory): inhibits neuron firing in the Central Nervous
System, high levels improve sleep quality and provide calming effect.

» Acetylcholine (excitatory): learning, memory, muscle contraction, awakening.

» Glutamate (excitatory): learning, memory, and creating new nerve pathways.

* Endorphins: natural pain Killer, excitement, and exercise.

Neurodegeneration. Different brain diseases attack different brain regions such as: Cerebrovascular
diseases (primarily arteries), Infectious diseases (various substrates), Demyelinating diseases (primarily
myelin) and Neurodegenerative diseases (primarily neurons). Neurodegeneration is progressive loss of
structure/function of neurons and the death of neurons. Each neurodegenerative disease of the brain is
caused by the progressive accumulation of a specific protein inclusion (proteinopathy) [6]. Over time
this accumulation becomes toxic to the brain leading to irreversible degeneration (death) of neurons and
atrophy. There are many neurodegenerative diseases, some of them are; Alzheimer’s, Huntington’s and
Parkinson’s disease (see Fig. 1).

Parkinson’s disease. Parkinson's disease, also called primary parkinsonism, paralysis agitans, or idio-
pathic parkinsonism is a degenerative neurological disorder that is characterized by the onset of tremor,
muscle rigidity, slowness in movement (bradykinesia), and stooped posture [7]. The disease was first
described in 1817 by British physician James Parkinson in his Essay on the Shaking Palsy [7]. In PD,
neurons in the part of the brain called the basal ganglia to begin to die off and produce less dopamine
causing dopamine levels to fall. As dopamine starts to decrease, signs and symptoms of Parkinson's dis-
ease begin to appear [4] (see Fig. 2).

There are various kinds of research aiming at early detection of PD. In [19], focuses on vocal detection
of Parkinson's disease while in [20] their research focuses on finger alterations during keyboard usage. In
[21], gait data were used however their research was based on stride time variability and swing time varia-
bility. In our study, we use mean, and variance to detect the variabilities and we applied the coefficient of
variation that shows the degree of variability relative to the mean value of the data.

Our study provides another possible usage of machine learning classifiers for PD patient diagnosis that
is cost-effective, and provides more information for PD.

Gait in Parkinson’s disease. Gait is one of the neurological examinations for neurodegenerative diseases
as well as for Parkinson’s disease. Motor symptoms in PD come from a lack of control over movements and
difficulty initiating muscle movements [8]. Some features of Parkinsonian gait are:
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Fig. 1. Example diagram of normal and neurodegenerated brain
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Fig. 2. SPECT scan and synaptic terminal of Healthy controls (left) and Parkinson patients on the right

» Taking small and shuffling steps.

* Move more slowly than expected for the corresponding age.

« Strides becoming quicker.

* Freezing of gait.

In this research, Gait data was used to analyse Parkinsonian gait characteristics, Afterward, Features
related to gait data were extracted and a new dataset was created to test with different machine learning al-
gorithms for classification. Extracted features were explained in detail in the Preprocessing section below.

Methods & materials

Physionet gait dataset. The database contains measures of gait from 93 patients with idiopathic PD
(mean of age: 66.3 years; 63 % men), and 73 healthy controls (mean age: 66.3 years and 55 % men). The
database includes the vertical ground reaction force (VGRF) records of subjects as they walked at their
usual pace for 2 minutes on the level ground [9]. Underneath each foot were 8 sensors (Ultraflex Computer
Dyno Graphy) that measure the force (in Newtons) as a function of time [9]. The output of each of these
16 sensors has been digitized and sampling was 100 per second [9]. In the database, two signals indicate
the sum of the 8 sensor outputs for each foot. Among 8 sensors of each foot, sensors close to the toe were
chosen for further preprocessing (1 sensor for the left and 1 for the right foot).

Column 1: Time (in sec).

Columns 2-9: Vertical ground reaction force on each of 8 sensors located under the left foot.

Columns 10-17: VGRF on each of the 8 sensors located under the right foot.

Columns 18,19: Total force under the left and right foot respectively. Ga, Ju, or Si in the database indi-
cate the study from which the data originated:

Ga: Galit Yogev et al (dual-tasking in PD; Eur. J. Neuro, 2005);
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Ju: Hausdorff et al. (RAS in PD; Eur. J. Neuro, 2007);

Si: Silvi Frenkel-Toledo et al. (Treadmill walking in PD; Mov. Disorders, 2005).

Feature extraction & preprocessing. A step is the movement made from one foot to the other while stride
is a long step. The coefficient of variation (CV) is the ratio of the standard deviation to the mean value and
shows the degree of variability relative to the mean value of the data. These features were generated using
Physionet gait data in order to use in ML models. The higher the CV indicates greater variance. mean,
standart deviation and CV formulas are as follows:

Like many other motor symptoms that can occur in patients with PD, gait changes and freezing are
caused by a loss of control in areas of the brain responsible for producing intentional movements. There are
mainly 2 different gait disturbances that are episodic and continuous [10]. The episodic gait disturbances
are freezing of gait and hesitation, the continuous changes indicates alterations in the walking pattern that
appear, at least at first glance, to be more or less consistent from one step to the next, i.e., they persist and
are apparent all the time [10]. Step, stride regularity and step symmetry features were generated to analyse
and compare differences between PD patients and healthy controls.

Coordination of steps has also been shown to be dysfunctional in those with PD during gait therefore
step times in PD for subjects in the database were used [11]. In the Fig. 3 represents peak detection using
gait data. Peak times and peak values were also used to derive other features (step/stride regularity and step
symmetry).

Gait data can be analyzed by unbiased autocorrelation procedures to give cadence, step length and
measures of gait regularity and symmetry [12]. Step timing information can be calculated using the peak

"L A A A A

0 500 1000 1500 2000 2500 3000 3500 4000

Fig. 3. Comparison of heathy and PD signals
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times in raw gait data. Therefore, three features were generated that are: mean time between steps, stand-
ard deviation of step time, and the coefficient of variation (see Fig. 4).

As a result of feature extraction, there were 12 new columns representing step regularity, stride regu-
larity, step symmetry, step time mean, step time standard deviation, and step time coefficient of variation
for left and right leg electrodes. Ga, Ju, and Si studies were tested individually. This means the new dataset
for Ga (dual tasking) has 113, Ju (Rhythmic Auditory Stimulation) has 129 and Si has 64 (Treadmill walk-
ing) rows that are extracted from each trial in the Physionet dataset. Thus, the dataset has 214 PD and 92
healthy controls. Below generated features are shown using the seaborn library in python programming
language (see Fig. 5).

Machine learning algorithms

Random forest (RF). RF is an ensemble learning method, namely a random forest model consisting
of a large number of small decision trees (estimators) that creates their predictions. The RF combines
the result to obtain accuracy [13]. A random forest builds trees in parallel (bagging in ensemble learning)
while boosting builts trees sequentially. Hyperparameters chosen for RF algorithm: max_depth (longest
path between the root and the leaf node) = 3, max_features (RF is allowed to try in an individual tree) = 1,
min_samples_leaf (minimum number of samples required to split an internal node) = 3.

+TT 4 +14 4+ + iy 200

2501 4= -T- - -+ T
200 150

150
100

AL AL

500 1000 1500 2000 2500 3000 3500 4000 500 1000 1500 2000 2500 3000 3500 4000
Time Time

100

Fig. 4. Detected peaks of healthy controls and PD patients during 45 seconds interval
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The model gave best performance using RF that construct many individual decision trees at training.
Predictions from all trees are pooled to make the final prediction, to calculate Gini importance:

My = WiCh ™ Wien()Cen(s) ™ Wright(j) Crigh( )"

Afterwards, importance for each feature on a decision tree is then calculated:

B Zj Node j splits on feature i Nij

fi
! Yk eall nodes ni,
The final feature importance, is the average over all the trees:
Y jeall trees"”™"
RFfi. = .
/ T

KNN. K-Nearest Neighbour is a supervised learning algorithm. KNN measures the similarity between
the new case/data and training cases therefore the algorithm can classify the new case into the categories.
KNN can be used for regression tasks or classification tasks. The default number of neighbors (five) was
chosen.

AdaBoost. AdaBoost is an ensemble learning method, namely, an AdaBoost classifier is a meta-estima-
tor that begins by fitting a classifier on the original dataset and then fits additional copies of the classifier on
the same dataset but where the weights of incorrectly classified instances are adjusted such that subsequent
classifiers focus more on difficult cases [14].

Results

Selected algorithms (RE, KNN, AdaBoost) were applied to three different data studies (Ga, Ju and Si).
Each of them gave a different result. After different combinations, among 12 extracted features, only six of
them were used in algorithms. Those are: StrideRegleft, StrideRegRight, StepSymmetryLeft, StepSym-
metryRight, Step_time mean_Left Step time sd_Left gave highest accuracies for each data study. Ran-
dom forest gave the highest accuracy for each task of binary classification. Note that this result indicates
100 % accuracy and Healthy vs PD which are presented in the matrix confusion, along with evaluation
formulas below using test data (see Fig. 6).

Accuracy (TP + TN/(TP + TN + FP + FN)).

Precision = TP/(TP+FP).

Recall = TP/(TP+FN).

F1 Score = 2*(Recall * Precision) / (Recall + Precision).

Ga is dual-tasking for healthy controls and PD patients. Ju's study contains PD records using Rhyth-
mic Auditory Stimulation (RAS) which is a treatment technique for patients. RAS is designed to improve
gait by providing the patient with auditory cues throughout the gait. Treadmill walking can improve gait
stability in patients who have Parkinson’s disease [15]. Combining Ga, Ju, and Si studies provided the
worst result with high false positives for each algorithm. Different ML models were created and results
were compared for each different Physionet database study (Ga, Ju, Si).

Patients having PD are supposed to have reduced step length people with Parkinsonian gait usually take
small and shuffling steps. It may be difficult for them to lift their legs [16]. However, Parkinsonian gait is
not the only symptom. There are other symptoms such as tremor, which usually begins in the hand and is
more likely to occur when the limb is relaxed. Other symptoms are slowness of movement, Bradykinesia,
and rigidity. It is also difficult to understand the common characteristics of gait because it might be differ-
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Fig. 6. Test accuracy results of algorithms and confusion matrix of RF
using test data of Ga, Ju and Si respectively

ent for each person. As a result, using gait data alone might not be enough to classify or analyze PD using
machine learning.

Because of having small datasets, we did not use neural networks in this study. Neural networks require
a bigger size of data to achieve better results. The random forest algorithm provides a higher level of ac-
curacy in predicting outcomes than the decision tree algorithm. RF performs well when there are imbal-
anced datasets. RF has methods for balancing errors in class population unbalanced data sets. Random
forest minimizes the overall error rate when there is a data set. Thus, the larger class will get a low error
rate while the smaller class will have a higher error rate. Hyperparameters of RF were tuned (explained in
the previous section) KNN is mainly based on feature similarity. It is sensitive to outliers and noise. The
performance of the KNN algorithm gets worse as the number of features increases. Another algorithm,
AdaBoost, is another ensemble learning algorithm that is also sensitive to outliers and noise [17]. As a
result, among chosen algorithms, RF gave the highest accuracies.

Conclusions

In this study, we presented a method to classify Parkinsonian gait data using extracted features from
the Physionet gait database. Gait disorder is one of the main symptoms of Parkinson’s disease. Features
based on gait characteristics were extracted and we used supervised learning algorithms to implement three
machine learning models based on three datasets. The proposed models gave the highest accuracies using
Random forest compared to KNN and AdaBoost algorithm. The results of our approach can be further
improved by implementing it on a larger dataset. The classification results based on gait data can be im-
proved by combining patients’ EEG and EMG data. As future work, EEG data of PD patients and healthy
controls will be used for preprocessing and ML algorithms. Parkinson's disease is a neurodegenerative
disease thus, it can be helpful to observe the effects of dopamine alterations in the brain using EEG signals.
Another future work will be using EMG data to analyze muscle signals during the tremor stages. The gait
data analysis and implemented ML models for the classification of Parkinson's disease can provide support
for patients to improve their quality of life.
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