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ASIC IMPLEMENTATION OF HIGH-SPEED VECTOR
MAGNITUDE & ARCTANGENT APPROXIMATOR

Ara Abdulsatar Assim'? =

1 Salahaddin University, Erbil, Irag;

2 peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation

= araabdulsattar@gmail.com

Abstract. The quadrature processing techniques used in spectral analysis, computer graphics, and
digital communications constantly demand high-speed calculation of the magnitude of a complex
number (vector V) given its real and imaginary parts. The aim of this work is designing a digital signal
processor (DSP processor) for approximating magnitude and arctangent (phase) of vectors (and/or
complex numbers). This work can be divided into three main stages. Firstly, a mathematical model
is designed in Simulink, then using that model. Secondly, Verilog description code is generated. The
code is used to perform logic synthesis (converting the description code into logic gates) using XT018
technology (180 nm BCD-on-SOI) from X-FAB. Lastly, an ASIC (Application Specific Integrated
Circuit) is created from the logic gates. The inputs and outputs of the device are fixed-point numbers,
their length is equal to 16 bits and the fraction length is 8 bits. The proposed system can calculate

magnitude and phase with an error of less than 1 and 0.35 % respectively.

Keywords: alpha max plus beta min algorithm, arctangent approximation, fast magnitude approxi-

mation, digital signal processing, DSP processor
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PEAJIU3ALMUA UHTETPAJIbHOWU CXEMbI CMELLMAJILHOIO
HA3HAYEHUA BbICOKOCKOPOCTHOIO AINMMPOKCUMATOPA
ANA BEINYMUHDbI U APKTAHTEHCA BEKTOPOB

A.A. Accum'’? &

1 YHusepcuteT um. CanaxagamHa, Ipbuns, Upak;

2 CaHKT-MNeTepbyprckmii nonuTexHU4ecknin yHusepcutet lMNetpa Beankoro,
CaHKT-MNeTepbypr, Poccuiickaa Pepepaumn

= araabdulsattar@gmail.com

AnHoTanusa. MeToabl KBaapaTypHOl 00pabOTKM, UCIOJb3yeMble B CIIEKTPaJIbHOM aHaIU3e,
KOMIIbIOTEPHOI rpadrke U LIU(pPOBOiA CBSI31, MOCTOSIHHO TPEOYIOT BLICOKOCKOPOCTHOTO BHIUMC-
JICHWST BEJIMUYMHBI KOMITJIEKCHOTO YHcia (BeKTopa V) ¢ y4eTOM €ro IeiCTBUTEIbHON M MHUMOM
yacteit. PaccMoTpen mmdpoBoii curHaabHbIN mpoiieccop (DSP) mrs anmpokcuMmanny BeTdn-
HBI U apKTaHTreHca (da3bl) BEKTOPOB (M / WM KOMIUIEKCHBIX ynces). PaboTy MOXHO pa3nenuThb
Ha TpU OCHOBHBIX aTamna. CHavana B Simulink co3maétcs MmaTeMaTHueckasi MOJIeJib, 3aTeM C e€
noMo1lbI0 (popMuUpyeTcst Ko onucaHust Verilog, MCTIOAb3yeMBblil [1J1s1 BBITTOJHEHUS JIOTUYECKOTO
cuHTe3a (Mpeodpa3zoBaHus Kola ONMCAHUS B JOTMYECKUE DJIEMEHTbI) ¢ IPMMEHEHMEM TTOJyTIIpO-
BomHUKOBOI TexHoyorun XT018 (180 kM BCD-on-SOI) ot X-FAB. Hakone1r, U3 ornyeckux
BeHTUIIelt co3maérca ASIC (cnenmanm3upoBaHHAs MHTerpajbHas cxema). BXoAbl M BBIXOJbI
YCTPOMCTBA MPEACTABISIOT CO00M Yncia ¢ GUKCUPOBAHHONM TOUKOM, UX JJIMHA paBHa 16 OuTam,
a apoOHasa anuHa — 8 ouT. Ilpennaraemast cucTeMa MOXET pacCUMTHIBATh aMILUIMTYLY U a3y ¢
norpetrHocTbio MeHee 1 1 0,35 % cooTBETCTBEHHO.

KiroueBblie ciioBa: aaroputM ajabga Makc IIoc 6eTa MUH, TPUOIMKEeHUE apKTaHTeHca, ObICTpoe
MpuOIMKEeHNEe BEIUYMHBI, IU(ppoBasi 00paboTKa CUTHAIOB, IM(PPOBOI CUTHAIBHBIN MpoOIec-
cop, LICIT

Jlna murapoBanusa: Assim A.A. ASIC implementation of high-speed vector magnitude & arc-
tangent approximator // Computing, Telecommunications and Control. 2021. T. 14, Noe 4.
C.7-14. DOI: 10.18721/JCSTCS.14401

CTtaThst OTKPHITOTO A0CcTyMa, pactipoctpansiemas mo juiieHaun CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

Calculating magnitude and phase of vectors or complex numbers is useful in many areas, including, but
not limited to, AM demodulation, signal processing and image processing systems [1—9]. There is more
than one method for that purpose, but choosing the optimal method depends on the required precision,
hardware and software capabilities. For instance, calculating magnitude of a vector requires taking square
root of the squared sum of the real and imaginary components [14], as in equation:

Magnitude = \/x2 + y2 , (1)

while determining the phase requires solving arctan function [1, 4, 7], as given in

o= tan1 2, 2)

© Accum A.A., 2021. U3paTenb: CaHKT-MeTepbyprckuii NoNMTEXHUYECKUIA yHuBepeuTeT MeTpa Bennkoro
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=Vl

|>— abs|— max
ID_ - min

B

Fig. 1. Block diagram of the high speed magnitude approximator

Both operations require a lot of arithmetic computations with floating-point numbers. That is why
approximation algorithms are introduced: they finish the same task much faster, and require less hardware
and software resources [1, 5, 13—15]. In this paper, Alpha max plus beta min algorithm is used for fast
magnitude approximation [10—15]. This algorithm can be defined by this formula [1, 3, 4]:

Apprx. magnitude ~ o.max + B.min, 3)

where max, min are the unsigned maximum and minimum values of the vector components respectively,
a and [} are constant values. The block diagram of this system is provided in Fig. 1.

The choice of o and [ values depends on the desired precision as provided in Table 1. In this work, the
last values are used, because they produce the most accurate results (maximum error is 1.0 %). The imple-
mented arctan approximation equations used in this work are provided in Table 2. The proposed method
mentioned here is quite efficient and convenient: it uses neither look-up tables nor very high-order poly-
nomials. The only issue is that all the equations in Table 2 require division. Due to the fact that division is
not a synthesizable operation in Verilog, it is not allowed to use a divider block in the mathematical model;
instead, the division function (1/x) is approximated using Taylor series expansion with center 1, as provid-
ed in the following equation:

Taylor series of 1 with center 1 = 1—(x—1)+(x - 1)2 —(x—l)3 +.... 4)
x

Table 1
Choice of alpha and beta values and corresponding error rates

a B Maximum error, %
1 0.5 11.8
1 0.25 11.6
1 0.375 6.8
0.9375 0.46875 6.3
0.9486 0.39293 5.1
1 0.4 7.7
a=1 if min < 0.375 max B=0.125 if mip <0.375 max 1.8
a=0.84375 if min>0.375 max B=1.1875 if min>0.375 max
a=0.99 if min < 0.4142135 max B=0.197 if min < 0.4142135 max 10
a=0.84 if min>4142135 max B=0.561 if min>4142135 max
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Table 2
Used equations for approximating arctangent function

Octant Arctan approximation formula
1%t or 81]1 0= %
I~ +0.281250
2" or 3¢ ezﬁ_%
2 0" +0.281251
4 or 5th 0 =sign(Q).n +%
17+0.281250

6" or 7 =21 10

T2 12102812507

Implementation of the fast magnitude approximator

The fast magnitude approximator system is given in Fig. 2, it is based on o max plus § min algorithm
[4]. An ideal (reference) model is needed to justify the validity of the proposed model. There is a special
block in Simulink for that application, namely (Complex to Magnitude-Angle), but it is not synthesizable
in practice.

An input signal is applied to the designed system in Fig. 2 for checking the performance of the mathe-
matical model. The signal consists of the summation of three sinusoidal signals with different magnitudes
and frequencies, as depicted in Fig. 3a. This input generates an output that is provided in Fig. 35. We can
see the difference between the ideal magnitude and the approximated magnitude is very little. Thus, we can
conclude that the system’s performance is valid.

> |ul f > >
J > >0
IRE a
CO» il ul .
In 0.41421 Y N —Lp <
e »
*
b4 <
0.99 > T > >0
Ib—r —P»—o
L
0107 | Ly P+ N
X » g
g HONSR N 5
L | g — Approximated
Magnitude
0.84 » = 4K g
>+
e
0.561 >

Fig. 2. Block diagram of the fast magnitude approximator (in Simulink)

10
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a) b)
— |deal magnitude
1 — Approximated magnitude
Lower Tolerance
Upper Tolerance
05 AR ] 1 1
0.8 |
’illllll||1|FI!|||H|IIIIIIIII
X o 0.6
a IIlIIIiIHiIHHIII||||i|l|l||
0.4
4 o - ; i . . -
0 300 400 500 600 700 800 0 5 10 15 20 25 30
x Time, sec

Fig. 3. The applied input signal (¢) and output signal ()

Implementation of the arctangent (phase) approximator

The structure of the arctangent function approximator system is provided in Fig. 4. The last block is a
4-to-1 multiplexer, because there are four different formulas for approximating arctangent function based
on the octants (provided in Table 2). Based on the control signal’s value, the multiplexer connects the
output to one of its four inputs.

A comparison between the ideal arctangent signal and the output signal of the arctangent approximator
system is shown in Fig. 5a, and the difference between the ideal and approximated arctangent function is
shown in Fig. 5b, the maximum error is 0.0035.

J—Re
1Im — - P T

In »
X
*> ’—’
% » + 1
P X o+ >
Control signal
028125 1.570796326 e —]
] S
2 \ N
314150265351 4 t: - L™ s  Approximated
» . '_‘3\ h |—>—U arctangent
Y0 %4
>+ 4|—>
> _

-3.1415926535 +

_’
.
1570706326 |1

Fig. 4. Block diagram of the arctangent (phase) approximator (in Simulink)

11
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| >
a) b)
—|deal phase Difference of Baseline from Lower Tolerance
Arctangent = = =Difference of Baseline from Upper Tolerance
Approximation Difference
3 r %107
2 3
1 2
g 1
0 | =
| 20 '
4 £
o -1
-2 -2
3 -3
0 5 10 15 20 25 30 0 5 10 15 20 25 30
Time, sec Time, sec

Fig. 5. Ideal vs. approximated arctangent function (a) and tolerance (error) signal (b)

Realization of the Application Specific Integrated Circuit (ASIC)

Before the realization of the ASIC, the entire blocks in the system must be converted into fixed-point
numbers, so that later, the system can be defined in Verilog. The process is done by using the built-in tool
in Simulink, known as fixed-point tool. Once all the blocks’ date types are converted to a fixed-point, it
can be used to generate the Verilog code by means of HDL coder, a MATLAB tool generating a Verilog
description of the mathematical model. In addition to that, this tool transforms the input and output signal
to an array of hexadecimal numbers. This later can be used as a reference to verify that the netlist functions
correctly. The Verilog description code is used to create a netlist of the device (synthesis). In this work, Ca-
dence Encounter RTL Compiler was used to synthesize the code. The netlist is shown in Fig. 6a. The same
tool (Cadence Encounter) was used to create the layout from the netlist in Fig. 6b. (list of logical gates
and interconnects obtained after logical synthesis) with reference to the technological library: the position
of the input and output pins and the constraint file. The process of layout generation is automated, but
there are many specifications that need to be carefully specified in the tools. The chosen clock frequency
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Fig. 6. Netlist of the device (a) and layout of the DSP processor (b)
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is 10 MHz with an uncertainty of 0.05. The layout of the device is provided in Fig. 6b. Its dimensions are
(701.565 pm x 693.335 um), it requires an area of 486419.56 um>.

Conclusion

In conclusion, this research paper covers the entire process of the development of a digital device,
from writing a Verilog code (system level) to creating a layout of the device (physical level). A system for
approximating vector magnitude and arctangent using the FPGA was developed. All the main stages of de-
velopment were passed: description of a digital device in Verilog HDL language, logical synthesis of a de-
vice in Cadence RTL Compiler, layout generation in Cadence Encounter. In addition to that, functional
verification was carried out in Cadence Incisive at all the three stages: behavioral level, synthesis and layout
generation. The timing diagram results confirm the correct operation of the device, and during the stage of
layout generation, different verifications were carried out (time analyses for post-Route and SignOff stages
for both cases of setup and hold). Verifications for DRC, connectivity and geometry were performed as
well, all of them showing no violations. After its generation, the layout was imported to Cadence Virtuoso
undergoing two checks, namely DRC and LVS, which it passed successfully. Therefore, we may conclude
that the layout was generated correctly. The source codes are uploaded to GitHub, the link is provided in
Appendix, in case someone is interested in repeating the same work.

Appendix

The Verilog codes can be found in this repository: https://github.com/AraAssim/AraAssim-Vec-
tor-magnitude-and-arctangent-approximation
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Annoranusa. Kpatko paccMOTpeHbI METOIbI YCKOPEHUS ITEPEXOIHBIX ITPOLIECCOB B CUHTE3aTO-
pax CeTKM 4acTOT Ha 0a3e KOHTYpa MMITYJIbCHOM (pa3oBoii aBTonoacTpoiiku yactotsl (PATTY) ¢
HCITOJIb30BaHNEM I'PyOOTO YCKOPSIIOMIEro Bo3aeiicTBUs 10 Bxoma KoHTypa MAITY B o6racTs Ma-
JIBIX PACCOIJIACOBAHUM IO YacTOTe C MOCAeAYIoNIel TOUHOW PeryaupoBKoii o dase. s omnpe-
IeJIeHUST HeOOXOOMMOCTH BKITIOUCHUS YCKOPSIOIIETO BO3IECTBUS IPUMEHSIIOTCSI 9aCTOTHO-(Pa-
30BbIe AeTeKTophl (MUYD/I), nMmeronime cocTosTHUS HachlmeHnsT. OmucaHbl YeThIPe U3BECTHHIX
anropurMa padbotsel MUD/, oTiinyaroimecs MexXay co00i YCIOBUSIMU U HAIIpaBJIEHUEM BbIXOaa
U3 COCTOSIHUM HacbilleHus. [TokazaHo, uTo 6e3 M3MEHEeHUs MapaMeTPOB 2JIEMEHTOB KOHTYpa
DATTY B COCTOSTHUSAX HACBIIIEHUS HU OAWH U3 aJITOPUTMOB HE MMEET CYIIECTBEHHOIO Mpeu-
mytiectBa. [Ipn nuamMeHeHun mapameTpoB ajieMeHToB KoHTypa PAITY anroputm MYD/I, ocy-
IIEeCTBJISTIOIINI TIPU BBIXOAE M3 COCTOSTHUI HACHIIIEHUS TIepexon B a3oBoe yIpaBieHUE MIPO-
TUBOIIOJIOKHOTO BO3IEICTBHS, cpa3y IOCJIEe BBIXOAA M3 COCTOSHUI HACHIIIEHUS MMeeT Ooliee
3 PekTuBHYI0 0TPabOTKY (ha30BOro paccoriacoBaHUs U, KakK ClIeICTBUE, HanboJiee ONTUMAalb-
HBII PE3YyJABTUPYIOINIA NTEPEXOIHBIN MPOLIECC.

KimogeBbie ci1oBa: CHTE3aTOP CETKH YacTOT, (pa3oBast aBTOMOACTPOIiKa YaCTOTHI, YCKOPEHHUE TIepe-
XOIHOTO ITPOIIeCcca, YaCTOTHO-(A30BbII IETEKTOP, AITOPUTM TIePexXoaa COCTOSTHUMA

Jlna nutupoBanus: Zaytsev A.A. Research on phase-frequency detector algorithms for fast lock-
ing PLL frequency synthesizers // Computing, Telecommunications and Control. 2021. T. 14, Ne 4.
C. 15-28. DOI: 10.18721/JCSTCS.14402

CraTbsi OTKPBITOIO A0CTYIIA, pacripoctpaHseMas mo guueH3uun CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

Frequency synthesizers based on a pulse phase-locked loop (PLL) are widely used in modern inte-
grated circuits of communications and computing technology. Some of the main performances of PLL
synthesizers are the output frequencies range, frequency and spectral resolution, the speed of transient
processes (TP) of frequency setting. Further development of the functionality of the end products requires
an increase in the performances of PLL synthesizers, including an increase in the speed of TP. One of the
methods to increase the speed of TP is to use the mode of coarse accelerating control of the PLL until small
frequency error is reached, followed by precise phase adjustment. Therefore, researches of the implemen-
tation of coarse accelerating control of the PLL are relevant.

The article gives a brief overview of methods for accelerating TP and researches the effectiveness of
phase-frequency detector algorithms to accelerate the initial stage of TP in the coarse accelerating control
mode and at the stage of transition to the state of phase error control.

Transient processes acceleration methods in PLL frequency synthesizers
Fig. 1 shows the block diagram of the integer-N PLL frequency synthesizer [1—3]. The PLL synthe-

sizer uses a signal from an external source, e.g. a crystal oscillator, as a reference. The pulse phase-fre-

© 3anueB A.A., 2021. U3paTenb: CaHkT-lMeTepbyprckuii NONMTEXHUYECKUI yHUBEpCUTET MeTpa Benvkoro



4 YCTpOWCTBa M CUCTEMBI Nepeaayn, npuéma n 06paboTkn CUrHANIOB

Frgr Up 1
- — Ve Fye
PFD |p, Ccp LF %y vCO (%
Pond pp e

N
Fig. 1. Block diagram of the integer-N PLL frequency synthesizer

quency detector (PFD) generates signals Up or Dn, the duration of which is proportional to the time
interval of alternately following signals of the reference frequency F' #z and the feedback frequency
FD[V' Based on these signals, the charge-pump (CP) generates width-modulated current pulses ICP of

the corresponding polarity, which produces voltage cho at the impedance of the loop filter (LF). The
frequency divider (FD) divides the output frequency F' vco Of the voltage controlled oscillator (VCO)
by a factor N. The conversion of the phase error intervals of signals F,, . and F/,  into a change in the

control voltage ch o ofthe VCO carries out so that as a result, the PLL locks in and the output frequency

FVCO is equal to the value of the reference frequency F g Multiplied by a factor of N.

Damping of TP fluctuations and stability of the PLL are ensured by a phase margin at the bandwidth
frequency. To ensure proper suppression of VVC o, voltage ripple caused by the output current pulses of the
CP, the bandwidth frequency of the PLL should, as a rule, be at least 10 times lower than the frequency
FREF. At the same time, it should be borne in mind that above the bandwidth frequency of the PLL,
the intrinsic phase noise of the VCO is transferred to the output frequency F vco Without attenuation.
Therefore, the value of the bandwidth frequency is a compromise between the duration of the TP and
the magnitude of phase noise in the output frequency FVCO [1-6].

The integer-N PLL was chosen to simplify the further narration, but the methods for accelerating TP
considered below are also applicable to fractional-N PLL.

A direct solution to improve locking time in PLL is to increase the loop bandwidth, since the lock time
is inverse bandwidth. However, it is also necessary to increase F #zp» Which isn’t always possible, since in
the device with PLL, F'___is often set or limited. For example, a higher F’ R value increases power con-

sumption, which is limiffrfg, especially in portable devices. Therefore, it is necessary to increase the speed
capability of the PLL in the transient state while saving the required filtering capability in the steady state.

In the theory of automatic control, in order to ensure high performance in terms of both speed and
accuracy of TP, combined control is widely used, when control actions are carried out in accordance
with different criteria depending on the error value. Upon switching to a new output frequency or with
a large error at the beginning of the TP, control should be carried out only in terms of ensuring the high
adjustment speed. Then, when the error is decreased to a small value, the control changes to meet the fast
damping of the TP fluctuations and ensure the filtering capability of the PLL. As a result of independent
control at the initial stage and at the end of the TP, the contradiction between the speed and stability of the
PLL decreases.

To decrease the duration of the initial stage of the TP, the methods of coarse accelerating control are
used until the PLL reaches the small error. Among others, these methods include direct initial presetting
of the output frequency of the VCO to approximately the required value and changing the specifications of
the elements of the PLL [7].

Direct presetting of the output frequency of the VCO can be carried out by using either a VCO with the
capability to switch output frequency subbands or presetting the control voltage of the VCO (for example,
with a digital to analog converter) [7].
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The preselection of the required subband of the output frequencies of the VCO can be carried out by
changing the number of load capacitors or the output resistance in the signal generation circuits, by pre-
setting the required operating current of the VCO, as well as by switching the number of delay cells in the
ring of the VCO [2, 3, 7—9]. In this case, the process of initial presetting of the output frequency of the VCO
can be considered practically inertia-free.

The initial presetting of the control voltage at the input of the VCO is carried out using the code corre-
sponding to the required frequency [9—13]. In this case, the control voltage of the VCO varies depending
on the production technological process variation of the elements of the VCO, the supply voltage and the
temperature of the chip [6]. With the minimization of technological process standards, these problems
increase, and as a result, eliminating the residual phase error due to an increase in the initial frequency
error can bring the TP to the end much faster. In addition, the use of direct presetting of the control volt-
age of the VCO greatly complicates the circuit and increases the PLL area on the chip. Calibration of the
control voltage codes of the presetting VCO for each chip leads to an even greater complication of the PLL
frequency synthesizer and an increase in the cost of the end products [8].

An alternative to the methods of presetting the output frequency of the VCO is to change the struc-
ture and specifications of the elements of the PLL at the initial stage of TP until a small frequency error
is reached [7, 14]. If the phase error of signals F’ rip and F oy €xceeds the value of 127 radians (but the
value fewer than =27 radians can also be used [15—17]), the PLL switches to the coarse accelerating
control. In this case, only the sign of the error of signals /' oppand F 18 taken into account, but its value
isn’t taken into account. As a result, the control is continuous and doesn’t depend on the value of the
phase error, which precludes the intrusion of beats in the control (phase slip cycles) and, thereby, ac-
celerates the elimination of a large initial frequency error. When the output frequency F' vco approaches
the required value, the PLL returns to the phase control mode with a linear dependence on the phase
error value.

To further reduce the initial stage of TP in the coarse accelerating control, loop bandwidth is increased
by both a multiple increase in the amplitude of the output current of the CP and a change in the impedance
ofthe LF [1-3, 5, 6, 15, 18—22]. The bandwidth can be increased with or without loop stability. After the
PLL reaches a small phase error, the bandwidth is restored to its reference value.

Fig. 2 shows the block diagrams of the 2" order LF with the capability of reducing the resistance
Rz in the coarse accelerating control at the initial stage of TP [1, 6, 22]. The LF has zero and pole fre-
quencies and is an inertial proportional-integrating element in the PLL. The RZC S performs frequency
correction of the PLL to create the required phase margin and damping the fluctuations of TP. The LF
has a maximum phase margin of up to —90° at the frequency that is the geometric mean of the zero and
pole frequencies. When designing a PLL, the goal is for the open-loop unity gain frequency to be equal
to this geometric mean frequency.

When the output current of the CP increases by a factor of K, the resistance R , is reduced by the square
root of K to preserve the reference phase margin. This will also increase the bandwidth to the square root
of K'[2, 3, 19].

The resistances R, and R
SW |, are calculated as

,,» taking into account the residual resistance RSW1 of the closed switch

1
Rzz = E(RZL - RZF + \/(RZL - RZF ) (RZL - RZF + 4RSW1 ) ) ’
R, =Ry — Ry,
where R, is the required R, in phase control (switch SV is open); R . is the required R, in coarse acce-
lerating control (switch SW | is closed).
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Fig. 2. Block diagrams of the 2™ order LF with the capability to reduce the resistance R,
a — series connection of C, and C; b — parallel connection of C,and C,

The increasing overshoot of TP imposes limitations on increasing bandwidth in coarse accelerating
control. However, to further accelerate the adjustment of the control voltage of the VCO, a further increase
in the amplitude of the output current of the CP is required. To accelerate the recharge of the LF capaci-
tors, in [5, 20] it is proposed to use an augmented set of amplitudes of the output current of the CP.

The method consists in shunting the resistor RZ, synchronization of the counting start in the FD by
the F, . signal, and anticipatory exit of the PLL from the coarse accelerating control. This method allows
increasing the output current of the CP and at the same time precluding large overshoot of TP.

The simultaneous increase in the output current of the CP and the shunting of Rz cause the loss of sta-
bility of the PLL [6, 23]. In this case, at the moment when the PLL exits the coarse accelerating control,
the voltage of the capacitor C »at the LF of Fig. 2a is about zero, and at the LF of Fig. 25 it coincides with
the voltage of the capacitor C ,» Which improves the initial conditions for damping the fluctuations of TP
by the RZC _ circuit when the PLL returns to phase error control.

Synchronization of the counting start in the FD by the F #z Signal contributes to the creation of fa-
vorable phase relations between the I rip and F p Signals at the time of comparing their periods in the
PFD [7, 14].

The anticipatory exit of the PLL from the coarse accelerating control is similar in effect to the differ-
ential component and is used to prevent large overshoot of TP due to the inertia of the PLL caused by the
presence of a FD in the feedback. The anticipatory exit is realized by dividing the £, ., frequency in the
FD by a factor greater or less than the required NV in the steady state, depending on what action (Up or Dn)
the PLL is under.

Thereby, simultaneous and fast change in the control voltage V., and a timely exit of the PLL from
the coarse accelerating control is ensured when the output frequency of the VCO reaches a value close to
the required one.

Also, other methods are used to accelerate the tuning of the control voltage cho at the initial stage
of TP. For example, the use of an additional CP connected directly to the capacitor CZ, and the ratio of
the current of the additional CP to the main one equals the ratio of the capacitances C , to C »12,24]. In
[25], the connection of a voltage repeater to be switched off in parallel to the resistor R, is considered. The
repeater input is connected to the cho circuit and, thereby, in the coarse accelerating control, the entire
current of the CP is spent on recharging the capacitor C P

The block diagrams of the 2" order LF with additional switches SW, shown in Fig. 2 are functionally
equivalent to the diagrams shown in [26], where the PLL additionally contains units for detecting the
synchronism in frequency and in phase. The control algorithm for switches S Wl and S W2 is as follows.
At the beginning of TP, the FD and the PFD are reset to the initial state, the switches SW, and SW,
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are closed and the output current of the CP is increased. As a result, a high speed of VVCO voltage adjust-

ment is achieved. After detecting that the frequencies F' o and F Ly are close, the switch S W2 is opened,
the PFD and the PFD are reset to the initial state again, while the increased value of the output current of
the CP remains. At the same time, the damping effect emerges and the PLL tries to eliminate the phase
error. After detecting that the phases F' rppand F L are close, the switch S W1 is opened, the PFD and FD
are reset again to the initial state, and the output current of the CP is returned to the reference value.

The requirements to further reduce the initial stage of TP lead to the combined use of a VCO preset and

bandwidth increase, as, for example, in [27].

>

Research of algorithms for pulse phase-frequency detectors with saturation states

It is known that the dynamics of TP of frequency adjustment in the PLL when using coarse accelerating
control largely depends on the algorithm for generating output control signals of the PFD. The simplest
PFD has three states: two phase control states and a neutral retention state [1—3]. To implement coarse
accelerating control, PFD with five or more algorithm states are used.

Fig. 3 shows the algorithms for PFD presented in [28—31]. The state designated as Off refers to the
retention of charge on the capacitors of the LE. The LF capacitors are recharged in the groups of Up
and Dn states. In phase control and with the alternating sequence of the F' e and F 1y Signals, the PFD
switches between the Up (B) or Dn (F) states and the Off state (4). The condition for changing the state
of the phase control is the change in the sign of the phase error of the F’ rpe and F oy Signals. Coarse
accelerating control in the PLL is carried out when the PFD is in saturation states, designated as Fast.

For all the algorithms shown, switching to the saturation states is carried out after the arrival of the
second F,or I, pulse in a row, i.e., when the phase error of the F,, . and F  signals increases by
more than * 27 radians. The conditions and direction of exit from the saturation states are different for the
shown algorithms. Since the algorithms are symmetrical about the Off state, only the exit from the satura-
tion state of the Up action is considered in detail.

For all algorithms, when the first /. pulse arrives, switching to the state of the phase control of the Up
action is carried out. After the second consecutive impulse R SWitching to the Fast state is carried out.
Outside of this, the algorithms differ from each other.

For the algorithm in Fig. 3a, when a single pulse /', arrives, the Up state remains, but the PFD leaves

the Fast state. Only two consecutive F' oy Pulses in the interval between two F #z Teturn the PED to the
Off state. With a large error between the ', __and I frequencies, this algorithm precludes beats in the

control (phase slip cycles), but periodicalhfa filipsables ch]g coarse accelerating control.

For the algorithms of Fig. 3b, ¢, d, it is typical that one incoming F' 1y bulse doesn’t bring the PFD
out of the Fast state. For the algorithm in Fig. 3b, the second consecutive F y Pulse in the interval be-
tween F, . pulses switches the PFD to the state of phase control, with the opposite action Dn. For the
algorithm in Fig. 3¢, the second consecutive F 1y bulse between F oz Pulses returns the PFD to the Off
state. For the algorithm in Fig. 3d, the second consecutive F’ oy Pulse between F i Pulses switches the
PFD to the state of phase control, with the opposite action Dn, and the alternate arrival of the F’ REF and
F,, pulses returns the PFD to the Off state.

In terms of the theory of automatic control, the considered PLL is a pulse stabilization system, in which
regulation is carried out by signals with pulse-width modulation. In addition, the considered PLLs have
elements with variable parameters (CP + LF) and nonlinear correction (PFD) with complex algorithms
for conditions and directions of exit from saturation states. These circumstances make the analytical study
of the characteristics of the TP very difficult. Thus, mathematical modeling is widely used to study the TP
characteristics in the practice of designing such PLLs. In this paper, the simulation was carried out in the
Simulink environment [2, 32, 33].

To study the efficiency of the considered algorithms of the PFD for accelerating the initial stage of TP,
the simulation of setting the output frequency F' vco from a zero initial value for three control conditions
when the PFD was in the Fast states was carried out:
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+ without using acceleration, i.e. without changing the specifications of the PLL elements;

» with acceleration by increasing the bandwidth by 2 times, i.e. increasing the output current of the
CP by 4 times and reducing the resistance Rz by 2 times;

» with acceleration by increasing the output current of the CP by 10 times, reducing the RZ, using the
synchronization of the FD by the pulses F' #i @Nd anticipatory exit from coarse accelerating control.

In the simulation, the PLL was used with the following characteristics: input frequency 1 MHz, output

frequency 100 MHz, bandwidth 100 kHz, phase margin 60°.
Results of frequency setting TP simulation

TP simulation diagrams of setting the output frequency to 100 MHz from the initial value of zero are
shown in Fig. 4—6. From the diagrams, it is possible to draw conclusions about the control at different
stages of TP, quantify the overshoot and duration. Common to all diagrams is that on the second cycle of

the F’ - Signal, i.e., when the phase error exceeds +27 radians, the PLL switches to the coarse accelerating

control, which is designated by the Fast signal.

a) Dn Lo Up
Fast : : Fast

Fpy REF
'F - Fow 'F - Fow Frer - ' e Frer - '
REF > REF > ¢ DIV ¢ DIy

b)

Fpy Frer
F D[V< : >< o @ = » ‘ Frer

F DIV
F REF

REF
' FI)/V FREF ' FREF

Fig. 3. Algorithms of PFD: a — [28, 29]; b — the first embodiment in [30];
¢ — the second embodiment in [30]; d — [31]
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Fig. 4. TP diagrams of setting the frequency F, ., without changing the specifications
of the PLL elements in Fast mode when using the PFD of works: a — [28, 29];
b — the first embodiment in [30]; ¢ — the second embodiment in [30]; d — [31]

Fig. 4 shows the TP diagrams of setting the output frequency F vco Without changing the specifica-
tions of the PLL elements when the PFD was in the states Fast. All TP diagrams have overshoot. Refer
to Fig. 4a. After switching the PFD to the Fast state, the pulses FD[V that begin to arrive periodically
switch the PFD to phase control, but this doesn’t affect the slew rate of the output frequency F'_._since

the PFD remains in the Up state. In Fig. 4b,c, until a small frequency error is reached, the Iggsot state
isn’t reset and, therefore, the slew rate of the output frequency F vco coincides with that in Fig. 4a. For
the diagram in Fig. 4d, even before the small error in frequency F' vco 18 reached, the PFD periodically
switches to the Off state, which slows down the initial stage of TP. This circumstance is due to the pecu-
liarity of the algorithm used in Fig. 3d, which consists in the fact that with alternate arrival of pulses F' -
and F o the PED performs premature exits from the Fas? state to the Off state even before reaching a
small frequency error.
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After the final exit from the Fast state, the PFD switches between the states of phase control. For
Fig. 4a,c, the diagrams of the stages of the end of TP coincide. For the diagram in Fig. 45, after exiting the
Fast state, the beginning of the process of setting the frequency F vco 18 the most optimal in comparison
with other diagrams. This is due to the fact that when leaving the Fast state, the PFD switches to the op-
posite action Dn of phase control.

Fig. 5 shows TP diagrams with bandwidth doubled when the PFD is in the Fast states. In this case, the
slew rate of the control voltage V', . , and, consequently, the slew rate of the value of the output frequency

rco?

F,.,» are quadrupled in comparison with Fig. 4.

For the diagram in Fig. 5a, even before the small error in frequency F' vco s reached, single pulses
F oy femove the PED from the state Fast, while remaining in the Up state. The premature exit from the
Fast state decreases the resulting slew rate of the F vco frequency. It is clear that until the vicinity of the

required frequency is reached, the coarse accelerating control must operate continuously. For the dia-

a) b)
120
100 100
T =
=Nl =
C & S
59 <3

an}-
20
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0 1 2 3 4 5 0 1 2 3 4
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Fig. 5. TP diagrams of setting the frequency F, ., with bandwidth doubled
in Fast mode when using the PFD of works: a — [28, 29];
b — the first embodiment in [30]; ¢ — the second embodiment in [30]; d — [31]
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grams of Fig. 5a,b,c, the increased overshoot, in comparison with the diagrams of Fig. 4, is due to the
fact that the bandwidth is increased, but anticipatory exit from the Fast mode isn’t used. Small overshoot
of the diagram in Fig. 5d is due to the periodic premature exit of the PFD from the Fast state. However,
in this case, the rate of rise of the frequency cho decreases.

Fig. 6 shows the diagrams of TP, where in the Fast state, an increase in the output current of the CP

by 10 times, reduction of the R, synchronization of the start of counting in the FD by pulses /', .. and

>

REF
anticipatory exit from coarse accelerating control are used. The Syrnh signal shows the moments of syn-
chronization of the start of counting in the FD.

In the Fast state, the slew rate of the control voltage V.., and therefore the value of the output frequen-
cy F

veor increase 10 times compared to Fig. 4 and 2.5 times compared to Fig. 5.

Synh ;”“”H””H”“ .............. 1 Synh ;””Hl .............. ]
9 | “ d) | K

1] 1 2 3 4 5 0 1 2 3 4

5
Time offset: 0 %10 Time oftzet: 0 w10

Fig. 6. TP diagrams of setting the frequency F, ., where in the Fast state a 10 times increase

rco’
in the CP output current, reduction of the R, synchronization of the FD
and anticipatory exit from the Fast states are used with PFD of works: a — [28, 29];

b — the first embodiment in [30]; ¢ — the second embodiment in [30]; d — [31]
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For the diagrams of Fig. 6a as well as for the diagrams of Fig. 4a and Fig. 5a, the periodic premature
exits of the PFD from the Fast state slow down the initial stage of the TP. The diagrams of Fig. 6b,c,d re-
main in the Fast state until the PLL reaches a small error.

The TP characteristics of Fig. 4—6 are summarized in Table 1. The duration of TP is given in the num-
ber of F, . clocks.

Table 1
The TP characteristics of Fig. 4—6
TP duration of F, setting (in F,, clocks)
Figure TP overshoot, % with an accuracy
5% 1% 0.1%
4a 15.9 92 120 172
4b 13.5 63 104 153
4c 15.9 92 120 172
4d 10.4 79 123 172
Sa 24.4 53 97 144
5b 33.6 42 86 135
S¢ 33.6 49 94 141
5d 9.5 44 89 140
6a 26.4 51 95 144
6b 1.32 7 37 87
6¢ 12.0 21 65 117
6d 9.2 19 64 114

Since the algorithms don’t differ from each other when they are in phase control (switching between
states A, B, E), then the durations of the TP of setting the frequency F,., from an accuracy of 1 to 0.1 %
are practically identical and on average are 50 clocks. For the diagrams of Fig. 5 and 6, the duration of TP
from an accuracy of 5 to 1 % takes on average 44 clocks, except for Fig. 6b. This difference is due to the
fact that the overshoot of the TP in Fig. 65 is initially less than 5 % and the entry into this error range begins
when the PFD is still in the Fast state. As a result, the diagram in Fig. 65 shows a close to optimal resulting
TP, the minimum overshoot, and therefore, the total duration of the TP.

Based on the simulation results, the following conclusions can be drawn:

1. Without the use of an accelerating action at the initial stage of TP, none of the algorithms has a sig-
nificant advantage. However, the algorithm in Fig. 36 looks preferable due to more efficient elimination of
the error immediately after exiting the Fast states.

2. In case of accelerating by means of doubling the bandwidth, the TP using the algorithm in Fig. 35
also has an advantage, despite significant overshoot (more than 30 %).

3. The third considered method of accelerating the initial stage of TP is carried out by increasing the
output current of the CP by 10 times, reduction of the Rz, synchronizing the start of counting in the FD
by pulses ' #i and anticipatory exit from coarse accelerating control. In this case, the behavior of the TP
using the algorithm in Fig. 3 already shows a significant advantage.

Conclusion

A common way to reduce the duration of TP in a PLL is to use an accelerating action until the PLL
reaches a small error and, at the same time, to minimize overshoot. To determine the moment when the
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accelerating action is turned on and to eliminate the phase slip cycles, PFD are used, which have saturation
states when the phase error of the reference frequency and the feedback frequency exceeds 27 radians.

The algorithms of PFD presented in [28—31] are considered. To compare the efficiency of the algo-
rithms of PFD, TP were simulated for conditions without acceleration and using two acceleration methods
in saturation states of PFD (that is, in Fast states).

It is shown that without changing the specifications of the elements of the PLL in saturation states,
none of the algorithms has any significant advantage. When changing the specifications of the elements of
the PLL, the algorithm, which, upon exiting the saturation states, goes into phase control of the opposite
action, immediately after exiting the saturation states has more effective error elimination and, therefore,
a more optimal resulting TP.

Since the algorithms differ only in the conditions and direction of exit from the saturation state, these
differences will appear only at the stage when the PLL eliminates large errors. After that, the duration of
the TP depends on the initial overshoot and the required accuracy of setting the output frequency. There-
fore, the more precise the setting of the output frequency is required, the less is the relative difference in
the duration of TP for the considered algorithms and acceleration methods when the PFD is in a state of
saturation.
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Annoramusa. CMecuTeNnb SBISETCS OCHOBHBIM OJIOKOM TpaKTa IepeaaTiMka M BO MHOTOM
omnpeneseT JUHeHHOCTh MepeaaTyrika B 1ejJoM. PaccMoTpeHa MeToauKa MOBbILIEHUS JTUHEH-
HOCTM cMecuTelsl [Mapbepra 3a cueT MCMoJb30BaHUsI HECKOJBKHUX TMapaljieIbHO BKIIOYEHHBIX
nuddepeHIMaTbHBIX TIap JUIST YMEHbBIICHUS 3aBUCUMOCTH IePeJaTOYHO MPOBOJNMOCTH OT aM-
IUIMTYABI BXOTHOTO CUTHaMa. B Xoe nccinenoBaHus pa3padoTaHbl ¥ TPOMOICIMPOBAHEI CMECH-
Tenp [MmpbepTa ¢ ABYMST MapajieibHO BKIIOUEHHBIMU OudbdepeHIINaIbHBIMI TTapaMid U CMe-
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CXEeMOTEXHUUYECKUX PEelIeHUs] TPOAEMOHCTPUPOBAIM yBeaudeHue napamerpa OIP3 1o cpaBHe-
HUIO CO CTaHAapTHOM cxemoii [unboepra. [1pu pa3zpaboTke MCIoOIb30BaIach OUOJIMOTEKA KOM-
TMOHEHTOB, BBIMOJHEHHAs Mo Si-Ge TeXHOJI0TUU ¢ MPOoeKTHOU HopMmolt 130 HM; aHamU3 paboThI
npoBoauicst B CAITP Advanced Design System. [TosryueHHBIE pe3yabTaThl MOTYT TPUMEHSITHCS
IIpu pa3padboTKe CMECUTENIS B COCTaBe IMPUEMO-TIepenaioleil CUCTEMBI, KOTAa HEOOXOIMMO BbI-
MOJTHEHUE BHICOKMX TPeOOBAaHUI MO YPOBHIO HEJIMHEMHBIX MCKAXKEHUI.
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Introduction

Frequency mixer is one of the key blocks in radio frequency paths of receivers and transmitters, with
its functional parameters determining the performance of the radio frequency path as a whole. A good
example of this is wireless communication systems for the civil use, which should demonstrate enhanced
functional parameters as the working frequency range is limited, while the simultaneous number of com-
munication channels belonging to this range is growing. In this case, there are special requirements posed
to the linearity characteristics of the up-conversion mixer, because the neighboring channels may overlap
due to intermodulation distortions leading to degradation of the communication quality. This paper is de-
voted to the development of an up-conversion mixer with high linearity for the Ku frequency band.

The purpose of this article consists in designing a high-linearity up-conversion mixer. To achieve this
goal, the paper solves the following tasks: development of the circuit diagram for the high-linearity mixer;
simulation of the circuit diagram for the high-linearity mixer; comparison of the modified Gilbert cell
mixer with the parameters of the standard Gilbert cell mixer.

Gilbert cell

To realize the high-linearity mixer, we chose Gilbert cell circuit as a prototype [1—6]; its diagram is
presented in Fig. 1. A mixer of the Gilbert cell circuit has double balanced structure, which allows cance-
ling parasitic harmonics at the input signal frequency, local oscillator frequency and direct-current com-
ponents [7, 8].

© MaHoBuuMH H.E., banawos E.B., 2021. U3aaTenb: CaHKT-MeTepbyprckuii NOAMTEXHUYECKUI yHBEpeUTET MeTpa Benvkoro
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Fig. 1. Circuit diagram of Gilbert cell

We assumed the following operation mode of the mixer: four upper transistors V'T1—VT4 work in the
large-signal mode; the differential pair (V'T5, VT6) works in the small-signal mode. In this mode, the
output signal voltage of the mixer has the form:

vrr () ==iour ()R, =R Iryy tanh(;g jx sto(1)s
T

where s, (#) = £1 — local oscillator signal; v, — voltage of the desired input signal at the intermediate fre-
quency; R , — ohmic part of load impedance; ¢T = 26 u¥V — thermodynamic potential at 7= 300 K. After
analyzing the expression, we can see the local oscillator signal s, ,(#) ensures the current switching bet-
ween two arms and is not the source of non-linearity; the voltage of the desired signal v,.(?) is an argument
of a non-linear function, which describes the output signal of the differential pair. Thus, as the linearity
parameter of the differential pair increases, so does the overall linearity of the mixer, and as a result the
non-linear distortions decrease.

Multi-tanh principle

The task of enhancing the linearity of the differential pair is achieved by means of introducing the so-
called multi-tanh principle to the Gilbert topology [9—12]. The circuit realization of this principle lies in
parallel connection of N differential pairs to the input and the output. Each pair is characterized by co-
efficient of proportionality 4 = A /A,, where A and 4, are the areas of the base-emitter p—n junction of
the first and the second transistors in the differential pair, and the value of the differential pair biasing cur-
rent. Using transistors with different emitter areas, we can change the input voltage providing maximum
transconductance of the differential pair. The transconductance function of the differential pair depending
on the input voltage for this case has a form:

v y_dlour _ Tegp 42 (Viv +AVpr)
gm( IN)_d =5 S¢C >

VIN ¢T d)T
where AVBE — difference between base-emitter voltages of the differential pair transistors; V), — voltage
of the input differential signal; /,, — bias current of the differential pair; d)T — thermodynamic potential;
1 our — differential current at the differential pair output. The A VB - voltage defines the ¥V, voltage at which

5

31



4Circuits and Systems for Receiving, Transmitting and Signal Processing >
I

= =Transconductance of diff. pair 1
= =Transconductance of diff. pair 2
Transconductance of diff. pair 3
=Transconductance of diff. pair 4
== Resultant transconductance

Fig. 2. Resultant transconductance function depending on input voltage

the transconductance of the differential pair reaches its maximum. With the parallel connection of N dif-
ferential pairs, the resultant transconductance is composed of the transconductances of each differential
pair. If the maxima of the transconductances of the differential pairs are achieved at different values of the
input signal, then a decrease in transconductance of one differential pair is compensated by an increase
in another pair. This smooths the dependence of the resultant transconductance in a certain range of the
input voltage reducing non-linear distortions. Fig. 2 shows this effect for a case of N = 4.

Development and modeling of the mixer circuit diagram

In the course of the study, we carried out a comparative analysis of the circuits of up-conversion mixers
with and without the use of the multi-tanh principle. For this, we developed and modeled three mixer cir-
cuits: a conventional Gilbert cell and mixers with two and three differential pairs. The parameters of great-
est interest that were obtained during the simulation are the point of intersection of the linear dependences
of the output powers of the fundamental component and third-order intermodulation distortion (OIP3)
[13—15] and the bias current value of the differential pair. The OIP3 parameter is calculated by analyzing
the power of the fundamental tone at the ®,,. frequency and the power of the third-order intermodulation
distortion in the output signal when a two-tone signal is supplied to the mixer input. For comparative
analysis, all topologies have the same supply voltage VEE = 3.3V, the ohmic part of the load impedance
R =100 Ohm, and the bias current of each differential pair.

At the first stage of development, we built and simulated a standard Gilbert cell circuit. The perfor-
mance indicators of the classical Gilbert cell are presented in Table 1. As a result of the DC analysis of the
circuit, the transconductance function g was obtained in dependence on the input signal voltage V. The
resulting dependence shown in Fig. 5 corresponds to the mathematical description of a standard differen-
tial pair. The linear properties of the mixer are characterized by a point value of O/P3 = 2.3 dBm.

At the second design stage, we developed another mixer circuit by introducing two differential pairs
connected in parallel. Each differential pair carries a bias current of / = 2-4 mA, which is equal to the
bias current of the differential pair in the classical Gilbert cell. We chose 32 as the ratio of the emitter areas
A of the differential pairs transistors. The circuit diagram of the resulting mixer is shown in Fig. 3.

The bias voltages of the transistors of the differential pairs were determined using optimization accord-
ing to the criterion of maximizing the OIP3 parameter. The resulting function of the transconductance
of the NPN differential pair in dependence on the input voltage was obtained after the DC analysis, the
results are shown in Fig. 5. The curve is characterized by two distinct maxima of the transfconductance
corresponding to each differential pair; we can observe that the region of a relatively weak change in the
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Fig. 3. Circuit diagram of mixer with two differential pairs

value of the transconductivity g, isexpanding, which indicates an increase in linearity. The linearity of this
mixer after analysis with a two-tone signal is O/[P3 =7.71 dBm.

At the third stage, we designed an um-conversion mixer circuit employing three differential pairs con-
nected in parallel at the input and output. The circuit diagram of the developed device is shown in Fig. 4.

In the presented diagram, the left and right differential pairs have a coefficient of proportionality of the
emitter areas A = 32, due to which the voltage A VB 1S approximately equal to 200 mV, the central differen-
tial pair is formed by transistors with the same emitter area, due to which the maximum transconductance
is achieved at zero input voltage. The resulting transconductance function depending on the input signal
is shown in Fig. 5.

The function is characterized by a relatively flat transconductance section for the amplitude of the
input signal in the range of AV[N = 500 mV. The bias current of the outermost differential pairs is the
previous value of /., = 2.4 mA. The bias current of the middle differential pair has been slightly in-
creased to 2.65 mA to reduce the ripple of the gm(V,N) function, which further improves linearity. The
indicator of the level of nonlinear distortion O/P3 = 8.81 dBm.

Fig. 5 shows the transconductance functions g_m versus the input signal voltage V]N for the three de-
veloped mixer topologies. The graph clearly shows the extension of the input voltage range V]N, in which
the transconductance g changes relatively slightly, as the circuitry solution becomes more complex: from
turning on an ordinary differential pair to turning on three parallel differential pairs. The results of the
three mixers are shown in Table 1.
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Table 1
Results of mixers modeling
Vi V OIP3,dBm G, dB 1> MA
Standard Gilbert cell 33 2.3 9.2 2.38
Mixer with two diff. pairs 33 7.71 5.39 4.76
Mixer with three diff. pairs 3.3 8.81 4.88 7.14

Conclusion

The results show a 6.51 dB improvement in O/P3 with a three differential pair mixer and 2.41 dB with
a two differential pair mixer. With an increase in the degree of linearity, there is a natural decrease in the
conversion gain; for a circuit with three differential pairs, the gain dropped by 4.32 dB. As the circuitry
becomes more complex, the total mixer current increases, which is determined by the sum of the bias cur-

rents /,, - of each differential pair.

REFERENCES

1. Rogers J., Plett C. Radio frequency integrated circuits design. London: Artech House, 2003. 431 p.

2. Ellinger F. Radio frequency integrated circuits and technologies. Berlin: Springer, 2007. 518 p.

3. Korotkov A.S. Signal detection and processing decices. Microelectronic radio frequency devices in telecommu-
nication systems receivers. St. Petersburg: Polytechnic University Publishing House, 2010. 223 p. (rus)

4. Tietze U., Schenk Ch. Semiconductor circuitry, 12" ed. Moscow: DMK Press, 2007. Vol. 2. 942 p. (rus)

5. March S. Practical MMIC design. Norwood: Artech House, 2006. 378 p.

6. Razavi B. RF microelectronics. USA: Prentice Hall, 2012. 916 p.

7. Ricketts D.S. Double balanced mixer theory, 2015. Available: https://rickettslab.org/bits2waves/design/
mixer-discrete/mixer-discrete-theory/ (Accessed: 02.10.2020).

8. Switching mixers. Analog/RF IntgCkts, 2014. Available: https.//analog.intgckts.com/rf-mixer/single-end-
ed-switching-mixer/ (Accessed: 07.10.2020).

9. Gilbert B. The multi-tanh principle: A tutorial overview. /EEE Journal of Solid-State Circuits, 1998,
Vol. 33, No. 1, Pp. 2—17.

10. Jubaid Qayyum A., Albrecht J., Cagri Ulusoy A. A compact 24-32 GHz linear up-converting mixer with
-1.5 dBm OP1dB using 0.13-pum SiGe BiCMOS process. [EEE 19" Topical Meeting on Silicon Monolithic Inte-
grated Circuits in RF Systems (SiRF), 2019, Pp. 440—444.

11. Levinger R., Sheinman B., Katz O., Ben-Yishay R., Carmon R., Mazor N., Bruetbrat A., Elad D., Soch-
er E. A 71-86 GHz multi-tanh up-conversion mixer achieving +1 dBm OP1dB in 0.13-um SiGe Technology.
IEEE MTT-S International Microwave Symposium, 2014, 4 p.

12. Comeau J., Cressler J. A 28-GHz SiGe up-conversion mixer using a series-connected triplet for higher
dynamic range and improved IF port return loss. IEEE Journal of Solid-State Circuits, 2006, Vol. 41, No. 3,
Pp. 560—565.

13. Gilbert Cell Mixer Design Tutorial. Academia, 2012. Available: Attps.//www.academia.edu/30916548/
Gilbert Cell Mixer Design Tutorial. (Accessed: 20.02.2021).

14. Harmonic Balance for Mixers. Agilent Techbologies, 2008. Available: Aftp://literature.cdn.keysight.com/
litweb/pdf/ads2008/cktsimhb/ads2008/Harmonic_Balance for Mixers.html. (Accessed: 05.09.2020).

35



4Circuits and Systems for Receiving, Transmitting and Signal Processing >
I

15. Balashov E.V., Pasquet D., Korotkov A.S., Bourdel E., Giannini F. Automatization of compression point
1 dB (CP1dB) and input 3" order intercept point (IIP3) measurement using LabVIEW platform. International
Symposium on Signals, Circuits and Systems, 2005, Pp. 195—198.

THE AUTHORS / CBEAEHUA Ob ABTOPAX

Panovitsin Nickita E.
ITanoBunun Hukura EBrenneBua
E-mail: panovitsyn88@gmail.com

Balashov Evgenii V.
Bbanamos Esrennii Bianumuposuy
E-mail: balashov_ev@mail.ru

The article was submitted 30.11.2021; approved after reviewing 15.12.2021; accepted for publication
22.12.2021.

Cmamws nocmynuna 6 pedaxyuro 30.11.2021; odobpera nocae peuenzuposarus 15.12.2021; npuusma k
nyoaukayuu 22.12.2021.

36



Computing, Telecommunication and Control, 2021, Vol. 14, No. 4, Pp. 37-51.
4V|Hd)OpMaTVIKa, TeneKoMMyHuKaumm u ynpasnenue. 2021. Tom 14, N2 4. C. 37-51.

System Analysis and Control
CUCTEMHbIN aHaNM3 U yrnpaBieHne

Research article
DOI: https://doi.org/10.18721/]JCSTCS.14404
UDC 519.8

CONTROL OF THE SPECTRUM
OF LYAPUNOV CHARACTERISTIC EXPONENTS
IN NONLINEAR LARGE-SCALE SYSTEMS

V.N. Shashikhin' 2, S.V. Budnik?, K.O. Golovina?

123 peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation

B shashihin@bk.ru

Abstract. The article deals with the control problem for a large-scale nonlinear system with
chaotic dynamics based on a centralized and decentralized controller structure. The control
is based on the feedback principle, which makes it possible to implement in a closed system a
given spectrum of Lyapunov characteristic exponents to suppress chaotic dynamics and transfer
the system to stable periodic movements or to a state of equilibrium. To change the spectrum, a
modal control procedure is proposed, generalized for nonlinear large-scale systems. An example
of the application of this technique to suppress chaotic oscillations in a system consisting of three
synchronous generators is considered. Computational experiments confirm the workability of
centralized and decentralized management. The article considers the use of the proposed method
for the synthesis of decentralized control through the example of a system consisting of three
synchronous generators. The results of the study confirmed the suppression of chaotic oscillations
and the provision of a regular mode in a closed system. The advantage of the proposed decentralized
control is the reduction of computational costs for the synthesis and implementation of control
systems for large-scale systems.

Keywords: nonlinear large-scale systems, deterministic chaos, control of the spectrum of Lyapunov
characteristic exponents, modal control, Sylvester’s matrix algebraic equation

Citation: Shashikhin V.N., Budnik S.V., Golovina K.O. Control of the spectrum of Lyapunov
characteristic exponents in nonlinear large-scale systems. Computing, Telecommunications and
Control, 2021, Vol. 14, No. 4, Pp. 37—51. DOI: 10.18721/JCSTCS.14404

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.org/
licenses/by-nc/4.0/).

© Shashikhin V.N., Budnik S.V., Golovina K.O., 2021. Published by Peter the Great St. Petersburg Polytechnic University



4 System Analysis and Control

Hay4dHas cTaTbs
DOI: https://doi.org/10.18721/]JCSTCS.14404
YOK 519.8

YNPABJNTIEHUE CMNEKTPOM
XAPAKTEPUCTUYECKUX MOKA3ATEJIEM JIAMYHOBA
B HEJIMHEUHbIX KPYMHOMACLUTABHbIX CUCTEMAX

B.H. llawuxuHn' B, C.B. bydHuk?, K.O. lonoBuHa?

123 CaHKT-MNeTepbyprckuii NnonnTeXHUYECKUin yHnsepcuteT MNetpa Benunkoro,
CaHkT-NeTepbypr, Poccuitickaa Pepepauma

B shashihin@bk.ru

AnHoTanmusa. PaccMoTpeHa 3amava yrpaBlieHUs HEJIMHEHHOM KpyITHOMAaCIITaOHOM CUCTeMOIA
C XaOTUYECKOW NUHAMMUKOW Ha OCHOBE LIEHTPAJIM30BAHHOW U JACLEHTPAJIU30BAHHON CTPYKTY-
pbI peryyustopa. YrnpaBjieHUe CTPOUTCS MO MPUHILIMITY OOpaTHOM CBSI3U, MO3BOJISIONIEH peain-
30BaTh B 3aMKHYTOU CHUCTeME 3alaHHBIN CIEKTP XapaKTepPUCTUUYECKUX MoKa3aTeneit JIssmyHoBa
IIJISI TIOJABJICHUST XaOTUIECKOM TUHAMMWKHU M TIEPEBOJ CUCTEMBI K YCTONIUBBIM IIEPUOINIECKIM
IBVDKCHUSIM WUIM B COCTOSTHME paBHOBecus. JIJIst M3MeHEHUs CIIeKTpa MpemiokeHa Ipolieaypa
MOJAJbHOTO yIpaBJeHUs, 0000IIeHHAs ISl HEIMHEHHBIX KPYITHOMACIITaOHBIX cucTeM. Omu-
CaHO MCIOJIb30BaHKE MpeaaraéMoil MeTOAMKU CHUHTEe3a NeleHTPAJIM30BaHHOTO YIIpaBJIeHUS Ha
MpUMepe CUCTEMBbI, COCTOSIIIEN U3 TPEX CUHXPOHHBIX TeHEpaTOPOB. Pe3ynbraThl Mccae1oBaHUS
MOJATBEPIVIIU MOIaBJICHUE Xa0TUUECKUX KOJIe0aHU 1 oOecrieyeHre B 3aMKHYTOI CUCTEME peTy-
JIIPHOTO pexXuMa. [IpenMyIiecTBo MmpeajiaraceMoro IeeHTPaIN30BaHHOTO YIIPABICHUSI COCTOUT
B YMCHBIIICHNN BBIYMCIUTEIBHBIX 3aTpaT Ha CUHTE3 M peajn3alliio CUCTEeM YIIPaBICHUS KPYII-
HoMacIITaOHBIMU cucTeMaMu. CHHTe3MpOBaHHAsI 00paTHasl CBSI3b 0OecIieYyrBaeT MOIaBICHIE
XaOTUYECKUX KOoJIeOaHMi1 He B Majioii 00J1acT (ha30BOro MPOCTPAHCTBA, a B 00JIaCTH CYILECTBO-
BaHUS pellIeHUs ypaBHEHU I TMHAMUKY HEJIMHEWHON CUCTEMBI.

Kirouesbie ¢j10Ba: HeIMHEHHbBIE KPYITHOMACIITAOHbIE CUCTEMBI, IeTEPMUHUPOBAHHBIIA Xa0C, yIIpaB-
JIEHHE CIIEKTPOM XapaKTepUCTUUECKMX ToKa3zartesieil JIsimyHoBa, MoaabHOE yIIpaBlIeHUe, MaTpUd-
Hoe airedpanyeckoe ypaBHeHUe CHibBecTpa

Jlna murupoBanms: Shashikhin V.N., Budnik S.V., Golovina K.O. Control of the spectrum of Lya-
punov characteristic exponents in nonlinear large-scale systems // Computing, Telecommunica-
tions and Control. 2021. T. 14, Ne 4. C. 37—51. DOI: 10.18721/JCSTCS.14404

CTtaThst OTKPHITOTO A0cTyna, pactipoctpansiemas mo jutieHaun CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

One of the most important problems in the modern theory of nonlinear systems is the development of
methods for the analysis and synthesis of controls for chaotic dynamics. Systems of this class are of interest
not only because of the abundance of new mathematical problems but also in connection with the broad
applications of the theory of control of chaotic systems in solving practical problems. In some systems, the
modes of deterministic chaos are useful, for example, in cryptography [1, 2], for others — harmful (vibra-
tions of various structures [3, 4], chaotic oscillations in power systems [5, 6]). Therefore, one of the most
important tasks of the theory of nonlinear dynamic systems is the development of methods for controlling
chaos [7-9].

At present, approaches based on the development of methods of the theory of automatic control are
used to solve control problems in nonlinear systems with deterministic chaos. Papers [10, 11] consider
the application of the method of analytical design of aggregated controllers to the synthesis of nonlinear
systems with chaotic dynamics. The synthesis of adaptive control as applied to systems of this class is pre-
sented in [12].
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The study of chaotic regimes in electric power systems is considered in works [13, 14]. The synthesis of
stabilizing control in small energy systems is considered in [15, 16]. The work [17] is devoted to the elimi-
nation of voltage and frequency deviations and the suppression of chaotic oscillations in electrical systems.
Robust stabilization as applied to power systems was proposed in [18].

The method of decentralized control of large-scale linear systems is considered in [19, 20]. Methods
for suppressing and amplifying chaos based on modal control generalized for nonlinear systems are pre-
sented in [21]. This paper is devoted to the suppression of chaotic oscillations using decentralized control
in large-scale nonlinear systems. Large-scale systems are understood as systems that: are described by
differential or difference equations of high dimension; consist of subsystems that interact with each other.

Formulation of the problem of distributed control of nonlinear large-scale systems

Mathematical model of a nonlinear system. Let the disturbed motions of a nonlinear dynamic object
be described by a vector differential equation:

)'c(t):dx(t)/dt:(p(x(t),u(t)), x(0)=x,, (1)
where x(t) e R" is a state vector, u(t) e R" is a control vector, m < n, (p(x(t), u(t)) = ((pi (x(t),

u(t)))n 1 is a vector function, @, (x(t), u(l)) are real functions that are defined and continuous in a

i=

domain Q= {(x,u)|||x|| + ||u|| <, g =const > 0} < R" ® R™ and have continuous partial derivatives

in it, which are bounded in a closed domain €, = {(x,u)|||x|| + ||u|| <, < go} cR"®R™.

The set of admissible controlled processes Z is defined as the set of triples & = (x(t) ,u (t), t) that
satisfy the conditions:

1) the functions x(t), u (t) are defined on an interval [0,00), x(t) is continuous and piecewise dif-
ferentiable, u (t) is piecewise continuous;

2) the functions x(t ) , U (t ) satisfy differential connection (1);

3) forall t € [0,00) the pair (x(t), u(t)) eQcR"®R";

4) the values x, = x(0) € Q; = R".

The state of the i-th isolated (non-interacting) subsystem is determined by the expression:

LN. 2)

)'ci:gl.(t,xl.), xl.(O)le.O, gl.(t,O)EO, i

N
Here x, € R™ is the state vector of the i-th subsystem, Zni =n, g (t,xi):R xR" —R" — vector
i=1

functions that determine the state of isolated subsystems; N — the number of subsystems in the system.

The functions #, (t, x) :RxR" — R"equal to

hi(t,x):]i(t,x)—gi(t,xi), i=1L,N, 3)

describe the relationship of the i-th subsystem with other subsystems.
The behavior of the i-th interacting subsystem can be represented by the equation:

)'ci:gi(t,xi)+hi(t,x), i=1,N. 4)

Equation (3) describes the relationships between isolated subsystems (2), and equation (4) — the be-
havior of large-scale system (1), represented in the form of interacting subsystems. Large-scale systems
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include systems with a large dimension of the state vector, represented as subsystems interacting with each
other.

Linearization of nonlinear system. Let equation (1) describe the deviations of the phase coordinates of a
nonlinear object from a certain trajectory x°, on which it is held by the control action 5. Using the Taylor

formula under the assumption that the components of the function (p(x(t) , U (t)) = ((pl. (x(t) , U (t)))ll

are differentiable in a neighborhood &S = (xS,uS ), equation (1) can be transformed to the quasilinear
form:

i(1)= A(8%)x(t)+ B(&" Ju(t)+ £ (&%), x(0)=x, (5)

In system (5), the coefficients A(&S ) and B (ﬁs) are calculated at a point &° by the following for-
mulas:

aq>1 [ox, ... 09 /ox,
, (6a)
acpn / ox, .. 00,/0x, |s=-
u(t)=u®
8([)1 [ou, ... 09 /ou,
. (6b)
6([) /8u1 6(pn /8um x(t)=x"

Suppose for all

g’ eS(xS,uS,p)=
:{(xs,us):”x—xS”Jr”u—uS||£p,p>0}cR"@R’”,

the following estimates are true
7 (&) <alel )

If the Jacobian matrix is calculated by formula (6a) and condition (7) is satisfied, then equation (5)
takes the form of a linearized system (or equations in variations):

y(t)=Ay(t)+ Bu(r). (8)

System (8) can be used to design a control that stabilizes system (1) in the vicinity of a particular
solution. The real parts of the eigenvalues of the Jacobian matrix determine the geometric picture of the
behavior of the trajectories of the original nonlinear system.

Statement of the control problem. The type of trajectories of system (1) is determined by the Lyapunov
characteristic exponents. A nonlinear system in the presence of chaotic dynamics is Lyapunov unstable
in the small and Poisson stable in the large (in asymptotic). The Lyapunov characteristic exponents are a
quantitative measure of instability. Among the entire set of Lyapunov characteristic exponents, the larg-
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est (senior) exponent x, =y _ is the most important. The characteristic exponents, in descending order
X, =%, = - =X, define the Lyapunov spectrum of a nonlinear dynamic system.

In nonlinear systems, in addition to stable singular points and limit cycles, strange attractors can be
attractors as well. In n-dimensional nonlinear systems, the signature of the Lyapunov spectrum can take
the following form:

N ’:," - ~ — equilibrium status; (%a)

n

(07 Ty T s eeey Ty Ty _)

——— —— — limit cycle; (9b)
n—1
+ ., 1 0,— ...y 0)
— — strange attractor, s > 1. (9¢)

The problem of chaos stabilization (suppression) consists in transforming the chaotic mode of system
(1), which is characterized by Lyapunov spectrum (9¢), into a regular mode with a spectrum of character-
istic exponents (9a) or (9b), that is, to provide an attractor in the form of a singular point or limit cycle.

To solve this problem, let us look for control in the form of feedback over the phase vector of the non-
linear system (1)

u(t)=—Lx(t), LeR™", (10)
which will provide in a closed system
)'c(t):(p(x(t),Lx(t)), x(O):xO, (11)
a spectrum of Lyapunov characteristic exponents
o(0)={x:(0), i=Ln},
that is equal to the desired (required) spectrum
o(G)={x,(G), i=1Lnj. (12)

The desired spectrum (12) is determined by the required character of the regular motion of system (1).
To reduce the computational costs of synthesis, the control of nonlinear system (1) must be implement-
ed in the form of controller (10) with a decentralized structure

u, (xi) =—Lx,i=LLN=u (x) =-L,x,

i

L, =blockdiag{L,}" . "

A decentralized regulator is a set of local regulators (13) that implement feedback on the phase vector
of subsystems (2).

41



4 System Analysis and Control
| -

Synthesis of control of chaotic dynamics of a nonlinear system

Synthesis of control over the spectrum of Lyapunov characteristic exponents. Synthesis of control of a
nonlinear system by introducing feedback consists in changing the spectrum of Lyapunov characteristic
exponents to achieve the desired result — the transition to regular motion.

To solve the problem of changing the spectrum of Lyapunov characteristic exponents, the fact that they
are determined by the eigenvalues of the Jacobian matrix of the linearized system is used. A change in the
eigenvalues of the Jacobian matrix, the real parts of which determine the characteristic exponents of the
linearized system, entails a change in the Lyapunov characteristic exponents of the nonlinear system. The
desired eigenvalues can be assigned to the Jacobian matrix using the modal control synthesis technique
based on solving the matrix algebraic Sylvester equation.

The validity of this approach is substantiated by the theorems on structural stability (roughness) of non-
linear dynamical systems, formulated in [22], and the topological equivalence of a nonlinear system and
a hyperbolic linearized model [23, 24]. The theorems imply that if a linearized system is hyperbolic (has
no purely imaginary eigenvalues), then the nonlinear system has stable or unstable manifolds, which are
smooth analogs of stable or unstable spaces of the linearized system. Otherwise, the nonlinear system and
the linearized system have the same number of singular points and limit cycles.

The feedback synthesis algorithm for a nonlinear large-scale system (11) includes the following steps [25].

1. The phase space is divided into small cells El. and the invariant measure p, is calculated (the proba-
bility of a trajectory visiting a nonlinear system of a cell £):

pi= N (14)
here, Nl is the number of trajectory points in the cell El,; N is the total number of points on the trajectory of
a nonlinear system, which is considered for a sufficiently long time interval after it hits a strange attractor.

The size of the cells is selected as follows:

S(T-1)
hy=————— | k+1)-x; (k)

, 15
j S<T> e (>

where T is the time of the beginning of the calculation of the invariant measure, 7'is the time of the end
of the calculation; S() is the step number corresponding to the time ¢. Thus, for each phase coordinate X,
the cell size /. is chosen so that its side is equal to the difference between the coordinate values X, for each
next and previous point of the trajectory, averaged over time.

2. Nonlinear system (11) after linearization in the center of each cell with side (15) has the form:

j/l.(t):J(xi)yi(t)+B(xi)Liyi(t). (16)

3. The required eigenvalues of the Jacobian matrix corresponding to the center of each cell are calcu-
lated by the formula:

V(j(xl.)):v(J(xi))+a-Re(v(J(xi))), (17)
where v (J (xi )) are the eigenvalues of the Jacobian matrix of the original system, calculated in the center

X, of the cell El.; o is a coefficient that affects the shift of the eigenvalues of the matrix along the real axis
of the complex plane and depends on the problem of chaos control being solved. When chaotic dynamics
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are suppressed, the coefficient a is selected to be less than or equal to zero; when chaos is amplified, the
coefficient o is greater than zero to increase the entropy of a nonlinear system.

4. Based on the required eigenvalues of the Jacobi matrix of each cell, the feedback coefficients are
calculated L;, i =1, N, which provide a given location of the eigenvalues of the Jacobian matrix of the
closed-loop system (16). The calculations are carried out according to formula (23) given in the next pa-
ragraph of this section.

5. The feedback coefficient (10) of a nonlinear system is defined as the average value over all cells Er
The average value is found taking into account the invariant measures (14):

N
L=>Lp. (18)
i=1

6. Let us check the spectrum of Lyapunov characteristic exponents of the nonlinear system (11) for
compliance with one of the spectra (9a) or (9b), depending on the control problem being solved.

Synthesis of control of a linearized system. The problem of positioning the poles of the system is con-
sidered, in which the determination of the controller parameters is reduced to solving the matrix Sylvester
equation.

Centralized administration. For system (8), it is necessary to find a stabilizing controller in the form of
feedback on the state vector

u(y(1))=-Ly(1) (19)
such that the spectrum of the closed system
p(t)=(4-BL)y(t)=A4,y(t) (20)
coincides with or is a subset of the prescribed spectrum given by the sequence L = {},tl ) eees un}

p(4,)=p(-F), (21)

here, F' = diag(;,tl. )::1 € R™" is the matrix, on the main diagonal of which the numbers p. are located,
which are chosen on the basis that the spectra of the matrices Ay and (—F) coincide; p (Ay) = {}H (Ay ) ,
v A, (Ay )} and p(—F) = {Kl (—F) =, A, (—F) = —pn} are the spectra of matrices 4 and (—F).

For systems with several inputs 72 > 1, the solution to the pole placement problem is not unique, and
the question arises of describing the set of stabilizing controllers. The problem of finding the matrix L
that determines the “depth” of the feedback from the full state vector is reduced to solving the Sylvester
matrix equation:

AP+ PF = BG (22)

with respect to a matrix P € R™" with an arbitrary matrix G € R™" and solving the matrix equation
LP=G, L=GP". (23)

For dynamical system (8), the conditions for the existence of a solution to the pole placement problem
and the method for synthesizing a stabilizing control are contained in the theorem given in [19].
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The parameters of the controller (19), ensuring the fulfillment of condition (21) in closed-loop system
(20), are determined from relation (23), where the matrix P is the solution to Sylvester’s equation (22).
Matrix 4 € R™" — Jacobian matrix.

Decentralized control. Implementation of control in a centralized structure requires complete infor-
mation about the system, which is a serious limitation due to the increase in memory and computer time
costs, the complexity of organizing the transmission of information about the state of subsystems in the
event of their geographic dissociation. In addition, centralized control is not resistant to structural distur-
bances (changes in connections between subsystems).

Let us represent the matrix 4 € R™", the matrix of parameters of system (8), asasum A=A, + 4,

where 4, =blockdiag {Aii }iv is the block diagonal matrix, the elements of which characterize the para-
meters of isolated subsystems; A4, = block {A[j };Nj:] , 4; #0, i # j isthe block nondiagonal matrix, each
block Aij of which determines the intensity of t,he effects of the j-th subsystem on the i-th subsystem;
B =blockdiag{B, }iv € R™" is the block diagonal input matrix.

Based on the structural decomposition, system (8) is represented as a set of interacting subsystems:

i

N
X = Ax, +Bau+hy, x,(0)=xy, b= Ax, (24)
Jj=1

J#I

N

here, x, € R" is the state vector of the i-th subsystem; Z n, =n; u, € R™ isthe vector of control actions
i=1

of the i-th subsystem; hi :R" — R" is a vector function characterizing the influence on the i-th sub-

system of all other subsystems; B, € R"™™ is the matrix of controls of the i-th subsystem.

Let us choose matrices G and /' with a structure similar to the matrix 4: G = G, + G, and F = F, + F,.

Here, G, = blockdiag (G, },, G, =block{G,}" . F, =blockdiag{F;},, F, =block{F,}" .
Then Sylvester’s equation (22) takes the form:
(A, +4,)P+P(F,+F,)=B(G,+G,).
This equation is equivalent to two equations: the equation for diagonal blocks
A,P+ PF, =BG, (25)

and the equation for nondiagonal blocks
A, P+ PF, =BG,

With a diagonal structure of block matrices 4 D F b B and GD included in equation (25), it is equi-
valent to the N equations:

AP +PF =BG, i=1N, (26)

1 il i i’

which correspond to isolated subsystems.
Under these conditions, equation (23) takes the diagonal form:
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LP=G, < (L,P,=G,,i=LN),

and regulator (19) is the desired decentralized structure.

Decentralized control ensures the equality of the closed-loop system spectrum to the spectrum of the
reference matrix: p(Ay) = p(—F ) Reducing computational costs is achieved by decomposing the Syl-
vester equation of dimension » into N equations of dimension #, (nl. << n) , corresponding to the subsys-
tems, and implementing local controllers in the form of feedback on the phase vector of the subsystems.

Research of processes in the system of synchronous generators

The proposed method for the synthesis of control of a nonlinear large-scale system is considered
through the example of control of chaotic oscillations arising in the operation of an electric power system,
presented in the form of a system of three interconnected synchronous generators.

Model of a three-machine system. To analyze the chaotic behavior of the electric power system, the
classical model of a synchronous generator is used, which allows for a qualitative and quantitative analysis
of the processes, indicating the irregular nature of the deviation of the rotor angle and frequency.

The equations of the mathematical model of the three-machine electric power system, which has une-
qual inertia of the rotors of the generators included in it, has the form [26]:

ds,
1 — 0)1,
dt 274)
a
%:—B1 -sin((l+%j'81 +%-83]—C13 -sin(§, - 8,)+ B,
as, _
a7
do 1 1 (27P)
dtz :—B2 Sln[(l-%ﬁjﬁz +$'63J—C21 'Sin(82 _81)+f)2,
ds,
3 — 0)3’
dt
27¢)

do . 1 1 .
Tt3=—Bg -s1n([l+$j-51 +$-53]—C31 -sin(8; - 8,)+ PR,

where 81, 82, 63 — deviations of the angle of rotation of the rotor of the generator relative to the synchro-

nously rotating axis; ,, ®,, ®, — deviation of the angular frequency; Pcl3’ Pch’ PC3 L synchronizing

power between generators; Pv Pz, P3 — change in the power supplied to the network by generators;
€y €yp» €3 — the initial values of the power supplied to the network by the generators in the event of a
network disturbance;

The studies were carried out at the following values of the model parameters:

B=b_i ¢ -fu_gy ptu_qy4
7, 7, 7,
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B=t2=1, ¢, =tan_o1 p=tr_qg4,
T T T
Jj2 Jj2 Jj2
B=b 1 ¢ -fa_gy p-tu_o3
T, T, T,

Introducing the phase vector of system (27)

x(l):(x1 (t):81, X, (t):(x)], x3(t):62, x4(t):(02, xs(t)=83, X, (t):(x)S)T eR’

it can be written as

x(1)=F(x(1)).

Chaotic properties of a system without control. The study of system (27) for the presence of chaotic
oscillations was carried out under the initial conditions:

8,(0)=0.6; » =0.3; 8,(0)=0.6; ®,=0.3; 8,(0)=0.6; w, =0.3.

The singular point of system (27) has coordinates:

~10.1818; 0;  —6.5625;)
X, = :
0 0; 1.8609; 0

For the indicated values of the parameters and initial conditions, the Lyapunov characteristic expo-
nents of system (27) are:

A, =0.0036; A, =—0.0054;
A, =0.0027; A, =—1.0456;
A, =0.0012; A, =-3.1895.

Fig. 1 shows the projection of the phase portrait of system (27) onto the plane X, = 82 and x, = @,.

Since the spectrum contains positive Lyapunov characteristic exponents, there is therefore a chaotic
regime in system (27). Fig. 1 shows that the projection of the trajectory of the system in the phase space is
a strange attractor, which is also inherent in the irregular regime.

Research of processes under centralized control. Let us introduce into the system the control of the
frequency of each generator; then the control vector has a dimension of 6x3 and the matrix B is equal to

T

o]

Il
oS o O
- o O
oS o O
o = O
oS o O
o o =

and the equations of system (27) with centralized control take the form:
x(t)=F(x(t))- BLx(t).
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Phase portrait projection
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Fig. 1. Projection of the phase portrait of the system onto the plane x, = 3, and x, = w,

The Jacobian matrix of system (27) has the form:

o 1 0 0 0 0
ofJax, 0 0 0 of.fox, 0

o 0 0 1 0 0

J= ,
of.Jex, 0 of.fox, 0 of,/ox, 0

o 0 0 0 0 I

o fox, 0 0 0 ofjox, 0]

where

%=_—COS(81_83)—(L+IJCOS ) (L+lj+i

ox, 10 J2 V2 2)

%:—COS(SI ~5) —QCOS(S (L+lj+ij
1 b

Ox 10 2 2 2

5

of, _cos(d,-3,)
1

Ox 10

of,  cos(8 -38,) (1 j (1 j 5
o2 +41]cos| §,| —=+1|+—F= |,
ox, 10 2 (V2 V2

%z—ﬂcos{éiz(i+lj+i}

ox, 2
%=—COS(81_83)— L+l cos ES[L+IJ+i
ox, 10 J2 V2 2)
%=_—COS(8‘_83)—QCOS 8(L+lj+i .

2 V2

Oox. 10

5
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The feedback coefficient calculated by the method of synthesis of the centralized controller taking into
account (16) and (17) is equal to

L=(-5.8045; —9.0067; -7.1735)".

The spectrum of Lyapunov characteristic exponents has the form:
Ay =0, A, =-4.5682, A, =-5.2761, A, =-7.5076, A; =—10.2082, A, =—15.8423.

The senior characteristic exponent is zero, the remaining characteristic exponents are less than zero;
this indicates that the system is brought to regular movement — the limit cycle.

Fig. 2 shows the projection of the phase portrait of the system with centralized control on the coordi-
nate plane x, = 6, and x, = @,.

Research of processes in decentralized management. Let us decompose system (27) into subsystems that
correspond to the equations of one generator with phase coordinates — deviation of the rotor angle of ro-
tation and deviation of the generator frequency. The mathematical model of subsystem (24), in this case,
is, for example, equation (27a). That is, there are three subsystems of dimension two.

Jacobian matrices for each of the subsystems:

0 1 0 1 0 1
Jn=An= o F Jn=4dn=0 ok Ju=A4=10 |
8x1 ax3 axS

Formulas for calculating partial derivatives Jf / ox,, j=2,4,6, k=1,3,5 are given in the previous
paragraph. The Jacobian matrices for each of the subsystems are the diagonal blocks of the Jacobian matrix
for the system as a whole.

For each of the subsystems, the feedback coefficient is calculated using the decentralized control syn-
thesis technique when solving equation (26)

Phase portrait projection

phase angle

0.4 0.3 0.2 -0.1 0 0.1 02 03 04
angular frequency

Fig. 2. Projection of the phase portrait of a system with centralized control onto a plane x, = §, and x, = ®,
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Phase portrait projection

phase angle

-0.8 0.6 -0.4 0.2 0 02 04 06 08
angular frequency

Fig. 3. Projection of the phase portrait of a closed-loop decentralized control system
onto the plane x, =6, and x, = o,

Lyapunov characteristic exponents in a system closed by a decentralized controller are equal to
A =0, A, =0, Ay =-0.0896, A, =—1.0628, A5 =-3.9880, A, =—6.8304.

Fig. 3 shows the projection of the phase portrait of a nonlinear system with decentralized control on a
plane x, = 8, and x, = ,.

The spectrum of Lyapunov characteristic exponents and the projection of the phase portrait of a system
closed by decentralized control are calculated using a mathematical model (27) that takes into account the
mutual influence of generators. The spectrum of Lyapunov characteristic exponents and the projection of
the phase portrait of a system closed by decentralized control indicate the presence of a regular regime.

Conclusion

A technique for the synthesis of control for suppressing chaotic oscillations in a nonlinear large-scale
system using phase vector feedback is presented. The feedback coefficient providing a given spectrum of
Lyapunov characteristic exponents is calculated by the modal control method based on the solution of the
matrix algebraic Sylvester equation extended to nonlinear large-scale systems with chaotic dynamics.

The article considers the use of the proposed method for the synthesis of decentralized control through
the example of a system consisting of three synchronous generators. The results of the study confirmed
the suppression of chaotic oscillations and the provision of a regular mode in a closed system due to the
formation of a spectrum with negative Lyapunov characteristic exponents.

The advantage of the proposed decentralized control is the reduction of computational costs for the
synthesis and implementation of control systems for large-scale systems. The synthesized feedback pro-
vides suppression of chaotic oscillations not in a small region of the phase space, but in the region of exist-
ence of solutions to the equations of the dynamics of a nonlinear system.
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PA3SPABOTKA HOBOW METOAUKMU
NPOBEAEHUA NPUEMO-COATOYHbIX UCMITAHUNA
XO/10ANJIbHbIX NMPUBOPOB
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CnbupCKKUA rocyaapCTBEHHBIN YHUBEPCUTET HAYKM M TEXHONOTUN,
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Annoranusa. Kaxnplii XOJIOIUIBHUK, BBIITYCKAeMbIl 3aBOAOM, JOJDKEH B 0053aT€IbHOM I10-
pSIIKE TIPOUTU MPUEMO-CIATOYHbIE UCTIBITAHUS, IO Pe3yJbraTaM KOTOPBIX MOXXHO CYIUTh O CO-
OTBETCTBHUU OTICIBHO B3SITOW €IMHUIIBI TPOAYKIINY TEIIJIOOHEPTETUICCKAM XapaKTePUCTUKAM,
MIPOTNMCAHHBIM B CTAaHIApTe IS KaXXIOTO TUIIA XOJOAWJIBHUKOB (THITBI OTJIMYAIOTCS KOJUUYEe-
CTBOM KaMep, KOJIMISCTBOM KOMIIPECCOPOB U T. 11.). B cTaHmapTe yKa3aHBI TOJBKO MapaMeTpPHI,
KOTOPBIM JOJKEH COOTBETCTBOBATH IIPUOOP, METOAMKA IIPOBEPKU HE PErlaMeHTUPOBaHA M BbI-
OMpaeTcsl MPOU3BOAUTEIEM B COOTBETCTBUU C OCOOCHHOCTSIMM MPOM3BOACTBA WM pa3pabdaThi-
BaeTCs MPOU3BOAMTEEM CaMOCTOSTEeIbHO. B cTaThe n3yyeHa BO3MOXKHOCTh MPUMEHEHUST HOBOM
METOIMKU U3MEPEHUS TEIJIOOHEPTeTUYECKIX XapaKTepUCTUK IMpubopa. OmrucaHbl OTIIMYNS HO-
BO¥ METOIWKU, IIPUBEICHBI IPEUMYIIECTBA €€ NCITOJb30BaHMS ITO0 CPABHEHUIO C CYIIECTBYIOIIN-
MU U IPUMEHSIEMBbIMI Ha TaHHBIA MOMEHT METOIMKAaMM KOHTPOJIsI B Poccum m npyrux crtpaHax.
IIpu paccMoTpeHNU CPaBHUTEIBHBIX XapaKTEPUCTUK OTMEUYEHBI TaKKMe MPEUMYIIeCTBA HOBOM
METOIMKHU, KaK SKOHOMMS IPOM3BOICTBEHHBIX IUIOIIAAeii, HUBEJMPOBAHUE YEIOBEUYECKOTO
daxkTopa, 5KOHOMHUS 3aTPaT Ha JTEKTPOIHEPTUIO.

KimogeBbie ¢J10Ba: XOJIOMMIBHUK, TETUIOSHEPTeTHUCCKIE XapaKTEPUCTUKY, TTOTpedIIsieMast 3JIeKTPH -
YyecKast MOIITHOCTb, TIPUEMO-CIATOYHBIC MCITBITAHUS, METOIUKA ITPOBEACHMS UCTTBITAHUIA

Jasa nutupoBanus: Shurinova D.A. Development of a new methodology for acceptance testing
of refrigeration appliances // Computing, Telecommunications and Control. 2021. T. 14, Ne 4.
C. 52—60. DOI: 10.18721/JCSTCS.14405

CraTbhsi OTKPBITOIO A0CTYyIIA, pacripoctpaHseMas o guueH3uu CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

At the moment, in order to comply with the established standard IEC 62522-2013 [1], each refriger-
ating appliance must undergo acceptance tests for compliance with the standard of thermal power char-
acteristics, which are also described in the standard IEC 62522-2013 [1]. The exact method of checking
each device is not stated in the rules, so that each refrigerating appliances producer can choose one of the
existing methods or develop its own new method. We will consider the possibility of replacing the existing
method with a new one at the Krasnoyarsk Refrigerator Plant OAO KZH Biryusa [2, 3], describe all the
disadvantages of the existing methodology and possible ways to make the new method more optimized and
efficient [1]. We will also describe the most advanced existing ways acceptance testing.

Description of the methodology in use

Currently, an important point of acceptance is the need for a sufficiently long testing time. Each re-
frigerating appliance is tested for 40 min; all this time the refrigerating appliance must be connected to
the power supply, after which the operator measures the temperature inside the refrigerating appliance
with a pyrometer [4]. The existing system is programmed in such a way that at the time a person reads the
temperature, there is already information about the energy consumption of this particular piece of equip-
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ment in the system. The system also has the information about each refrigerating appliance model [5],
the boundary permissible parameter values, which makes it possible to programmatically determine the
correspondence of the thermal power parameters of the device cooling system to standard parameters, so
that the machine decides whether the cooling device operates correctly [6]. If not, an operator can see a
message with the description of a failure on the computer screen and a full list of parameters that refer to
that exact one device [7, §].

The system has the following disadvantages:

* The need for a sufficiently large production area where the refrigerating appliances are placed for
acceptance testing by the existing method for the time of 40 min. It is impossible to reduce this amount
of time without making changes to the methodology, because in a shorter period of time, the refrigerator
compartment of the device will not have enough time to cool down to a temperature by which it will be
possible to judge its serviceability [9]. Additional production space incurs extra maintenance expenses.

» Long time (40 min) when the refrigerating appliance needs to be connected to the power network
[10]. During this time, the refrigerating appliance consumes electricity (additional expenses that poten-
tially can be lowered).

* The presence of a human factor when measuring the temperature in the refrigerator compartment of
the device. The measurement is carried out by a person using a pyrometer. According to the methodology,
the operator must measure the temperature at a certain point in the refrigerating chamber, which, due to
human factors, cannot always be performed correctly [11]. There is a certain area in the back of the cooling
chamber for the test temperature measurement, and a tester can accidently measure the temperature in a
point outside of the needed area, so the result of the test will not be completely correct.

Description of an alternative existing technique

There is a progressive control methodology with a test time of approximately 9 min [12]. A certain
device that measures thermal power characteristics of every cooling system should be placed in each refrig-
erating appliance tested. This method is often employed at Italian factories producing refrigerating appli-
ances. Italian company Galileo provides devices that allow the testers to measure consumption parameters
and the cost of one such device is approximately 400-450 euro. Considering the number of refrigerating
appliances that can be simultaneously acceptance tested (approximately 150—170 devices), such a system
is rather expensive. The method is used to determine the temperature in the refrigerating appliances indi-
rectly (Fig. 1). In this case, the decrease in temperature inside the refrigerator and freezer compartment is
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Fig. 1. Measuring the temperature in the refrigerating chamber
by determining the temperature of the condenser
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not measured, but with the help of a thermal imager, the temperature rise of the condenser is measured at
certain points and moments of time.

For the refrigerating appliances of the same model, after a certain time interval, the temperature dis-
tribution on the condenser tube is believed to be repeated [13]. Thus, heating to 35—45° occur in the same
places on the condenser of the same refrigerating appliances. In this case, the operator does not participate
in the measurement of parameters [14], the decision on the compliance of the state of the refrigeration unit
with the declared requirements is made by a computer without human intervention.

The main disadvantage (besides the high cost) of this method is the need to ensure the exact operating
time of the compressor working before measuring the temperature with a thermal imager (with an increase
of no more than 15—20 sec). In case of violation of the conveyor cycle, all refrigerating appliances from
the conveyor of the testing station must be disconnected from the power grid, relocated to the storage [15],
and kept at ambient temperature until the condenser and compressor have completely cooled down. Only
after that, they can be reloaded onto the test conveyor and tested again.

Description of the new technique

The power consumed by the compressor during control tests of the refrigerator operability is deter-
mined by various factors, both external (inside temperature) and internal (boiling point of the refrigerant,
compressor type). The main factors are:

* the amount of compressors in the cooling system;
 the volume of the refrigerating and freezing chambers;
* ambient temperature.

All processes related to temperature control in the refrigeration unit happen because of the operation of
the compressor. In particular, the heat energy released by the condenser and absorbed by the evaporator is
related to the electrical energy consumed by the compressor. In a long-term test, the relationship between
the electrical power consumption of the compressor and the refrigeration processes are shown in Fig. 2, 3,
where the power consumption is shown in blue, the temperature in the refrigerator compartment is shown
in green and the temperature in the low-temperature compartment of the refrigerating appliance is lilac
[16]. The Fig. show the result or the test of two two-compartment refrigerating appliances conducted by
the authors at the local refrigerator factory [17, 18].

Let us consider the graphs and try to find the connection between the obtained data on the consump-
tion of the active electrical power of the compressor and the temperatures on the surface of the condenser
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Fig. 2. Testing two-compartment refrigerating appliance No. 1
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Fig. 3. Testing two-compartment refrigerating appliance No. 2

on the middle shelf of the refrigerating and freezing chambers of the refrigerating appliance. Temperature
and electrical power consumed by the compressor is obtained using a power network parameter collection
device: a module for measuring parameters of the electrical network “ME110” produced by OWEN and
transmitting the received data to the “OwenCloud” cloud service usinga PM01 GSM / GPRS modem in
order to archive and subsequently analyze the data. In the cloud service, we can also store the data as long
as we need, so that if any questions about any device arise, we would be able to find all the parameters of
any refrigerating appliance in a very short time. At this point, we need to collect power supply parameters
of refrigerating appliances of the same model. Fig. 4a,b shows graphs of the power consumption of refrig-
erators without deviations in the operation of the cooling system at ambient 7= 21°.

In the last two Figures, we note very similar power consumption graphs after the first start of the com-
pressor.

According to the graphs [19—21], we see how the active power consumed by the compressor changes in
time for refrigerating appliances that meet the requirements of the standard [1] IEC 62522-2013. Fig. 5a,b
shows the measurement of the same parameter only for refrigerating appliances with defects in the cooling
system, so we can clearly observe the difference in the electrical power consumption of the compressor of
a refrigerating appliance with a defective refrigeration unit.

The graphs obtained from refrigerating appliances that meet the requirements of the standard [1] IEC
62522-2013 show the repeatability of the dependence of the parameters over time with a small spread of
no more than 7—10 % in the electrical power of the compressor. Any deviation of the compressor power
consumption graph is necessarily associated with changes in the temperature graphs in the refrigerating
appliance and low-temperature compartments of the refrigeration unit. We can conclude that according to
the graph of the electric power of the compressor one can judge about the parameters of the refrigeration
unit. Thus, having collected a certain amount of statistical data, it seems possible to create a new method
for determining the compliance of the heat and power parameters of refrigerating appliances with the
norm, automatically determining the correct operation of the refrigerator cooling system, according to the
power consumption graph.

The advantages of the new technique in comparison with the existing ones

» Reduced time for acceptance tests. According to the new method, the time spent on one product
unit is 6—10 min, which is at least 4 times less than that of the existing method.

* At least 4 times less energy costs, because each refrigerating appliance will be connected to the elec-
trical network for a much shorter time.
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Fig. 4. Graph of the power consumption of the refrigerating appliance:
a — power consumed by refrigerating appliance;
b — power consumed by refrigerating appliance of the same model

* Less production area required for testing.

» Elimination of the human factor as all of the measurements are automatic.

* Any deviation of the test time towards its increase does not cancel the result (that was stated as a
negative point in the method of the condenser’s temperature measurement by the thermal imager).

* Permissible deviation of the supply voltage within 10 %.

» Easy way of obtaining reference values for each newly released model of refrigerating appliances. It is
enough to determine the limits of the spread of the controlled power values by initially testing 20—30 new
specimens on a test conveyor (previously tested in a steady state in heat chambers).
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a)

Fig. 5. Graph of the power consumption of the refrigerating appliance:
a — with a defective refrigeration unit;
b — by another refrigerating appliance with a defective refrigeration unit

Conclusion

Based on the results of the experiments presented above, it is possible to draw an unambiguous con-
clusion about the usefulness and effectiveness of introducing a new methodology for conducting accept-
ance tests. The authors intend to develop this idea further by accumulating statistical information on the
control of electrical power of two models of refrigerating appliances during acceptance tests. In addition,
it is planned to determine the dependence of the compressor power on the ambient temperature, supply
voltage, initial temperature of the internal cabinet of the refrigerator, as well as with the main defects of the
refrigeration unit.
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Annoramus. [IpencraBneH noaxoa uepapxuueckoii [TapeTo-onTuMusanmnu aist ONTUMAaIbHOM
CUCTEMbI yIIpaBJeHHUS CI0XHOU IMHAMUYECKON MepapXruuecKol cucTeMoil HedTernepepadoTKM.
M3-3a nepapxuueckoil CTpyKTypbl HedTenepepadboTKu cTaHAapTHINM npuHuum [lapeTo MoxeT
PEeLIUTh MHOTOLIEJIEBYIO 3a/1a4y ONITUMU3AIUU OJHOTO TMpoliecca 6€3 yueTa BIUSHUS Pe3yJIbTaTOB
Ha JIpyrue TPOIECCHl, ITOCKOIBbKY HaIlleil IeIblo SIBIICTCS JOCTIKEHNE OITUMAaIbHOTO yIIpaB-
JICHWST TS Beeit cucteMmbl. Kaxkmast moacucTeMa cogepKuT Ipoliecc, KOTOPBIi pacCMaTpUBaeTCsI
KaK MOoCJIe10BaTeIbHOCTD MPOIIECCOB, BEAYIIMX K ITPOU3BOACTBY Ha OCHOBE MPEABIAYIIETO PO~
necca. IMpunuun uepapxuu [Mapero Mcrob3yeTcs A BhIOOpa ONMTUMANBHBIX YIIPaBJISIOIINX
MepeMeHHbBIX B cucTeme ynpasiaeHus. [IpumeHenue npuHuuia uepapxuu [lapeto K mpoueccy
HedTernepepabOTKM BaXXHO MPU BEIOOPE YIIPABISIONINX TEPEMEHHBIX, UCTIOJb3YEMbIX B CUCTEME.
PesynbraTtel paboTHl CUCTEMBI TIPEACTABICHBI B BUIe Ha0Opa KOH(UTYpaIrii, OMMMCAHHBIX KaK
dponrt [lapeTo cucTeMbl ¢ nepapxuaeckoi cTpykTypoid. [IpuHmun [TapeTo MOXET MPUMEHSITHCS
B Ka4eCTBE MHCTPYMEHTA JUISI CUCTEM YIIPaBJICHUS B CJIOXKHBIX M IMUHAMUYeCKUX cucTemax. [Ipen-
JIOXKEHHBIN MOAXOM SIBJISIETCS] YacThlo 00Jiee KPYIMTHOTO MPOeKTa, UCIOJIb3YIOLIEro MHOTOareHT-
HYIO CHCTEMY, OCHOBaHHYI0 Ha IIyookoMm o0ydyeHuu c¢ nomkperuieHueM (Deep Reinforcement
Learning), mo3BOJISIIOLLYIO KaXKIOMY areHTy afanTUpoBaThCs K MPOLECCy.
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Introduction

In most practical optimization problems, several criteria must be considered to obtain a satisfactory
solution [1—5]. As the name suggests, multi-objective optimization aims to optimize multiple objectives
simultaneously. These objectives are usually in conflict with each other: the improvement of one objec-
tive leads to the deterioration of another objective. Consequently, the final result of the optimization is
no longer given by a single solution, but by a set of solutions, each representing a trade-off between the
different objectives to be optimized. Given a finite set of solutions, all solutions can be compared pairwise
according to the dominance principle, and we can deduce which solution dominates the other [6—9]. In
the end, we obtain a set in which none of the solutions dominates the other. This set is called the set of
non-dominated solutions [4, 10—12].
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Oil production is a complex, hierarchical, dynamic system that begins with crude oil, which is divided
into products through a complex process. The main objective of oil production is to produce high quality
oil and maximize productivity to achieve high profit. Since an increase in productivity eventually leads to a
decrease in quality, Pareto optimality is used to obtain the optimal configuration for each process to maxi-
mize profit. Since each process has a subprocess, the optimality of each subprocess alone does not lead to
the optimal process [13—15]. To further illustrate this, suppose that each sub-process is a player in a team
game, namely oil production. The individual player is at a high level, but the teamwork is not optimal, that
is, in order to synchronize the whole team perfectly, each player should cooperate with the rest of the team.

Problem statement

The hierarchy structure of a system consists of levels called subsystems. Each subsystem has its charac-
teristics (process) and its control factors. The goal of each subsystem is to achieve its objectives. We consid-
er our system optimal when all its subsystems are optimal considering the higher-level system.

Let S'be our system S = <Sl, S,y S, >, where 7 is the number of sub-systems, then:

S, G, () =[ € (), (), 810 ()]

Each sub-system Sl, has its objectives Gi(u) (where m is the number of objectives) and control factor
vector u

u ueR(”Gp Git (u,- )”) = min.

The objectives are to minimize the error of each subsystem so that there are optimal solution results for
each objective.

To solve the Pareto optimality of the hierarchy in a system, all the objective functions of the subsystems
and the constraints are raised to the upper system with the vector of decision variables [16].

Method notation

Let S be a sub-system inherited from system § = <S1 3, S, > , where the solution of the multi-ob-
jective optimization for each sub-system Sn:

min/max f,, (x) m=12,..,M;

| e etz
" R (x)=0  k=1,2,..,K;
xh<x, <x i=12,..10

and

(Lo (2)s S (2): o £ (3))
(1(x). 8 (x). - g, (x))
H5<h1k(x) ( ) ’hnk(x)>

X! =lower <x|,Xxy, ..., X,

F
G

>
l
X! =Upper <xi,x5, ..., x>

for all the equations above will give us:
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Fig. 1. Hierarchical Pareto communication structure
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Each subsystem Sn is solved individually using standard Pareto optimization. Then, the results are
transferred to the higher-level system so that each subsystem can be compared, resulting in the bounds of
each objective being reduced to the subsystem. A lower level of the system (the subsystem) can be analyzed,
and the knowledge gained can be applied to the upper subsystems. It is possible to optimize each subsystem
individually, regardless of the complexity of the system, to find solutions for that subsystem. Integration
of subsystems is done by synchronizing variables that are adjusted at a higher level to achieve the optimal
solution for the system. Certain optimality requirements can be reduced at the lower level to obtain opti-
mal solutions for certain subsystems, which can then be reapplied at the higher level to achieve subsystem
equality. The important feature of hierarchical Pareto optimization is that it simplifies the complex systems
by reducing the dimensionality of each subsystem so that an efficient mathematical framework can be cre-
ated. It is possible to apply several optimization methods to find an optimal solution based on the structure
of the system.

Hierarchical Pareto optimization is based on communication between levels. It starts with these steps:

« Determine the Pareto set at each lower level of the system based on their respective objectives.

» Update the solution and its parameters at the upper level.

* Cumulate the new solutions from all subsystems and compare it with the previous solutions to obtain
the optimal parameters for the system.

» Return the parameters that give an optimal solution for the system (even if it is not the optimal solu-
tion for the subsystem).

» Repeat these steps until no more changes are possible.

Fig. 1 illustrates the communication process between levels, where the subsystem at level 2 (desalina-
tion plant) receives the Pareto set of its subsystem at level 3. Then it compares the results obtained from it
with the previous results and these parameters are also updated at level 1, up to a certain criterion where
there are no changes in the parameters used in the Pareto optimization algorithms. Fig. 2 describes the
hierarchy of Pareto optimization algorithms.
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Case of study and experimental results

Oil manufacturing

The oil manufacturing is composed of more than 100 components, which are:

2 compressors;

7 filters;

5 atmospheric columns;
14 tanks;

25 pumps;
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» 38 heat exchangers;

+ 8 air coolers;

1 furnace;

* 10 refrigerators;

» 2 electric hydrators;

* and other reserve components.

Oil refining is divided into four main processes: Desalting Process, Atmospheric Column, Stabiliza-
tion, and the 2" Atmospheric Column (Fig. 3). Each of these systems consists of subsystems, each of
which has its own control factors and objectives.

Most components, such as the filters, cannot be controlled. They filter the oil with a fixed property
uncontrollable by the control system.

Fig. 4 shows the subsystems of desalination, but the major components are:

 ED-101, ED-102: the electro-dehydrator, which separates water and salt from the oil.

* V-101: the gas separator, which separates the gas from the liquid.

« H-101: the furnace that heats the oil and prepares it for the next process, atmospheric columns (rep-
resented by C-101 in Fig. 4).

Note that C-101 (the atmospheric column) is not part of the desalination process, but a process of the
atmospheric column system.

Furthermore, the furnace in our study consists of two separate sections, namely H-101/1 and H-101/2.

From Table 1 you can see that all processes are controlled by temperature and pressure. Due to great
influence of these factors on the manufacturing process, on the other hand, the goal of each process is
determined by the quality and productivity of that process.

The quality of the process varies according to the process. In the case of the electric dehydrator (ED-
101/ED-102), the quality depends on the percentage of water and salt extracted from the oil. The produc-
tivity of the process is the quantity of the production.
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Table 1
Control factors and objective of each process
Process Control factors Objectives
Temperature . ..
ED-101 Quality Productivity
Pressure
Temperature ) o
ED-102 Quality Productivity
Pressure
Temperature ) o
V-101 Quality Productivity
Pressure
Temperature . ..
H-101 Quality Productivity
Pressure
Method of analysis

As mentioned in the notation of the method, each process determines its local Pareto front, which is
used in our hierarchical Pareto optimization. For this reason, we use the provided data as a learning phase
to determine the approximation function of each process using a neural network.

Each model of these models is optimized using Bayesian hyperparameter optimization, since each
process has its own neural network model.

Moreover, since the system is dynamic, the approximation function will change over time as the process
continues to learn.

Fig. 5 shows the output of our neural network as a red line. This is the approximation function used as
the optimized approximation function in our proposed approach.

Table 2
Comparison between the boundaries obtained from standard and hierarchical Pareto optimality

Standard Hierarchical
. . Pareto . . Pareto
Process Control factors optimality optimality
Lower Upper Lower Upper
Temperature 80 100 94.99 99
ED-101
Pressure 0.9 1.4 1.0761 1.12
Temperature 80 100 96.28 99.83
ED-102
Pressure 0.9 1.4 1.0703 1.089
Vo101 Temperature 110 130 128.62 129.61
Pressure 0.1 0.3 0.143 0.1458
Temperature 700 820 746 748
H-101/1
Pressure 0.9 1.75 1.40 1.53
Temperature 700 820 759 761.40
H-101/2
Pressure 0.9 1.75 1.22 1.35

From the Table 2, notice that the boundaries of each process are smaller using the hierarchical Pareto
optimality compared to a local Pareto optimality, which means the hierarchical Pareto optimality will give
us a more precise result that the standard local Pareto optimality.
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Fig. 5 illustrates the changes in productivity and quality caused by the temperature and pressure in elec-
tro dehydrator (ED-101/ED-102). The red line demonstrates the approximated function of the processes.

Depending on the approximated function, we can set the boundaries of a standard process using the local
Pareto optimality as showed in Table 2.

Table 3 shows the Pareto optimality hierarchy results obtained by each of the configurations of the
Pareto optimality hierarchy shown in Fig. 4.
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Table 3
Pareto front of the electro dehydrator process (ED-101/ED-102)

ED-101 ED-102

};?(r)i[to Temperature, °C Pressure, MPa P;zrl(r)(:ltto Temperature, °C Pressure, MPa
1 96.0093078613281 1.06980288028717 1 96.2793731689453 1.07028067111968
2 97.3932571411133 1.07608544826508 2 96.2870025634766 1.07076907157898
3 99.00830078125 1.09186339378357 3 99.8252563476563 1.08780181407928
4 97.1836853027344 | 1.07648158073425 4 97.4791946411133 1.08474445343018
5 94.9846267700195 1.11944007873535 5 96.9774322509766 1.08872640132904
6 97.7228775024414 1.09258782863617

In Fig. 6, the red line represents the Pareto set of each process, the green line is the obtained Pareto
front, and the blue dots are possible configurations for these processes.

From Tables 2 and 3, you can see that these configurations are in the range of the optimal configura-
tion, depending on the real data used for this experiment. They are clearly better too: the results gave us a
smaller bandwidth of configuration data, and minimal bandwidth means better results.

Conclusion

In this paper, we illustrated the hierarchical Pareto optimality approach in an oil manufacturing for an
intelligent control system and compared its results with a standard Pareto optimality. The reason is that for
each process, all processes must be optimal, not just the main process. For example, the electric dehydra-
tor removes water and salt in the range of 2 to 4 % (sometimes above 4 %). However, our research shows
that maximum extraction is not always good, because sometimes a lower extraction is needed for the next
process, depending on the crude oil (if it contains a high percentage of water and salt). This research is part
of a larger research project where an agent uses Deep Reinforcement Learning to adapt the process and
each agent uses the hierarchy of Pareto optimality to obtain the optimal configuration. Since this research
has been applied to oil production, it can be extended to other fields.
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Annoranusa. PaccMoTpeHa KoMIUIeKCHasI pooieMa 00eCIedeHUsT TOBEPUS K MCIIOJIb3YeMbIM
CUCTEMaM YIPABJIEHUs TEXHOJOTMYECKOTO 000pyA0oBaHu, cJloXuBLIAadgca B Poccuu B ycnoBusix
TEXHOJIOTMYECKOTO OTCTaBaHUs M BBICOKOW 3aBUCHMMOCTHM OT MMITOPTAa KOMIUIEKTHBIX CHCTEM
VIIpaBJICHUSI, MX KOMIUICKTYIOIINX W IIPOTpaMMHOTO obecrieueHus. M3ydyeHa MeTOMOIOTHSI CH-
CTeMHOTO MpPeICTaBIeHUS JOBEPUS K CUCTeMaM YIIPaBJICHUS TeXHOJIOTMIECKOTO 000pyI0OBaHMS,
OCHOBaHHas Ha OMMCAaHUM JOBEPUS K CUCTEME MCXOIS M3 TOBEPHSI K COCTABIISIBIINM €€ KBa3M-
aBTOHOMHBIM 2JIeMeHTaM. PackphiTa mocaenoBaTeIbHOCTh KOJTUYECTBEHHON OLIEHKM TOBEpMS,
ornpeneasseMoil U3 10Bepus K pe3ybTaTaM pa3paboTKU M TECTUPOBAHUS CUCTEM YIIPABICHMUS, UX
KOMIUJICKTYIOIINX W ITIPOrPaMMHOT0 00eCIiedeHsI C TOUKH 3peHUS (PYHKIIMOHAIBHOU HAIEKHO-
cTh ¥ MHGOPMAIIMOHHOM 6e30T1acHOCTA. PaccMOTpeHBI BO3MOXKXHOCTHU ITOBHIIIICHUS JOBEpUs K
cucTeMaM YIIpaBJIeHUs, TIPOBEIeH aHaIM3 IPo0IeMbl obecTiedeHUsS (DYHKIIMOHATIBHOM HaleX-
HOCTU W WH(OpPMaIIMOHHO# 6e30macHOCTH. M3ydeHBI yrpo3bl, CBI3aHHBIC C YI3BUMOCTIMU U
BPEIOHOCHBIMU TporpamMMamu. CucreMaTU3UpOBaHbl HEACKJIapMPOBAaHHBIE BO3MOXKHOCTH,
OIMMCaHbl METONIBI UX BBISIBJIEHUS, TPOBEJEHA OLIEHKA TEKYIIEro COCTOSIHUS OpraHU3allMOHHOMN
CHCTEMBI JUIST BBISIBIICHUS HEIEKJIapUPOBAaHHBIX BO3MOXHOCTEe B Poccun.
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Introduction

The basis of the country’s industrial development is the formation and renewal of fixed production
assets. From 50 to 70 % of the assets cost falls on technological equipment. Along with equipping industry
with the necessary technological equipment, a significant task is also to achieve technological security and
defense capability of the country.

A prerequisite for solving this problem is to ensure trust in technological equipment, first of all, in con-
trol systems, which are the most technologically advanced part of the equipment and the main object of
information security threats.

According to GOST R 54583-2011 “Methods and means of ensuring security. Fundamentals of trust
in information technology security. Part 3 — Analysis of trust methods”, the purpose of ensuring trust is to
create confidence in the reliable functioning of the product under specified conditions.

© 3eneHckuit A.A., MoposkuH M.C., MaHdunos A.H., Kynuos B.P., Fpubkos A.A., 2021. WU3paTenb: CaHKT-MeTepbyprckuii NoUTEXHUYECKUI
yHuBepcuTeT lMeTpa Benvkoro
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To ensure this trust, the control system of technological equipment must have [1]:

— functional reliability, i.e. the ability to perform its functions with a given error and repeatability;

— information security, i.e. to ensure the fulfillment of the conditions for maintaining a given level of
confidentiality, availability and integrity of information stored, transmitted, received and processed by the
system during its operation.

The task of ensuring trust in the control system of technological equipment can be fully solved only
on the basis of the development of the entire complex of necessary technologies (from information tech-
nology and electronics to mechanical engineering and the production of functional materials) at domes-
tic enterprises certified in the field of information security. The limited scientific and technical potential
available in Russia does not yet allow such a solution to be implemented.

In conditions of technological backwardness of the country, the goal of ensuring functional reliability is
often achieved through the widespread use of imported electronic components and software, while domes-
tic components and software products are created using foreign equipment and software.

This practice contradicts the requirement formulated by us to ensure trust: a control system for tech-
nological equipment of foreign manufacture or built from foreign components and using foreign software
cannot guarantee information security (confidentiality, availability and safety of information). The reason
for this is the inability to reliably evaluate the control system of technological equipment from the outside,
without full access to its hardware and software, which is not provided in practice for imported control
systems, their components and programs in the vast majority of cases.

In addition, while ensuring the functional reliability of the control systems of technological equipment
due to imports, in fact, the long-term reliability of the systems is not guaranteed. It can be eliminated by
factors of global competition with companies and countries-suppliers of control systems, components and
software by stopping the supply of spare parts, maintenance, etc. by means of unfair competition.

The purpose of this study is to substantiate and formalize the problem of ensuring trust in the control
systems of technological equipment. To do this, it is necessary to solve two main tasks:

— to develop a methodology for quantifying trust in control systems based on a set of indicators char-
acterizing functional reliability, information security and available for practical determination;

— to analyze the current state, development trends and the main technical and organizational prob-
lems of achieving confidence in the functional reliability and information security of control systems.

The solution of these tasks will make it possible to determine the key components of trust in control
systems, as well as the means and practical possibilities of ensuring them now and in the future.

Trusted control system

A necessary condition for the development and assessment of trust in control systems is the availability
of a methodology for quantifying the level of trust. An analysis of existing works in the field of assessing
trust in control systems [2—4, etc.] shows that such a methodology does not currently exist. Therefore,
the authors of this article have developed an original methodology based on data available for analysis and
applicable for practical use. Consider this technique.

Trust in the control system of technological equipment consists of trust at each of the levels of its tech-
nological implementation: at the level of the electronic component base; at the level of devices; at the level
of software (system and application).

If we evaluate the level of trust at each of the technological levels quantitatively in the range from 0 to 1,
where “0” is a complete lack of trust, and “1” is complete trust, then the integral indicator C of the level of
trust in the control system of technological equipment will be calculated by the formula:

C:

i

C,, (1)

4
=1
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where Cl. — trust indicators at the level of electronic component base (i = 1), at the level of devices (i = 2),
at the level of system software (i = 3), at the level of application software (i = 4).

The nature of the dependence (1) is such that if at least one of the technological levels does not ensure
trust in the control system (for example, there are software inserts in the system software that create infor-
mation leakage, or the electronic component base does not ensure compliance with the specified function-
al properties), then the entire control system does not have trust.

The confidence indicator at each of the technological levels is determined as follows:

Ci = Cilciz > (2)

where Cl.l and Ci2 — indicators of trust in functional reliability and information security at the i-th tech-
nological level.

The confidence indicator C to functional reliability (f = 1) or information security (j = 2) at a given
i-th technological level is determlned based on the confidence indicators CE and CT of the results of the
development and testing of hardware or software at this technological level of the control system:

C,=C;+(1-C})C]. 3)

The meaning of formula (3) is that testing leads to an increase in trust, and the greater the degree of
distrust (1 CE) of the development results, the greater the potential for i 1ncreas1ng trust Cj due to tes-
ting. If the results of development or testing are completely trustworthy (C =]lor CT =1), then C =1
(when C =1 testing is not required); if the results of development do not cause any trust (C = O)
then C,, CT — overall trust is determined by trust in the test results; if there is no trust in the test results
(CT = O) then C C — trust is determined by trust in the development results.

Indicators of conﬁdence in the results of development and the results of testing functional reliability
(j = 1) or information security (j = 2) at a given i-th technological level are determined based on the cor-
responding indicators of the elements of the control system of technological equipment at this level:

Pima Pima
E E E _ T T
Cy= Z (Cuqup ) C Z (Czpryp )’ (4)
p=1 p=1
where p, — the number of elements of the control system of technological equipment at the i-th tech-

nologlcal level (electronic component base, devices, system or application software); Cyp , C;p — indica-
tors of confidence in the result of the development or testing of the p-th element at the i-th technologi-

cal level according to the j-th requirement (functional reliability or information security); Wyl; , WWTD —

statistical weights (Zp' /AR R ZP’ T = 1) of a p-th element at the i-th technological level when

ijp ijp
evaluating the confidence indicator according to the j-th requirement for the result of development or testing.

The indicator of confidence CI.E1 in the results of development from the point of view of functional relia-
bility is determined on the basis of an expert assessment, which is influenced by: the status of the company
and the country of the developer (scientific and technical level, product quality, business reputation), data
on the functional reliability of similar products (the same and alternative developers), a description of the
technical characteristics of the product (including documented data on testing during production), etc.
Testing as part of development does not mean that testing will no longer be required in the future. During
the verification of purchased products, it is necessary, however, when assessing the reliability of subsequent
tests, to take into account the documented test results of the development stage, since repeated testing is
less informative and contributes less to increasing confidence.

The indicator of confidence Cg in the results of development from the point of view of information
security is determined on the basis of expert assessment and depends on the reputation of the developer
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(whether violations of information security were detected earlier), as well as on the availability of Russian
certification in the field of information security for the (domestic) developer.

The indicators of confidence C;; and C}, of the test results from the point of view of functional relia-
bility and information security are determined on the basis of expert assessment and depend on: the testing
methods used (for functional reliability or information security) with a known reliability of the results,
which is strongly influenced by the “transparency” of the product (availability of access to program code,
complete circuits of microprocessors, etc.; the higher the “transparency” of the product, the higher the
confidence in the test results); the reputation of the organization performing the testing, including the
availability of state licenses for certification tests.

To assess the confidence indicator CI.T2 to the test results from the point of view of information secu-
rity, an alternative approach can also be used. In this approach, the confidence indicator is defined as the
ratio of detected and undetected vulnerabilities and undocumented features, taking into account their
statistical weight set based on the degree of threats to information security created by them. This approach
can be applied to widespread systems with standard structural elements, the use of which has collected
significant statistics.

The final formula of trust in the control system of technological equipment combines formulas (1—4):

4 2 Dimax DPimax Pimax
C= HH Z‘ (C;},W;)+ 1- Z} (CSpWJ‘E) Z} (C;pW,-,;) s (5)
i=l =1\ p= = =

where Ci];:p, C;.p — indicators of confidence in the results of development and in the results of testing of

the p-th element at the i-th technological level according to the j-th requirement; W;jl;, WU; — statisti-
cal weights of a p-th element at the i-th technological level when assessing the confidence index according

to the j-th requirement for development results and testing results.
Functional reliability of control systems

Currently, in Russia, the majority of components for control systems of technological equipment are
imported. They are supplied to Russia together with equipment (for example, in the form of CNC (com-
puter numerical controlled) systems installed on imported machines), in the form of separate control sys-
tems (for example, in the form of supplies of CNC systems from Siemens, Heidenhain, Fanuc, etc., which
are later installed on domestic equipment), or in the form of separate components, from which domes-
tic control systems for technological equipment are assembled in Russia becoming not fully “domestic”
Russian manufacturers of CNC systems (Modmash-Soft, Balt-Systems, SPE “Izhprest”, etc.) are small
companies and occupy an extremely modest position even in the domestic market of Russia. The total
volume of sales of domestic CNC systems is about 3.0 thousand sets per year, of which about 75 % goes to
the modernization of machine tools [5].

In 2019, the share of imported equipment in the total volume of Russian consumption of CNC tech-
nological equipment was 90 %, including metalworking equipment — 92 %, industrial robots — 95 % [5].
More than 90 % of domestic machine tools are equipped with foreign CNC systems, about 85 % of all
components of technological equipment control systems are of foreign production [6].

The development of the domestic scientific, technical and production base in the field of hardware and
software for control systems of technological equipment is a priority task of the state industrial policy: the
global competitiveness of the country significantly depends on solving it. The priorities include the deve-
lopment of the domestic electronic component base', as well as the creation of domestic CNC systems for
processing equipment?.

! Strategy for the development of the electronic industry of the Russian Federation for the period up to 2030. Approved by the order of the
Government of the Russian Federation from 17.01.2020, No. 20-p.

2 Decree of the Government of the Russian Federation dated 05.11.2020, No. 2869-r “On approval of the Strategy for the development of the
machine tool industry for the period up to 2035”.

75



4Intellectual Systems and Technologies

=
I

Currently, an urgent task within the framework of ensuring the functional reliability of control systems
of technological equipment is the development of competencies in the field of control, testing and research
of hardware (digital, analog, digital-analog chips, systems on a chip and other electronic devices) and
software.

The methodology of testing electronic devices [7] differs significantly in the case of control at produc-
tion and in the case of control of a purchased (imported) product.

In the first case, existing methods allow you to check the quality of electronics both during production
and at the final stage. As a result, high reliability of the test results is ensured. The main testing methods
used in production control [8, 9]: visual automated control (AOI, AXI [10, 11]); in-circuit testing (ICT/
FICT), a method based on the contact of probes with the nodes of the assembled board; peripheral scan-
ning (using JTAG [12]); functional testing (FCT); testing after final assembly (EOL) — checking function-
ality and compliance with the specification.

In the second case, the main control method is an electrical check of the circuit for compliance with
the documentation. The most common and low-cost methods of such testing include the nodal impedance
measurement method and the peripheral scanning method. The reliability of testing of finished products is
currently quite high, although it is somewhat lower than the reliability of testing in the production control
process.

In general, it can be stated that the task of testing electronic devices with a reliable result has now been
solved, the functional reliability of both domestic and purchased (imported) electronic devices is ensured.

Software testing is a process of research, testing of a software product, aimed at verifying the corre-
spondence between the actual behavior of the program and its expected behavior in a finite set of tests
selected in a certain way. Testing of a software product is a mandatory part of its development, and is also
carried out as a means of controlling purchased programs.

From the point of view of functional reliability, software testing includes the following main types:
system testing (high-level verification of the functionality of the entire system and program), functional
testing (testing of the “white” and “black” box), load and stress testing, regression and optimization testing
(checking the functionality of the software after making changes or improvements — eliminating bottle-
necks), unit testing, interface testing, source code analysis, documentation analysis, etc. [13, 14]. The
availability of various types of testing depends on the degree of “transparency” (openness) of the software.
The higher the degree of “transparency”, the higher the reliability of the test results.

In general, the existing software testing tools make it possible to achieve high reliability of the results
and ensure the functional reliability of the software of technological equipment control systems.

Information security of control systems

A wide variety of threats to information security is associated with the use of vulnerabilities, i.e. short-
comings of information system security tools that can be used by the violator (both external and internal)
to implement these threats’. Among the most common threats associated with vulnerabilities are [15, 16]:
unauthorized access of the intruder to the object; illegal use of privileges; hidden channels of information
transmission; performing actions by one user on behalf of another; reading deleted data before overwriting
and erasing; intentional penetration into the system with unauthorized login parameters; functions not
described in the documentation; blocking the system for denial of service to other users; connection to
communication lines and introduction into the information system using delay in the actions of a legiti-
mate user; traffic analysis; connection to communication lines and simulation of the system, etc.

Along with threats related to vulnerabilities, significant threats to information security are created by
specially created malicious programs [17, 18]: “Trojan horse” (penetrate the system disguised as a legiti-
mate programs, after installation provide the attacker with a wide range of opportunities: espionage, block-

3 GOST R 53114-2008. Information protection. Ensuring information security in the organization. Basic terms and definitions. Moscow: Stan-
dartinform Publ., 2018.

76



4 NHTennekTyanbHble CUCTEMbI U TEXHOOM MU

ing work, deactivation of the protection system, etc.); “worm” (programs that are distributed in systems
and networks over communication lines; can reproduce themselves without infecting other programs and
files); “computer virus” (programs that are capable of infecting other programs, modifying them so that
they include a copy of the virus); “greedy program” (programs that capture individual resources of the
computer system, preventing other programs or system elements from using them); program bookmarks
(program code intentionally entered into the program in order to leak, modify, block, destroy information
or destroy and modify the software of the information system and (or) block hardware); “bacteria” and
“replicator” (programs that make copies of themselves, overloading memory and processor); “logic” and
“time” bombs (programs that block work and destroy data when a certain condition is met or after a given
time), etc.

One of the main factors in the emergence of threats to the information security of control systems of
technological equipment is the presence of undocumented features (UDF) in them. In relation to the
field of computer technology and software (and equipment management systems belong to this field), the
following definition is adequate: UDF are the functionality of computer technology and software that are
not described or do not correspond to those described in the documentation, which may lead to a decrease
or violation of the security properties of information®.

The analysis of regulatory documents® and publications [18] in the field of undocumented features has
shown that undocumented features should be classified according to the following main criteria: by reason
of their appearance; by technical implementation; by the method of getting into technological equipment;
by the nature of activation; by the nature of the threat.

Depending on the reason for the appearance of undocumented features, they are divided into unin-
tentionally introduced, intentionally introduced technological, as well as intentionally introduced with
malicious purposes.

Unintentionally introduced undocumented features of the equipment management system are addi-
tional functionality not described in the technical documentation. Such additional features may be known
to the manufacturer or developer (but are not recognized as significant for the sale of products), or un-
known. At the same time, the use of these undocumented features is not expected, although they may
create vulnerability of equipment to external threats.

Intentionally introduced technological undocumented features of the equipment control system are
additional functionality used by the manufacturer (developer), without expanding the operational capa-
bilities of the equipment or improving its implementation to consumers. Such undocumented features are
quite common for both software and hardware.

Any software developer knows that not all the functionality of the program is usually described to the
consumer. In particular, the consumer is not given access to control routines (used for debugging and
detecting program errors). Some of the functions of the programs can be blocked in case of their unstable
operation (in this case, the full functionality is supposed to be implemented in subsequent modified ver-
sions of this program). In addition, the program may include a hidden module sending data about its work
(for subsequent use of the data to improve the program).

4 GOST R 53114-2008. Information protection. Ensuring information security in the organization. Basic terms and definitions. Moscow: Stan-
dartinform Publ., 2018.

5 Information technology. Methods and means of ensuring security. Criteria for assessing the security of information technologies. Part 1. Intro-
duction and general model (GOST R ISO/IEC 15408-1). Part 2. Functional safety components (GOST R ISO/IEC 15408-2). Part 3. Components
of trust in security (GOST R ISO/IEC 15408-3).

Regulations for the inclusion of information about software and hardware vulnerabilities in the data bank of information security threats of the
FSTEC of Russia. FSTEC of Russia June 26, 2018

GOST R ISO/IEC 27034-1. Information technology. Methods and means of ensuring security. Application security. Part 1. Overview and general
concepts. Moscow: Standartinform Publ., 2015.

GOST R 51275-2006. Information protection. The object of informatization. Factors affecting information. General provisions. Moscow: Stan-
dartinform Publ., 2018.

Resolution of the Government of the Russian Federation of 17.11.2007 No. 781 "On approval of the Regulations on ensuring the security of
personal data during their processing in personal data information systems".
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Similarly, hardware may have functionality that facilitates its maintenance (diagnostics, repair, replace-
ment of blocks, etc.). Often the capabilities of individual elements of equipment are partially blocked. This
happens when the equipment control system uses elements (parts, components, modules) that are also
used in systems with more functionality.

Undocumented features of the equipment management system introduced for malicious purposes are
functionality that serves the interests of the one who introduced them into the management system to the
detriment of the interests of the equipment user. The specified damage may constitute unauthorized access
to information (on the equipment, its use, its location, etc.), as well as pose a threat to the operation of the
equipment. At the same time, in most cases, if these undocumented features are detected, the developers
present them as technological ones that serve the interests of the user and improve product quality [19].

An example of the implementation of undocumented features that can be used for malicious pur-
poses is the Intel Management Engine (ME) — an autonomous subsystem built into almost all modern
chipsets of Intel processors. It has a firmware that is closed to public access, implemented on a separate
microprocessor. Intel ME works with the computer turned off (connected to a battery or other power
source), has access to the entire contents of the computer’s RAM and out-of-band access to the network
interface [20, 21].

The technical implementation of undocumented features is divided into the following main groups:
software implementation (in a standard computer numerical controlled (CNC) or a programmable logic
controller (PLC)); hardware implementation (in a standard CNC or PLC); hardware implementation by
a separate device outside the CNC or PLC.

The software implementation of undocumented features is the formation of additional capabilities of
the equipment management system due to the expanded undocumented functionality of the software. An
example of such UDF is the Computrace LoJack program from Absolute Software [22]. The program
sends geolocation data to a remote server, has the ability to remotely lock the computer or erase informa-
tion from disks by commands from the servers of the developer company, as well as remote full-featured
computer management.

Hardware implementation of undocumented features of the equipment control system is the forma-
tion of additional hardware capabilities due to the expanded undocumented hardware functionality by
changing the operational properties of standard elements of the equipment control system, or connecting
additional modules or devices to the control system. An example of such devices are Broadcom network
chips (lines in CM 57xx), which have their own flash memory, RAM and RISC processor [23].

According to the method of getting into the control system of technological equipment, undocumented
features of equipment are divided into the following groups: UDF laid down by the manufacturer; UDF
added by the supplier or logistics company; UDF installed by the service organization (during service,
repair, security measures, etc.); UDF installed by the violator.

According to the activation method, UDF equipment is divided into permanent, self-activated and
externally activated.

The permanent undocumented features of the equipment are in effect all the time. They represent ad-
ditional functionality of the equipment, for some reason not specified by the developer.

Independently activated and externally activated undocumented features are functional properties that
are in a “dormant” state until some point in time. Self-activation occurs as a result of a given program:
after passing a certain time interval or after some time intervals; with a given change in equipment (involv-
ing certain software or hardware functions of the equipment control system, changing its location, etc.).
Activation of undocumented features from the outside can be carried out through a network connection,
electromagnetic and other external influences [24].

Unintentionally introduced and technologically undocumented features almost always belong to the
group of permanent ones. Malicious undocumented features can belong to any of the groups. The method
of UDF activation is important in determining ways to counteract malicious UDFE
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By the nature of threats to the object of protection, undocumented features of the equipment manage-
ment system are divided into the following main groups: malicious impact on equipment or personnel; un-
authorized collection and transmission of information; changing operating modes, disabling technological
and auxiliary equipment at the software or hardware level, etc.

Along with the above-mentioned classifications of undocumented features, an important role also
belongs to their ability to adapt, to extend to other equipment systems or other equipment, multiplat-
formity, etc.

Malicious impact on the equipment can be achieved not only by adding undocumented features (program
tabs, hidden programs and functional elements), but also by exploiting vulnerabilities in its management
system. These vulnerabilities may be the result of development errors or created intentionally for the purpose
of subsequent unauthorized access to information or impact on equipment (up to the termination of its op-
eration). According to the latest FSTEC? regulations, when certifying security software, testing laboratories
need not only to monitor the absence of UDF, but also to search for vulnerabilities, or security flaws.

One of the most problematic areas are low-level programs, in particular drivers that provide interaction
between hardware components of the equipment and the operating system used. Eclypsium specialists [25]
have identified vulnerabilities in more than forty drivers (including from ASUS, Toshiba, Intel, Gigabyte,
Nvidia and Huawei) that allow you to increase your privileges from the user space level to the kernel level.

Tests to identify vulnerabilities and UDF in software include expert, static, dynamic and manual
analysis [26, 27]. Expert analysis is based on documentation research, vulnerability scanning, attack
modeling, penetration testing and data visualization [28]. Static analysis provides for the identification
of vulnerabilities and UDF based on the results of the analysis of the program code in a mode that does
not provide for its actual execution. Dynamic analysis provides for the identification of vulnerabilities
and UDF based on the results of code analysis in the mode of its direct execution using: fuzzing [29],
analysis of the activity of lightweight processes of program interaction, tracking tagged data and other
methods. Manual analysis provides for the identification of vulnerabilities and UDF based on the results
of the examination of the source/restored code of the evaluation object based on tracking tagged data,
directed manual analysis of code sections and data visualization.

The reliability of the test results for identifying vulnerabilities and UDF largely depends on whether the
identified vulnerabilities and UDF are known (confirmed) or new, previously unpublished, the nature of
the manifestations of which is unknown in advance [30].

An important area of implementation of information security threats is the software of external hard-
ware modules [31], the testing and protection of which is often given significantly less attention than the
main software and hardware. As a result, external hardware modules often become a channel for informa-
tion leakage.

Hardware vulnerabilities and undocumented features are currently studied to a much lesser extent than
software ones. The hardware vulnerabilities that have attracted the most attention in recent years include
Meltdown and Spectre processor vulnerabilities [32, 33] related to the implementation of predicative algo-
rithms (extraordinary execution, speculative command processing and branch prediction) in some micro-
processors, in particular, manufactured by Intel and ARM architecture. These vulnerabilities allow local
applications (a local attacker, when launching a special program) to gain access to the memory used by the
operating system kernel (Meltdown vulnerability), or to the contents of the virtual memory of the current
application or other programs (Spectre vulnerability).

Threats to the information security of hardware are implemented in the following main areas of at-
tacks [34]:

— attacks on external protocols (USB, Bluetooth, CAN) by installing an additional device, or your
own software (firmware) instead of the one used;

¢ Regulations for the Inclusion of information about software and hardware Vulnerabilities in the data bank of information security Threats of
the FSTEC of Russia. FSTEC of Russia June 26, 2018.
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— attacks on embedded software by obtaining (by connecting the device to the programmer and re-
moving the dump) the microcode recorded in the processor, microcontroller or chip, disassembling it and
developing the PLD configuration file, and then identifying vulnerabilities for its subsequent modification
and use for their own purposes;

— attacks on the electrical circuit based on the analysis of the electrical circuits of printed circuit
boards in order to reverse engineer them for subsequent cloning with the addition of additional malicious
functions;

— attacks on the microprocessor, implemented at the chip level, based on the analysis of the chip’s
response (electricity consumption, radiation, time spent, etc.) to passive attacks that do not affect the
operation of the device; using time measurements, taking waveforms of current consumption and electro-
magnetic activity, you can choose a password, identify a cryptographic algorithm and extract a secret key.

When using cloud technologies for the operation of the equipment management system, the threats to
the information security of the hardware increase manifold. The currently available hacking capabilities
of embedded systems make the construction of trusted management systems based on them practically
unrealizable.

Currently, Russia has not formed an organizational system for monitoring, technological audit and
reverse engineering of control systems of technological equipment to identify undocumented features and
vulnerabilities. The implementation of measures to identify them is (with rare exceptions) optional and
is implemented on the initiative of the industrial enterprises themselves by special organizations that have
received licenses to perform this activity from the FSTEC. Inspections initiated by control bodies, includ-
ing the FSTEC, the FSB or the Ministry of Defense, are extremely limited and do not have any significant
impact on the safety of industrial facilities.

A common problem of the regulatory framework for the implementation of measures to protect against
threats to information security is the lack of regulations defining the practical means and procedure for the
implementation of control measures, including control of industrial facilities, technological equipment,
individual systems of technological equipment. In particular, according to the “The Concept of protection
of computer equipment and automated systems from unauthorized access to information” guidelines’,
regulatory legal acts, organizational, administrative and methodological documents of the FSTEC of Rus-
sia are aimed at classifying objects and presenting requirements for computer equipment and automated
systems that are certified by the developer of these objects. As a result, all responsibility for the set of se-
curity measures lies with the developer, and the existing FSTEC documents are only partially applicable
to control systems of technological equipment: they describe only the requirements for objects without
affecting the methods of checks that are specific to various hardware and software control systems of tech-
nological equipment.

Since the purpose of certification of an object is to confirm the compliance of its information security
system in real operating conditions with the information security requirements established by federal laws
of the Russian Federation, regulatory legal acts of the President of the Russian Federation, the Govern-
ment of the Russian Federation, as well as authorized federal executive authorities (FSTEC of Russia, FSB
of Russia, etc.), a program and test methodology is developed for each object in accordance with GOST
RO 0043-004-2013. At the same time, in order to carry out the necessary measures, it is necessary to obtain
all design and software documentation from the developer of technological equipment, which is difficult to
implement in practice, especially when it comes to a foreign developer company.

Conclusion

The goal set in the study has been achieved: the substantiation and formalization of the problem of
ensuring trust in the control systems of technological equipment has been given. According to the tasks
outlined in the study, the following results were obtained:

7 The concept of protection of computer equipment and automated systems from unauthorized access to information (Approved by the decision
of the State Technical Commission under the President of the Russian Federation dated 30.03.1992).
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1. An original methodology for quantifying trust in management systems has been created. According
to this methodology, trust is determined in accordance with trust in all its elements at all technological
levels (the level of electronic component base, devices, system and application software) in relation to en-
suring functional reliability and information security based on the assessment of trust in the results of the
development and testing of these elements.

2. The functional reliability of imported electronic devices and software used in control systems of
technological equipment is currently ensured at the proper level due to existing testing tools. Domestic
production of Russian electronic devices and software has small volumes; the functionality of domestic
devices and software is significantly lower than that of imported from the leading countries of the world,
which limits the scope of domestic products.

3. The main source of threats to the information security of control systems of technological equip-
ment are undocumented features of hardware and software. At present, an organizational system for iden-
tifying undocumented features in Russia is still in its formative stages.

REFERENCES

1. Sabanov A. Trusted computer systems as a way to counteract the cyber threats. Profection of information.
Inside, 2015, No. 3(63), Pp. 17-21. (rus)

2. Department of Defense Trusted Computer System Evaluation Criteria. TCSEC, DoD 5200.28-STD,
Dec. 26, 1985. Available: https;//csrc.nist.gov/csrc/media/publications/conference-paper/1998/10/08/proceed-
ings-of-the-2 Ist-nissc- 1998/documents/early-cs-papers/dod85.pdf (Accessed: 16.09.2021).

3. Shalin A.P. Mekhanizmy formirovaniya doveriya v sisteme otsenki sootvetstviya [Confidence-building
mechanisms in the conformity assessment system|. Kontrol Kachestva Produktsii | Production Quality Control],
2019, No. 4, Pp. 19-23. (rus)

4. Romanov A.V., Gogolevsky A.S., Neyelova O.N., Sokolova V.A. Assessment of reliability of special techni-
cal systems at the stage of their operation. Systems. Methods. Technologies, 2018, No. 4 (40), Pp. 13—19. (rus).
DOI: 10.18324/2077-5415-2018-4-13-19

5. Gribkov A.A., Pivkin P.M., Zelenskii A.A. State industrial policy and the machine-tool industry. STIN,
2021, No. 1, Pp. 2—6. (rus). DOI: 10.3103/S1068798X21040092

6. Kalyayev 1.A., Melnik E.V. Doverennyye sistemy upravleniya [Trusted control systems]. Mekhatronika,
Avtomatizatsiya, Upravleniye | Mechatronics, Automation, Control], 2021, Vol. 22, No. 5, Pp. 227—236. (rus)

7. Grout L.A. Integrated circuit test engineering: Modern techniques. London: Springer-Verlag, 2006. 262 p.

8. Kovalev S. Testirovaniye elektronnykh ustroystv na proizvodstve: Obzor metodov, analiz dostoinstv i ne-
dostatkov [Testing of electronic devices in production: A review of methods, analysis of advantages and dis-
advantages]. Tekhnologii v Elektronnoy Promyshlennosti | Technology in the Electronics Industry], 2013, No. 4,
Pp. 66—68. (rus)

9. Electronics Manufacturing Testing — The in Circuit Test & 5 Others. Versa Electronics, Feb. 24™, 2020.

10. Abu Ebayyeh A.M., Mousavi A. Review and analysis of automatic optical inspection and quality moni-
toring methods. /EEFE Access, 2020, Vol. 8, Pp. 183192—183271.

11. Vaga R. Industry 4.0 for inspection in the electronics industry. Proceedings of SMTA International, Oct.
14-18, 2018, Rosemont, IL, USA.

12. Rajput P.H.N, Michail Maniatakos M. JTAG: A multifaceted tool for cyber security. 2019 IEEE 25"
International Symposium on On-Line Testing and Robust System Design (IOLTYS).

13. Jamil M. A., Arif M., Abubakar N.S.A., Ahmad A. Software testing techniques: A literature review. 2016
6" International Conference on Information and Communication Technology for The Muslim World (ICT4M).

14. Anwar N., Kar S. Review paper on various software testing techniques & strategies. Global Journal of
Computer Science and Technology, 2019, Vol. 19, Iss. 2, Version 1.0.

81



4Intellectual Systems and Technologies >
I

15. Martynenko N.N., Markova O.M., Rudakova O.S., Sergeyeva N.V. Bankovskiye operatsii | Bank opera-
tions]. Moscow: Yurayt Publ., 2016. 612 p. (rus)

16. Thomas S.L., Francillon A. Backdoors: Definition, deniability and detection. Proceedings of the 21 Inter-
national Symposium on Research in Attacks, Intrusions, and Defenses (RAID 2018), Sep. 2018, Heraklion, Crete,
Greece.

17. Ashik M., Jyothish A., Anandaram S., Vinod P., Mercaldo F., Martinelli F., Santone A. Detection of ma-
licious software by analyzing distinct artifacts using machine learning and deep learning algorithms. Electronics,
2021, Vol. 10(14), 1694.

18. Khorev P.B. Metody i sredstva zashchity informatsii v kompyuternykh sistemakh | Methods and means of
protecting information in computer systems|. Moscow: Publ. House Academia, 2005. 256 p. (rus)

19. Kildyushkin R. Chernyy kod: V protsessorakh Intel nashli dve kriticheskiye uyazvimosti [ Black code: Two
critical vulnerabilities found in Intel processors]. Izvestiya, 25 march, 2021. Available: https.//iz.ru/1141889/ro-
man-kildiushkin/chernyi-kod-v-protcessorakh-intel-nashli-dve-kriticheskie-uiazvimosti (Accessed: 16.09.2021).
(rus)

20. Medvedev A. Put k importonezavisimosti [ The path to import independence]. Sovremennaya elektronika,
2017, No. 4, Pp. 110—111. (rus)

21. Erica Portnoy E., Eckersley P. Intel's management engine is a security hazard, and users need a way to
disable it. EFF, May 8, 2017.

22. Absolute Software Overview Brochure. 2010 Absolute Software. Available: Aftps.//www.eff.org/ru/no-
de/95854 (Accessed: 16.09.2021).

23. BCM 56070 Switch Programming Guide. Broadcom Inc., Aug. 12, 2020. Available: Attps://docs.broad-
com.com/doc/56070-PG2- PUB (Accessed: 16.09.2021).

24. Perevoshchikov V.A. Complex security systems hardware's vulnerabilities. Aktualnyye voprosy sovremennoy
nauki. Sbornik statey III mezhdunarodnoy nauchno-prakticheskoy konferentsii. Dendra, Ufa, 2017, Pp. 5-9.
Available: https.//www.elibrary.ru/download/elibrary 29974675 71120736.pdf (Accessed: 16.09.2021). (rus)

25. Screwed drivers — signed, sealed, delivered. Eclypsium, Inc., 2019. Available: https.//eclypsium.com/
wp-content/uploads/2019/08/Screwed- Drivers.pdf (Accessed: 16.09.2021).

26. Markov A.S., Tsirlov V.L. Experience in identifying vulnerabilities in software. Cybersecurity Issues,
2013, No. 1(1), Pp. 42—48. (rus)

27. Begayev A.N., Kashin S.V., Markevich N.A., Marchenko A.A. Vyyavieniye uyazvimostey i nedeklarirovan-
nykh vozmozhnostey v programmnom obespechenii | Identifying vulnerabilities and undeclared capabilities in soft-
ware]. St. Petersburg: University ITMO Publ., 2020. 38 p. (rus)

28. Zhang B.Y., Yan X.A., Tang D.Q. Survey on malicious code intelligent detection techniques. /OP Conf.
Series: Journal of Physics, 1087 (2018) 062026.

29. Chena C., Cui B., Ma J., Wu R., Guo J., Liu W. A systematic review of fuzzing techniques. Computers &
Security, 2018, Vol. 75, Pp. 118—137.

30. Barabanov A.V., Markov A.S., Fadin A.A., Tsirlov V.L. Statistics of software vulnerabilities detection
during certified testing. Cybersecurity Issues, 2017, No. 2 (20), Pp. 2—8. (rus)

31. Agafin S.S., Smirnov P.V. Metody obnaruzheniya nedeklarirovannykh vozmozhnostey v programmnom
obespechenii vneshnikh apparatnykh moduley [Methods for detecting undeclared capabilities in the software
of external hardware modules]. Bezopasnost Informatsionnykh Tekhnologiy |Information Technology Security],
2014, Vol. 21, No. 2, Pp. 5—10. (rus)

32. Lipp M., Schwarz M., Gruss D., Prescher T., Haas W., Fogh A., Horn J., Mangard S., Kocher P., Genkin
D., Yarom Y., Hamburg M. Meltdown: Reading kernel memory from user space. Proceedings of the 27" USENIX
Security Symposium, Aug. 15—17, 2018. Baltimore, MD, USA.

33. Dorodnov G., Gamayunov D. Chem opasny protsessornyye uyazvimosti. Chast 2: Spekulyativnyye ataki
[Why processor vulnerabilities are dangerous. Part 2: Speculative Attacks]. Safe-Surf Internet Security Informa-
tion Portal. Available: https.//safe-surf.ru/specialists/article/5265/650521/ (Accessed: 16.09.2021). (rus)

82



4 NHTennekTyanbHble CUCTEMbI U TEXHOOM MU

34. Nosov N. Apparatnoye obespecheniye — istochnik ugroz kiberbezopasnosti [Hardware is the source of
cybersecurity threats]. /KS, 2019, No. 3, Pp. 89—91. (rus)

THE AUTHORS / CBEAEHUA Ob ABTOPAX

Zelensky Alexandr A.
3eneHckuii AleKcaHap AJeKCaHAPOBIY
E-mail: zelenskyaa@gmail.com

Morozkin Marian S.
Mopo3kun Mapssin CepreeBud
E-mail: m.morozkin@stankin.ru

Panfilov Anton N.
IMandunos Anron HukonaeBua
E-mail: a.panfilov@stankin.ru

Kuptsov Vladimir R.
Kynuos Baaguvup PomanoBuy
E-mail: vkuptsov@stankin.ru

Gribkov Andrey A.
IpubdkoB AHnpeii ApmoBUY
E-mail: andarmo@yandex.ru

The article was submitted 23.11.2021; approved after reviewing 20.12.2021; accepted for publication
22.12.2021.

Cmamws nocmynuna 6 pedaxyuro 23.11.2021; odobpena nocae peyernzuposarnus 20.12.2021; npunama k
nyoauxayuu 22.12.2021.

83



NHOOPMATUKA, TEJXEKOMMYHUKAILINU 1 YITPABJIEHUE

COMPUTING, TELECOMMUNICATIONS AND CONTROL

Tom 14, Ne 4, 2021

Yupeaurenb — DefepaibHOE TOCYIapCTBEHHOE OHOKETHOE 00pa30BaTEIbHOE YUPEXKICHME
BBICIIIETO TIpodeccroHanbHOro oopasoBanust «CaHKT-I1eTepOypreKuii rocy1apCTBEHHbBINA
MOJINTEXHUYECKUI YHUBEPCUTET»

KypHarn 3apeructpupoBan DesiepanibHoOii C1y>k00ii 10 HAI30py
B chepe MHOOPMAIIMOHHBIX TEXHOJIOTHIA K MACCOBBIX KOMMYHHUKaIMiA (POCKOMHAI30D).
CaunetenseTBo 0 perrctpaimu DJ1 Noe @C77-77378 o1 25.12.2019 &

Penaxuust XypHaia
II-p TexH. HayK, ipodeccop A.C. Kopomkoe — TIaBHBII peIaKTOp

FE.A. Karununa — nutepaTypHbIi pe1akTop, KOppeKTop
T A. ITbiwkuna — OTBETCTBEHHBIN CEKPETaph, BBHITYCKAIONIUI PEIaKTOP

Tenedon pegakumu (812)552-62-16

E-mail: infocom@spbstu.ru

KommprotepHas Bepctka A.A. Koronosa

[MepeBon Ha aHTIMIiCKMI A3BIK /. FO. Anekceesa

JInnensus JIP Ne 020593 ot 07.08.97

Hata Beixona 30.12.2021. ®opmar 60x84 1/8

Cankr-IlerepOyprckuii moauTexHudeckuii yauepcutet [letpa Benukoro
Anpec ynuBepcuteta u peaakimu: 195251, Cankr-IletepOypr, yiu. [Tomurexnuueckas, a. 29.



