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DEEP GRADIENT BOOSTING FOR REGRESSION PROBLEMS

A.V. Konstantinov

Peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation

Deep Forest is a new machine-learning algorithm that combines the advantages of Deep
Neural Networks and Decision Trees. It uses representation learning and allows building accurate
compositions with a small amount of training data. A significant disadvantage of this approach is
the inability to apply it directly to regression problems. First, feature generation method should
be determined. Secondly, when replacing classification models with regression models, the set
of distinct values of the Deep Forest model becomes limited by the set of values of its last layer.
To eliminate the shortcomings, a new model, the Deep gradient boosting is proposed. The main
idea is to iteratively improve the prediction using a new feature space. Features are generated
based on the predictions of previously constructed cascade layers, by transforming predictions to
a probability distribution. To reduce the time of model construction and overfitting, a mechanism
for points screening is proposed. Experiments show the effectiveness of the proposed algorithm, in
comparison with many existing methods for solving regression problems.

Keywords: regression, Deep Forest, gradient boosting, ensembles, decision trees.
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rMYBOKUWU FPAOUEHTHDIU BYCTUHT
ONA PELUEHUSA 3A0AY PETPECCUM

A.B. KoHcmaHmuHoB

CaHKT-lMeTepbyprckmii NoAUTEXHUYECKUI yHMBEpcUTeT MeTpa Beankoro,
CaHKT-MeTepbypr, Poccuitickan Peaepaums

Iny6oxuii ec SABIsIeTCS HOBBIM MOIXOIOM MaIlTMHHOTO O0YYeHUsI, COYCTAIOIINM ITPEMYIIIe-
CTBa TJTyOOKMX HEMPOHHBIX CeTell U nepeBbeB pelicHui. OH UCIOIb3yeT 00yUYeHUEe TIpeacTaBIe-
HUSIM U TIO3BOJISIET CTPOUTh TOUHbIE KOMITO3UIIMM MPU YCIOBUU HEOOJBIIIOT0 KOJIUYECTBa 00y-
yatolnux faHHbIX. CylIeCTBEeHHbIN HEI0CTaTOK JaHHOTO MOAX0a — HEBO3MOXKHOCTD HAMIPSIMYIO
MPUMEHUTH €TO K 3a7avyaM BOCCTAHOBJIEHUs perpeccuu. Bo-TiepBbIX, TpeOyeTCsl OINpencinuTh
crmoco0 TeHepupoBaHUWsSI Habopa MPU3HAKOB. Bo-BTOpHIX, Mpu 3aMeHe KiiacCU(PUKAITMOHHBIX
MOJIesieil Ha perpecCUOHHbBIE, MHOXECTBO 3HaUeHUI Moaenu [JyboKoTo jieca CTaHOBUTCS OTpa-
HUYEHHBIM MHOXECTBOM 3HAUEHU I TTOCIeHETO ciosl. st ycTpaHeHUsT HeIOCTaTKOB MPeJIoxKe-
Ha HoBas Mofeb [lybokoro rpagrueHTHOro 0yctuHra. OCHOBHAs Uaesl COCTOUT B UTEPAaTUBHOM
VJIy4IIEHUU TIpeJcKa3aHusl, ¢ MCIOJb30BaHMEM HOBOTO MPOCTPAHCTBA MPU3HAKOB. [eHepupo-
BaHWe TTPU3HAKOB MTPOM3BOIUTCS HA OCHOBAHWHM TIPeICcKa3aHUii paHee MMOCTPOCHHBIX MONENIeH,
MyTéM TpaHCchOpMaIUU UX K pacIpepeIeHNIo BepoITHOCTe . JIJis1 CHUKEHUST BpeMEeHU TTOCTPO-
€HUS MOJEIN U TIepeo0ydeHUs TIPEJIOKEH MEXaHU3M paHHETO OTCeBa TOUYEK. DKCIIEPUMEHTHI
MOKa3bIBalOT 3(DHEKTUBHOCTD MPEMIOKEHHOTO aJIlTOpUTMa 10 CPAaBHEHUIO CO MHOTMMM CYIIIe-
CTBYIOIIIMMU METOIAaMU PeIlleHUs 3aJaul PErpecCUm.

KimoueBbie cioBa: perpeccus, [1ydokuii jiec, rpalueHTHBINA OYCTUHT, aHCAMOJIN, JePEBbsl PELICHUIA.
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Introduction

Over the past few years, one of the most important developments in the field of ensemble methods, that
is, methods for constructing model compositions [1—4], has been a combination of ensemble-based mod-
els, including Random Forest [5] and stacking [6], proposed by Zhou and Feng and called Deep Forest, or
gcForest [7]. The Deep Forest structure consists of layers similar to multilayer neural networks, but each
gcForest layer contains several Random Forests, instead of perceptrons. As it was noted [7], Deep Forest
is much easier to train, and it also has the ability to obtain high-quality results with extremely small data
sizes available for training unlike Deep Neural Network, which requires a lot of effort to select hyperpa-
rameters and large data sizes for training. A lot of numerical experiments provided in [7] show that Deep
Forest is superior to many widely used methods, or demonstrates results similar to existing methods when
using default parameters.

One of the main advantages of Deep Forest is the ability to build deep models using representation
learning without differentiable modules, that is without using reverse error propagation. Representation
training allows you to identify complex dependencies in the data, and Deep Forest is built in such a way
that a small amount of training sample is sufficient for training. For this reason, many modifications of
Deep Forest have been developed, as well as adaptations to specific application tasks. In particular, Wang
et al. [8] suggested using Deep Forest for predicting health status, or diagnostic health monitoring. Yang et
al. [9] used Deep Forest to solve the problem of finding ships using thermal maps. Zheng et al. [10] con-
sidered the application of Deep Forest to the pedestrian detection problem.

The Deep Forest structure is cascaded [7]. Each layer of the cascade is an ensemble of decision trees.
This structure embodies the idea of learning representations: the feature space changes from layer to layer,
creating an increasingly informative representation of the input data. Each level of the cascade, or layer,
receives a set of features generated by the previous layer, and the features obtained at the output of the layer
are transmitted to the next level. The cascade architecture is shown in Fig. 1 (RF in the Figure is a random
forest, and ET is Extra Trees, extremely randomized trees [11]). The diagram shows that each level of the
cascade consists of two different pairs of random forests that generate probability distributions of classes
(dimension 3), concatenated together with the original input. It is important to note that the structure of
the layers can be modified to improve Deep Forest when solving problems of a specific type. The predic-
tions of the last layer contain a set of probability distributions of classes, from which you can get the final
prediction by averaging. Deep Forest’s ability to learn representations can be supplemented by the second
part of Deep Forest, called multi-grained scanning, which allows processing data with a spatial structure.
Multi-level scanning uses the sliding window principle to process the original features. The result of such
a scan is new feature vectors corresponding to windows of various sizes. Moreover, the scanning itself is
performed using a set of decision trees trained with the original set of classes. In this paper, the first part
of Deep Forest is considered, since the tasks under consideration do not require the use of multi-level
scanning, which significantly affects the results in such areas as image or sound processing. For the input
data instance, each forest in the layer determines an estimate of the probability distribution of classes by
counting the frequencies of different classes for data instances that fell into the same sheet as this instance
during training. After that, the overall estimate of the probability distribution of classes is calculated as the
average of the estimates of each decision tree included in the random forest. The probability distribution of
classes is represented by a vector, which is then concatenated with the original feature vector in order to use
it as an input feature vector at the next stage. The use of the probability distribution vector for constructing
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Fig. 1. Deep Forest cascade scheme

the next layer is similar to the idea of stacking [6]: in it, the basic models of the first layer are built using the
original data set. After that, the stacking algorithm builds a new data set for training the second layer (me-
ta-model), using the output vectors of the classes of the first layer as input features, and the same values are
used as labels (values of the target variable) as for training the first layer. Also, the stacking algorithm often
includes a cross-validation procedure to increase the generalizing ability when constructing the second
layer. Unlike the standard stacking algorithm, Deep Forest uses both the original feature vector and the
class vectors obtained from the previous layer on each layer. Zhou and Feng [7] also suggest using random
forests of various types to provide a greater variety of predictions and create more informative features for
the next layer.

Deep Forest has a significant shortcoming in comparison with neural networks: it is incapable of using
arbitrary differentiable loss functions for any problems other than the standard classification one. In par-
ticular, traditional Deep Forest fails to solve such problems as transfer learning and distance metric learn-
ing. However, paper [12] eliminates this shortcoming by introducing weights allocated to decision trees,
which allows the authors to solve a considerably wider range of problems with the help of the modified
Deep Forest. Introduction of the weights for data instances similar to AdaBoost algorithms [13] together
with the confidence screening mechanism allows both increasing the accuracy of classification and de-
creasing the time of building Deep Forest in a number of cases [15]. The AdaBoost algorithm [13] is based
on the idea of boosting—iterative model construction as a combination of basic models, so that each sub-
sequent basic model compensates for the shortcomings of the model in the previous iteration. According
to [13], the training examples with the largest error in the previous iteration should correspond to large
weights, but this approach is not the only possible one for applying the idea of boosting. Thus, one of the
most popular approaches over the past decade is gradient boosting and its modifications [16]. Its key fea-
ture is the application of the principles of gradient descent in the functional space [17]. Each subsequent
basic model is constructed in such a way as to approximate the value of the derivative of the loss function
multiplied by minus one. Adding the predictions of the new base model to the already constructed combi-
nation corresponds to one step of gradient descent. Moreover, if the training example has an error close to
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the minimum, the partial derivative will be close to zero, which is similar to the low weight of the training
example in AdaBoost. Gradient boosting of decision trees is one of the most commonly used approaches
for solving regression recovery problems with tabular data. The disadvantages of gradient boosting include
the impossibility of parallel construction of ensemble elements, which leads to low performance with a
large number of iterations, as well as a set of values determined by the training set in the leaves of each in-
dividual decision tree, which significantly limits the set of values of the entire ensemble. However, in [18],
an algorithm for randomized gradient boosting (hereinafter referred to as RMGB) was proposed, based on
partially random decision trees. This approach allows you to get a much larger set of values of the trained
model, as well as improve performance by reducing the time of building each individual decision tree.

Despite Deep Forest’s great success in solving the classification problem, the cascade structure of mod-
els based on decision trees has not previously been used to solve the regression recovery problem, where
the target variable has a continuous distribution. There are approaches that combine the principles of
building neural networks and decision trees [19, 20]. Thus, in [19], an approach is described that allows
the construction of regression models based on decision trees, in combination with convolutional neural
networks, applied to the problem of determining the age from a photo. Its key disadvantage is the use of
training the entire model using error back propagation, which greatly distinguishes this approach from
Deep Forest, which has the advantages described above, in comparison with neural networks. Also, the
approach proposed in [20], although it combines decision trees with neural networks, does not rely on a
cascade structure, the construction of which can be performed iteratively without an error back propaga-
tion algorithm.

This paper discusses the problems of adapting Deep Forest to the regression problem, including the
need to determine the method of combining predictions to obtain a new set of features, as well as the com-
plexity of constructing functions, the set of values of which is quite large. Next, we propose a new approach
based on the ideas of gradient boosting, as well as a method for generating a set of informative features. It
allows you to build models using representation learning, without relying on an algorithm for back propa-
gation of the error, obtaining arbitrarily accurate approximations of the original dependencies. To reduce
the number of calculations and retraining, a mechanism for early elimination of points for which the pre-
dictions are already sufficiently accurate is also proposed.

Deep Forest

The main idea of a Deep Forest for the classification problem is to iteratively construct a set of layers,
where each layer relies both on the original set of features and on an intermediate representation obtained
from the previous layer. This approach allows you to increase the accuracy of the model simultaneously
with the generalizing ability, while maintaining a low level of retraining. Let us imagine a deep forest as a
composition of L layers Si:

gcForest, (x) = (SL oS, | 0...051)(x).

Each layer can consist of arbitrary models that can be used to estimate the probabilities of classes.
Namely, instead of predicting the class number, such models should be able to estimate the probability
distribution of classes, such as, for example, compositions of decision trees: decision trees, random
forests and extremely randomized trees. Indeed, the leaves of decision trees contain vectors consisting
of the class frequencies of all elements of the training sample that fell into the corresponding leaf, and
the compositions of decision trees allow us to estimate the probability distribution by averaging the
class frequency vectors over all decision trees. The predicted frequency vectors of classes of different
M /’ compositions included in one layer of width W are concatenated into one vector, along with the
original set of features:

10
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T
5,(6)=(x. M, (c))

Each new layer either allows you to improve the representation of features from the previous layer,
or has comparable performance. In the first case, the next layer is built in such a way that the target var-
iable, that is, the class, is predicted from the set of features from the previous layer. In the second case,
the composition is stopped. At the same time, a validation set is used to determine the quality of the
representation of features.

M;(€)

9 seey

Applicability of Deep Forest to the regression problem

This approach works well for classification, since the estimates of the probability distribution of classes
contain significantly more information than the numbers of the predicted classes. And even the probability
distribution, with the help of which it is impossible to make a correct prediction of the class, can be an
informative set of features for constructing the next layer. Accordingly, this approach cannot be applied
directly to the regression problem, for the following reasons. First, the complexity of generating a more
suitable feature space for solving the problem, since it is impossible to directly calculate an analog of the
class frequency vector for the regression problem, as in the case of the classification problem. Secondly,
in addition to the representation of features suitable for solving the problem, in the case of regression, the
ability to predict a large number of different values is also required, that is, the resolution, which for the
entire Deep Forest will be limited by the resolution of the last layer. Thus, a Deep Forest in which classifi-
cation trees are replaced with regression trees does not allow you to get better results than a random forest.
Also, reducing the regression problem to classification will not allow achieving a higher quality of the
model using Deep Forest, since such a reduction similarly reduces the resolution.

Gradient boosting based on Deep Forest

To solve the described problems, two significant changes are made to the Deep Forest model. First,
each layer should consist of strong regression models, that is, models that allow you to approximate
arbitrary functions with a given accuracy. For this purpose, random forests have been replaced with gra-
dient boosting models of decision trees (hereinafter referred to as MGB). Secondly, the process of con-
structing a Deep Forest, as well as the process of deriving predictions, should be changed so that each
next layer clarifies the general prediction of the model, and does not build it anew. The general model is
built according to the principle of gradient boosting, that is, so that each next layer predicts additional
terms, which add up to the estimate of the target variable. Let us imagine a new model of Deep gradient
boosting from L layers, as:

DBF, (x)=DBF,_, (x)+yM, (x,Fy(x), ... F,, (x)),

where M, — model of the i layer; Y — learning rate; F, — algorithm for generating features in layer i. The
scheme of the Deep gradient boosting model is shown in Fig. 2.

Let the loss functional / be given and a Deep gradient boosting model with an (L — 1) layer is already
constructed. To minimize the loss functional, the next layer is constructed in such a way as to approximate
the residual terms for each point of the training set:

7’;.
1574

(L) :‘ 8l(z,yi)

z= DBF_(x;)

As an input, similar to a deep forest, the next layer uses a set of features from the previous layers ob-
tained using a feature generation algorithm:

11
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Fig. 2. Deep gradient boosting model scheme
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MGB M, is trained to predict the residual terms from the generated features.

Thus, the general algorithm for constructing a Deep boosting model consists of the following steps:

1. Building a zero layer, like an MGB composition, namely training several different MGB.

2. Calculation of the residual terms of 7, — partial derivatives of the error function.

3. Generating a set of features based on predictions.

4. Formation of a new feature space: concatenation of the generated feature vectors with the feature
vectors of the previous layers.

5. Construction of a new layer approximating the residual terms using the resulting feature space.

6. Ifthe stop condition is not met, go to step 2.

This algorithm is general and leaves it possible to determine the algorithm for generating features and
the stop condition. So, if you omit the feature generation procedure (that is, set a feature generation algo-
rithm that matches zero-length vectors to predictions), and choose a decision tree construction algorithm
as the algorithm for constructing a new layer, you can get a traditional gradient boosting algorithm for
decision trees. The stop condition can be set as a condition for the number of layers M to exceed a certain
constant. You can also set a threshold for the value of the empirical risk functional, after which the algo-
rithm is stopped, or use a plateau detection criterion: during a certain number of iterations, the fluctuation
of the empirical risk functional (the difference between the maximum and minimum values) should not
exceed the constants. Both of the latter criteria can also be applied with a validation sample — a separate
data set used for quality assessment that does not overlap with the training set.

The predictions of the MGB layer are used as the generated features, while the cumulative prediction of
the entire composition is not taken into account. The features generated by layer i are defined as:

E(x)=[ M (5, Fy (x), s Fy (2))s s ME (5. By (), F (6))]

12
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By analogy with a deep forest, each layer uses not one MGB, but a composition of independent models
M ij , in order to obtain a more informative feature space. The layer prediction is calculated by averaging
the predictions of the composition models. In this case, the method of generating features is based on the
predictions of a set of composition models. The layer prediction is calculated as:

J=1

Potentially, the disadvantage of such formation of new features is the inability to build a decisive rule
that splits a set of data according to the criterion of consistency of model predictions in a layer, as well as
a high correlation of features. To eliminate these shortcomings, it is possible to transform the obtained
features into an analog of the class frequency vector. For the convenience of the presentation, without
detracting from the generality, we will assume that the value of each feature lies in the interval [0, 1],
and both boundaries of the interval are reached. If this is not the case, the values of all features should be
pre-normalized, independently of each other at the model construction stage, and at the prediction stage,
the same constants should be used for normalization as during training. The interval is divided into C
disjoint half-intervals of equal length. Each prediction of the layer model is associated with a vector of C

components:
>C
t=1

The vectors corresponding to each layer model are combined by averaging:

1={-fro),

 (¥) =2 S (x).

Jj=1

A normalized exponential function (SoftMax) with temperature 0 is applied to the resulting vector,

calculated as:
exp(z% j
l Z exp(z% j
j

Thus, the obtained analog of the probability vector of classes:

i, (x)= G(ui (x))

The sum of all the elements of the vector i, (x) will be equal to 1, and the value of each element will
lie in the interval [0, 1]. If the predictions of the layer models are equal, the element of the vector ﬁi (x)
corresponding to the predictions has the maximum value. By varying the temperature 0, it is possible to
reduce or increase the influence of the predictions of individual models of the layer: the higher the tempe-

(6(2,9))

1
rature, the closer the elements of the vector are to E The lower the temperature, the closer the value of

one of the elements of the vector is to 1. The obtained representation of the features allows us to build de-
cisive rules based on both the predicted values and the consistency of the layer models.

13
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Let’s pay attention to the physical meaning of the functions that are approximated by each layer: partial
derivatives of the loss function. If the loss function is convex, then if its partial derivative at point x is zero,
then the minimum of the loss function is reached at x. This means that no further iterations are required
for the set of all such points (). Each next layer of the model will need to predict values close to zero for Q
points. If the predictions are different from zero, the difference will need to be compensated by the next
layer after it. Thus, firstly, extra work will be performed for a certain set of points, and, secondly, the optimal
prediction obtained at a certain iteration can be further worsened by adding small terms with an error. To
eliminate these shortcomings, we will filter out data instances based on the absolute value of predictions.
Let’s consider two ways to filter out data instances: by a fixed threshold value d, and by the quantile of the
empirical distribution of the absolute values of the predictions of the layer. For the first method, on each
layer, we will determine the set of points for dropping out layer i, depending on the input features I]., as:

B(1)

The difficulty of using this approach is that it is impossible to determine the number of points to be
eliminated in advance, and also with a fixed value of d, the result strongly depends on the scale of the data.
However, the threshold value can be selected automatically and individually for the layer. To do this, we
introduce the parameter p — the proportion of points that need to be filtered out on each layer and find the
quantile of the empirical distribution of the absolute values of the predictions:

0={I: <df.

d, = argmax, {#{(I,r)eD(i) :|B(I)|<a’} Sp-#D(i)}.

The set of points for dropping out, that is those that will not be used for further construction of the
model, is located similarly. This approach will allow you to leave a known amount of data for training
at each step in advance. Too large, close to one, p values can lead to a situation in which the size of the
training set will be insufficient to build an accurate model, and / or an increase in the value of the risk
functional, due to too early sifted points.

In order to avoid situations in which points are eliminated too early, that is, inflated dl_ values, it is pos-
sible to adjust the threshold values based on the known values of the residuals. To do this, we will introduce
an additional threshold value di', but we will calculate the quantile of the empirical distribution of the
absolute values of the residuals, instead of predictions:

d! =argmax,, {#{(I,r) e p" :|r| < d} < n.#D(i)}.
The adjusted threshold value will be calculated as:
d, =min{d,d}.

Thus, it remains possible to control the upper bound of the number of points that need to be eliminated
on each layer, but ifA the model’s prediction at a certain point is small due to an error, such a point will not
affect the value of d..

The choice of parameters of the basic models when constructing the composition has an extremely
strong influence on the accuracy of the aggregate model. For example, if the approximate function depends
on four features, and the maximum depth of the decision trees used in MGB is two, then it will be impos-
sible to build an exact approximation using such an MGB. If the depth of the trees is too large, there may
be a negative effect of retraining. This means that it is necessary to select the most suitable parameters of
the model. Since each layer solves its own separate machine-learning task (both the approximate function
and the set of features are different for each layer), the most suitable parameters should be selected for each

14
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layer separately. To do this, we use a search of parameter values with cross-validation: a grid of parameters
is set, including the maximum depth of the tree, the number of MGB iterations and the learning rate, and
a combination of parameters is selected that gives the smallest error of cross-validation (cross-validation).
All the basic models in the layer are trained using the locally obtained optimal parameters. Note that a sim-
ilar improvement can also be applied to the classical gradient boosting algorithm for decision trees, but it
is more justified in the case of the proposed deep gradient boosting, since it changes not only the objective
function, but also the set of features at each iteration.

Experiments

For comparison with existing MGB and random forests, implementations from the “Scikit-Learn”
package were used. To assess the quality of predictions in each experiment, the data were divided into two
groups randomly: the training set (75 % of the original sample) and the test set (25 % of the original sam-
ple). Next, training was performed on the training set and quality assessment was performed on the test
set. For each method, the experiment was repeated 100 times. Since MGB and random forest require the
selection of parameters, such as the depth of trees, a procedure for automatically selecting the most suita-
ble parameters with cross-checking was used. To do this, the training set was divided into 5 parts and such
parameters were selected for which the average accuracy during cross-checking was maximum. After that,
the model was built anew with the selected parameters using the entire training set. For a random forest,
the maximum depth of the decision tree was chosen — an integer value from 2 to 7, or an unlimited depth
of the tree, as well as the number of decision trees: 100 or 1000. For MGB, the parameters were selected
in the same way, with the addition of the learning rate: 0.1, or 0.01. For deep boosting, the optimal values
were not selected using cross-checking in advance.

To compare the methods on regression problems, the following data sets were used (Table 1):

» from the “StatLib” repositories and the “R”package: “ML housing data set”, “California housing
data set”, “Diabetes”, “Longley’s Economic Regression Data”;

« from the Kaggle online data analysis competition platform: “House Prices: Advanced Regression
Techniques”, based on the “Ames Housing data set”, with a large number of categorical features;

» simulated (artificially generated) data sets: “Friedman 1”, “Friedman 2”, “Friedman 3”, described
in detail in [5]. And also “Regression” and “Sparse uncorrelated” from the “Scikit-Learn” package.

In Table 1, m denotes the number of features, and 7 is the number of observations.

On regression problems, the algorithms were compared: random forest, MGB, and the proposed Deep
gradient boosting (with MGB on random decision trees). The standard error was used as the risk functional
for all methods. Table 2 shows the values of standard errors (less — better) averaged over 100 experiments
for data sets from repositories, and Table 3 — for artificial data sets, for:

* a random forest with the above-described method for selecting optimal hyperparameters (in the
Table — the RF);

+ extremely randomized trees with the above-described method of selecting optimal hyperparameters
(in the Table — ERT);

* the classical model of gradient boosting with the above-described method of selecting optimal hy-
perparameters (in the Table — MGB);

» CatBoost gradient boosting models (in the Table — CatBoost);

» models of extreme gradient boosting XGBoost with the above-described method of selecting optimal
hyperparameters (in the Table — XGBoost);

 the proposed Deep gradient boosting based on RMGB (in the Table — Deep RMGB);

* the proposed Deep gradient boosting based on extremely randomized trees (in the Table — Deep ERT).

As can be seen, the proposed algorithms allow us to build models with comparable or smaller root-
mean-square errors than classical methods, as well as advanced widely used improvements to gradient
boosting algorithms, such as CatBoost and XGBoost. The proposed deep gradient boosting RMGB in
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Table 1
Description of regression data sets
Title Abbreviated designation m n
California housing data set California 8 20640
House Prices: Advanced Regression Techniques HouseART 79 1460
ML housing data set Boston 13 506
Diabetes Diabetes 10 442
Longley’s Economic Regression Data Longley 7 16
Friedman 1 Friedman 1 10 100
Friedman 2 Friedman 2 4 100
Friedman 3 Friedman 3 4 100
Scikit-Learn Regression Regression 100 100
Scikit-Learn Sparse uncorrelated Sparse 10 100
Table 2
Standard error on regression problems
Method California HouseART Boston Diabetes Longley
RF 2.559x10! 9.796x108 1.215x%10! 3.367x103 1.055%10°
ERT 2.493x10! 9.645x108 1.136x10! 3.235x103 9.666x10!
MI'b 2.083x10! 9.533x108 1.052x10! 3.292x10° 8.660x10!
CatBoost 2.197x10! 9.148x10% 1.066x10! 3.547x10° 1.273x10°
XGBoost 2.057x10! 9.835x108 1.124%10! 3.276x10° 1.020x10°
Deep RMGB 1.986x10! 9.157x108 1.119x10! 3.343x103 8.145x10!
Deep ERT 2.472x107! 9.220x108 1.082x10! 3.315%103 9.045x10~!
Table 3
Standard error on artificial regression problems
Method Friedman 1 Friedman 2 Friedman 3 Regression Sparse
RF 1.062x10! 5.839x10° 2.075%1072 1.254x10¢ 2.794x10°
ERT 8.869x10° 1.475%103 1.575x1072 1.162x10* 2.203x10°
MGB 7.233x10° 5.240x103 1.877x1072 9.929x103 1.952x10°
CatBoost 8.485x10° 1.008x10* 2.871x1072 1.238x10* 2.641x10°
XGBoost 7.066x10° 5.340x103 1.927x1072 9.797x103 2.050x10°
Deep RMGB 4.039x10° 1.234x103 8.370x103 1.009x10¢ 1.238x10°
Deep ERT 7.916x10° 1.490x10? 1.326x10~2 1.141x10* 1.779x10°

more than half of the cases (on the considered data sets) allows us to get better results than other algo-
rithms. The lower accuracy of Deep gradient boosting ERT, compared to Deep gradient boosting RMGB,
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is consistent with the assumptions about the need to use MGB in deep boosting layers, instead of a random
forest or ERT.

Conclusion

The algorithm of Deep gradient boosting is proposed, which allows to build deep models without using
the algorithm of back propagation of the error for solving regression problems. It combines elements of
representation learning characteristic of neural networks, due to which more accurate models are built in
comparison with traditional gradient boosting and random forest, while maintaining the advantages of de-
cision tree compositions, such as the ability to build models on small training sets and the ability to process
categorical features. The described approach to generating features allows you to create more informative
representations of input data improving the quality of the model. Experiments conducted on known re-
gression problems and artificial data show the advantages of the proposed algorithm in comparison with
existing algorithmes.

This work is supported by the Russian Science Foundation under grant 21-11-00116, https://rscf.ru/en/
project/21-11-00116/
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ANHAMUYECKOE HOPMUPOBAHMUE NMOTPEBJIEHUA
DHEPITOPECYPCOB ANA 3AA0AY HEDPTENEPEPABOTKHA
HA OCHOBE AJIFTOPUTMOB MALLMHHOIO OBY4YEHUA

H.C. KydpauwioB

CaHkT-MNeTepbyprcknii NoANTEXHUYECKMIA yHUBEpPCUTET MNeTpa Benunkoro,
CaHKT-MeTepbypr, Poccuitckas Pepepaumn

HopMmupoBaHue moTpedaeHUs 9HEPropecypcoB HEOOXOAUMO TSI KaUeCTBEHHOTO MIaHUPO-
BaHUsI TIPOU3BOJICTBA U IMO3BOJISIET PAIIMOHAIIM3UPOBATH UX MCITOIb30BaHUe. B cTaThe puBeaeH
aHaJIN3 Pa3JIMYHBIX TOIXOAOB K TMOCTPOEHUIO MOMAEIUN TOTPEOJIeHUs SHEPropecypcoB, OTpe-
JIeJIeHbl MX HEeOCTAaTKU Y TPEACTaBIeH HOBBIM MOAXOM] K JUHAMUYECKOMY HOpMHUpoBaHMIO. B
KayecTBe 00bEeKTa MOJEIUPOBAHUSI PACCMOTPEH MPOLECC CyMMApHOTro MOTPeOIeHUsT TOILIMBA
st ycraHoBku DJIOY-ABT-6, npeaHazHauyeHHOM 11 00€CCOMMBAHMS U TIEPBUYHOTO (ppak-
uuoHupoBaHusl HedTu. ChopmupoBaHbl HYHKIIMOHATbHBIE TPeOOBaHUS K pa3pabaTbiBaeMbIM
aJTOpUTMaM, UCXOJS U3 aKTyaJIbHBIX 3a/1a4, TUKTYeMbIX IPOM3BOAICTBOM. B KauecTBe pelieHus
paccMOTpEHbl MOJETM HAa OCHOBE aJTOPUTMOB MAaIlIMHHOTO 00y4deHus1, Takrue Kak Catboost pe-
rpeccop, IpagueHTHBIN OycTUHT nepeBbeB, CinyuaitHblil nec, ElasticNet 1 ncKyccTBeHHBIE Heli-
poHHbIe ceTu. [IpoBeieH aHaIn3 pe3yIbTaTOB MOJEIMPOBAHMS U CPABHEHUSI TOUHOCTU MOJEJIEH.
ITponemMoHCTpUpPOBaH ClleHAPUI UCIOJb30BAHUS MOJEIN TUHAMMYECKOTO HOPMUPOBAHUS ISt
aHaaM3a MPUYUH OTKJIOHEHUST (PaKTUUYECKUX 3HAYCHU I MTOTPEOICHUS OT IJIAHOBBIX.
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KiioueBble cjioBa: HOpMUPOBaHUE MOTPEOIEHUSI SHEPrOPECYPCOB, MaIIMHHOE 00ydeHue, Hud-
pOBOIi IBOMHUK, HedTenepepaboTKa, GaKTOPHBII aHAIU3.
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commons.org/licenses/by-nc/4.0/).

Introduction

High speed of technological growth and global trends towards the production digitalization and Indus-
try 4.0 concepts dictate an increasing volume of requirements for the industry. As an illustrative example,
the oil refining industry poses a task of active integration of new technologies to optimize technological
processes, increase the quality of the final product and reduce its production costs. Consequently, in the
last 10 years engineers have begun developing so-called digital twins of technological processes. A digital
twin is a complex program entity based on accurate process models, statistical data, regulatory values and
machine learning algorithms [1, 2].

Rationing of energy consumption is not an exception of such digitization processes. On the one hand,
a digital twin of production allows us to implement various scenarios, such as: forecasting, retrospective
analysis, simulation of various operating conditions of equipment, etc. On the other hand, the consump-
tion rationing model should allow us to calculate the necessary and sufficient resource consumption for
a particular scenario. The ability to analyze the actual deviations in energy consumption is a key feature,
which can lead us to more rational cost management.

One of the key issues of building a model for the regulation of energy consumption, is a large number
of influencing external and internal factors. Such factors impact often cannot be detected analytically.
These factors include the parameters of the technological process, the parameters of raw input materials,
meteorological conditions, time interval etc. All existing methods and algorithms for the regulation of en-
ergy consumption are often based on some sort of regulatory values and do not allow them to be effectively
applied in such digitized scenarios, described previously [3].

The main goal of this work is to develop an approach and determine the methods of developing the
models for dynamic rationing of energy consumption using the example of oil refining problems. For this
case, the existing approaches to energy consumption rationing were analyzed and new methods, based
on machine learning algorithms, were developed and approved. This new approach provides the ability
to dynamically recalculate the rates of energy consumption within the process or environment changes.

Energy consumption rations

Energy consumption rations are the calculated values that characterize the maximum allowable ex-
penditure of certain resources. At the same time, during the calculation, the operating conditions of the
technological equipment and the environment at a particular moment of time are taken into account. The
norms determine the calculation basis for planning the consumption of fuel and energy resources, and also
allow you to control their expenditure and identify any potential saving reserves [4].

For industrial consumers, ration is an indicator of the planned consumption of some resources for the
production of a unit of final product. There are two key groups of resources used as a subject of rationing:
the main resources and the operation of production facilities.

In this paper, the rations of resources consumption, associated only with the provision of the main pro-
duction process (fuel and energy resources) were considered. Therefore, we focus our attention on them.
These values are evaluated in a form of a generalized indicator, expressed in Tones of Equivalent Fuel
(TEF) per unit of production.

21



4Computing, Telecommunications and Control Vol. 14, No. 3, 2021

Let’s consider the key existing methods for calculating consumption rations [5]:

* Experienced method;

» Computational and analytical method;

« Computational and statistical method.

Experienced method is, as the name suggests, an experiment, the results of which are used to form
individual rations. A significant disadvantage of this approach is that the object of modeling must perform
its work exclusively within the regimes provided at the stage of its testing [6]. Also, the process of such
development norms entails large labor costs. It consists of methodology development, testing, analysis of
results, etc. All this makes it difficult to replicate the solution. Another disadvantage is that applying this
method makes it impossible to quickly revise the existing consumption rations due to changes in the pro-
cess parameters.

Another common method, that allows us to ensure high accuracy of rationing, is the computational
and analytical method. This method is based on a thorough study of technical regulations and design and
engineering documentation [7]. During such process of rations calculation, a sequential division of the
modeling object into separate aggregates is performed. After this, the engineer analyses such aggregates
interaction. A significant disadvantage of this method is that the quality of the developed values is directly
proportional to the quality and accuracy of the description of the object in the technical documentation.
Thus, this approach may not take into account the real state of the object, which will entail a decrease in
the quality of energy consumption rationing [8].

In turn, the computational and statistical method allows you to deal with the problem of inconsistency
between the state of the object and its technical description. It provides the determination of rations, based
on the reports data of the actual consumption of fuel and energy resources during the past periods. In other
words, when applying this method, the values are interpolated by forming a function that characterizes the
relationship between operating conditions and the amount of energy consumption [9].

For this work, during the building of the machine learning models, we employed the latter method first,
and in particular the so-called analytical model. Mathematical formulation can be written as follows.

The process of energy consumption can be described as:

V= S (K)o X T (T ) oA (i) 5. 2(0)

where X {in) _ interior industrial parameters values; X four) _ outer parameters values; 7' — different times-
tamps, depending on the parameter; T — current datetime value; X - parameters, which are not kept in
manufacture; € — measurement error.

According to the amount of data we can use — our rationing model should have such mathematical
description:

N(W)zf((Xfi">(Tl), s X T (X (T ) ...,X,<f”t>(YEN+K))),r).

As we see, the main goal of such model development is decreasing of the number of X and to minimize
the difference between such model values. In this case the mathematical description of the model devel-
opment task will be as follow:

E = argmin(J(Y,N(W))),
w
where J is an error function, more detailed description will be provided when it is referred to in the next
paragraphs.

Another task for the development is the approach of choosing the X () and X't according to the
analytical model.
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One of the key advantages of this approach is its universality and applicability for various objects. Also,
this approach is more flexible compared to its alternatives, described earlier.

This approach is based on the analytical construction of the energy consumption model. Therefore,
its disadvantages include a high probability of a mistake in description of the nature of the function, the
volume of which is directly proportional to the complexity of the modeled object.

The idea of building an analytical model is consonant with the task of machine learning. In the clas-
sical approach, at the stage of exploratory data analysis, we can involve specialists in energy consumption
to form a list of factors, based on their knowledge about the modeling object [10]. However, this approach
entails high labor costs. Thus, we have set the goal of reducing the use of knowledge about the subject area
with no loss in quality: it will serve as a guarantee of successful replication of the developed approach.

Modeling object — CDU/VDU-6 unit

As it has been already mentioned, in this paper we took the oil refinery process as the object for energy
consumption modeling. Modern oil separation involves piping crude oil through a sequence of hot fur-
naces. The resulting liquids and vapors are discharged into distillation units. Such products of the plant
operation include diesel fuel, tar, fuel oil, kerosene, gasoline, etc.

In particular, we analyzed the data from the unit built according to the standard design called CDU/
VDU-6. The feed-stock for the unit is crude oil coming from oil pumping stations.

To illustrate the refinery process, including CDU and VDU, Fig. 1 presents a simplified oil refinery
schematic [11].

As it is shown in the figure, CDU/VDU unit separates crude oil into different products by boiling
point differences and prepares feed for secondary processing units. Two main units for the CDU/VDU
are CDU, an electrical desalting and oil dehydration unit, and the VDU, an atmospheric and vacuum
distillation of oil unit.

During the process, the following products are obtained at this unit: fuel and liquefied gas, straight-run
gasoline fractions, a fraction of straight-run diesel fuel, vacuum gas oil and tar. In addition, in the process
of heat recovery, water vapor generates, which, looking ahead, is one of the targets predicted in this work.

Feed: : Intermediate hydrocarbon cuts : Final prod.
P :
LPG LN ) ‘ )
: » DHS [—> MX ———
. . CDU - crude distillation unit,
: Naphta | N < : VDU - vacuum distillation unit,
: > (" h 5] Gas HDS - hydrodesulphurization unit,
: CR NN HDC - heavy oil desulphurization unit,
Crude : - N FCC - fluidized catalytic cracking,
:; CDU — ' Jet CR - catalytic reforming,
: DK_E"‘)i > I e VO - merox sweetening,
" 1ese . .
rePTT DHS : EPG - liquefied petroleum gas,
. » ero - kerosene,
P S S’ : GO LN/HN - light and heavy naphta,
: AR || : AR - atmospheric residue,
. - Y » HDC : VR - vacuum residue,
: : Gas - gasoline,
VDU VGO\—) : — Jet - aviation jet fuel,
: ( h FO GO - commercial gasoil,
. » FCC FO - fuel oil,
: ;'_/ VR AS - asphalt.
' | >

Fig. 1. Simplified schematic of an oil refinery
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CDU/VDU-6 includes a gasoline stabilization unit and an intermediate tank farm for receiving, storing
and dispensing raw materials of 6,000 cubic meters.

At the moment, for the modeled unit, an experimental method of rationing is used. The selection of
norms is carried out from the corresponding reference book of norms with respect to the current mode of
operation, month, and is multiplied by the actual load for raw materials. Such values are revised annually.

Such approach to rationing leads to ineffective plant management in terms of energy consumption.
This is due to the low accuracy of the calculated consumption rates, since they do not take into account
any real technological parameters, equipment degradation, environmental parameters, etc. Moreover, this
approach does not allow us to analyze the factors and reasons of deviations in consumption from the cal-
culated consumption rates. Such process is called factor analysis and it requires a more interpretative and
transparent process of energy consumption.

Rationing model and digital twin

One of the main goals of using the dynamic rationing model is to ensure correct, well-grounded man-
agement of the technological process. This, in turn, can be achieved by the timely identification of devi-
ations of the actual consumption from the planned one. Such approach would allow us to form operative
corrective actions to improve the control quality.

To achieve this goal, it is necessary to establish a close interaction of the dynamic rationing model and a
digital twin of the technological process [12]. Fig. 2 provides a more detailed description of such behavior.

In fact, there are two different scenarios of using the dynamic rationing models. The first one of them is
the calculation of the planned y" energy consumption rations, which are used as tasks for the plant opera-
tors. On the other hand, Fig. 2 shows a comparison between estimated consumption rations y'and actual
consumption )". After reaching the point in time for which the consumption rate was planned, we can
calculate its actual model value. This value should be close to the actual consumption of fuel and energy
resources, otherwise, this algorithm will not be effective.

The algorithm of the deviation causes analysis (factor analysis) should demonstrate the degree of influ-
ence of each parameter on the total difference between planned and actual consumption. This approach
allows us to carry out the retrospective analysis. With the knowledge we get from such analysis, we can
adjust the operating plan in order to minimize expenses and costs.

To implement the algorithm for analysis of the causes of deviations, the dynamic rationing model must
be interpretable. We must be able to numerically assess the degree to which each parameter affects the re-
sult. Such coefficients should be normalized in relation to the difference in consumption. Resulting delta
values will characterize the fraction of delta justified by this or that parameter [13].

Thus, the main functional requirements for the development of the dynamic consumption rationing
model are:

Parameters calculated value x"

—y
CDU/VDU-6 » Dynamic rationing Yy " — consumption rations evaluated
digital twin model m m m on the parameters calculated values
e S e

y'— consumption rations evaluated

Energy consumption rations on the parameters real values
N ! K
m y — real energy consumption value
CDU/VDU-6 o Factor analisys o
unit algorithm x, — the degree of contribution
— " of every parameter value

Analysis of the causes of deviations

Parameters real values x’ (factor analisys)

Fig. 2. Rationing model for the factor analysis issues
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 interpretability of models or the possibility of using algorithms for analyzing the causes of deviations;

+ the standardization error should not exceed 2 %, which is due to the absolute error of measuring
devices for fuel and energy resources consumption;

 adaptability of the solution: the ability to revise consumption rates when critical changes in the pro-
cess are detected;

» the model should take into account the degree of inertia of the process, since some parameters can
contribute to consumption with different delta over time.

Initial modeling data

To start the dynamic rationing model development, it is necessary to assess the quality of the existing
data and prepare them for transfer to the algorithm. For machine learning algorithms bad quality can be
crucial, so we need to preprocess the data. Collecting, storage and primary generalization of data for the
CDU/VDU-6 unit is carried out by PI Systems utilities. At the first step, ETL procedure was set up to
download the data from the server.

For the analysis, a data interval of one and a half year was selected. Such choice is justified by the neces-
sity of having a volume of data covering the entire annual cycle of the installation, as well as some reserve of
data for validation and testing. Downloaded data contains technological information (unit temperatures,
pressures, etc.), production data (plant load, quality characteristics), as well as environmental parameters
(temperature, wind directions, etc.). The total fuel consumption was taken as an energy resource for ra-
tioning modeling.

The process of the control and monitoring of energy consumption is implemented in the context of
hourly averaged values. Thus, the dynamic rationing model should also form the hourly average indica-
tors of energy consumption. However, the data from the source were downloaded with a sampling rate of
I minute, cleaned and averaged within an hour. This is due to the fact, that the data can contain a large
number of anomalies. Such anomalies can be related to some functional failures of measuring instruments,
breakdowns and production interruptions. In this case, it is necessary to filter the data somehow. For these
purposes, the EllipticEnvelope algorithms [14], a high-pass filter and a moving average filter, were applied
to achieve the best anomaly detection efficiency:

A

7=o(r)r Y 8(r,),

i=60

where Y — the resulting value of hourly consumption; 6 — EllipticEnvelope operation giving [0, 1] values;
9 — high-pass filter operation.

Fig. 3 shows an example of the preprocessed fuel consumption data.

Also, during the preparation, the data were preprocessed in order to reduce their volume with minimal
loss in quality. Unfortunately, the use of dimensionality reduction methods (Principal component analysis,
tSNE, etc.) is not further allowed for data interpretability, otherwise it would significantly complicate such
an algorithm.

In such situation, to reduce the amount of data, a correlation analysis was carried out. The Spearman
and Pearson coefficients were analyzed and the values were discarded according to the following criteria:

» parameters, the correlation coefficient of which with the target is more than 0.9, in order to avoid
target leaks;
* to combat multicollinearity, all values with cross-correlations greater than 0.9 were also discarded.

Finally, the initial data volume contained 1083 parameters with 780 thousand values each. However,
after their preprocessing, they were reduced to 562 parameters of 3 thousand averaged hourly values. For
this publication, the data have been anonymized and replaced with tag_n for parameters and y for con-
sumption not to violate the contribution rules. All the data were scaled from 0 to 1 for the same reason.
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Fig. 3. The results of the consumption data preprocessing

Dynamic energy consumption rationing model

At the very beginning of the model development, the prepared dataset was divided into training, valida-
tion and test samples. The volume of the training dataset is 12 months of operation of the unit and the inner
processes. Such dataset is used to train the model. The validation set serves to determine the generalizing
ability of the model and is used to select its parameters. The validation process is based on the TimeSeries-
Split cross-validation method with a sliding window of 1 month [15]. A test dataset with the length equal
to 1 month is used to evaluate the simulation results.

Also, one of the important features of the modeled process is that some parameters can affect pow-
er consumption with some time delta. To handle such time deltas, we inserted a time lag parameters
tag_n<tk> into our model. For this work, we have considered k value equal to 8, which implies that the
maximum time lag can be 8 hours. Such delay is caused by the characteristics of the process, but have to
be adjusted in future work.

In this research, the following machine learning approaches to the construction of a dynamic normal-
ization model were considered [16]:

* linear models;
* models based on tree boosting algorithms;
+ one-dimensional convolutional neural networks.

The Linear Regression algorithm is the most obvious and simplest solution to such problems. It is usu-
ally applied to create the baseline solution of the machine learning tasks. This algorithm is mainly suitable
for linearly separable data. Although, it still often gives a satisfactory result for solving many real-world
problems. While the generalizing ability of the model is usually weak, a significant advantage of the algo-
rithm is its interpretability, which is crucial for the described task.

Simple Linear Regression was applied, but it showed low generalization ability. In this case, the Elas-
ticNet algorithm was tested, which is a linear model with L1 and L2 regularizations. Fig. 4 shows a gener-
alized diagram of the linear ElasticNet model and the result of forecasting consumption on a test sample.

The resulting vector of weights was pruned in case of finding the correct T (timestamp) for each param-
eter. After that, the model had been retrained. This operation can be described as follows.

From initial equation of Linear Regression:

N=W, X (t,)+..+ W, X (t_,)+ ..+ W, X, (t,)+..+ W, X, (t,)+b,
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Fig. 4. Linear model of dynamic consumption rationing

where k is the number of parameters, 7 is the depth of time analysis, and b is a bias value. Model was
transformed into:

N(W)=2 W.X,(T)+b,

where 1 refers to different timestamps depending on the chosen parameter X. The same approach has been
applied in all the models.

Another tested group of machine learning algorithms for consumption prediction is a family of tree-
based boosting algorithms. Such algorithms are based on the concept of constructing a group of weak
regressors to solve a more complex problem. In this work, a regressor model from the Catboost library was
chosen. This algorithm has good generalization ability. Also, this algorithm has built-in functionality for
analyzing the feature importance, based on the algorithm for analyzing and calculating trees (function
get_feature importance) [17].

Another realization of the boosting algorithms tested in this work is the classic Gradient bosting from
scikit-learn library, which was applied to compare the results of modeling. However, the Random Forest
algorithms were tested to compare the boosting to bagging approaches, but their further study was stopped
due to the low accuracy. To solve the set task of analyzing lags in time, they are also added as parameters
to the model. The resulting algorithm and mathematical description of the Catboost model development
is described in Fig. 5.

An example of an element of the resulting tree and an assessment of the accuracy of the model on a test
sample is shown in Fig. 6.

Another approach studied in this work is a family of artificial neural network (ANN) algorithms. Neu-
ral networks are accepted as more complex algorithms, due to huge number of parameters, that can be
tuned for such models. In this way, ANNs have a high generalizing ability and are more flexible to use.
Applying this group of algorithms provides us with a more elegant and appropriate approach of taking time
lags into account due to the peculiarities of configuring the network architecture. In comparison with the
previous approaches, the significant disadvantage of ANN is the considerable complexity and variability of
its development process. At the same time, those models have a very complex structure, which complicates
the process of interpreting the model. It entails the need of an analysis based on Shapley vectors, which van
give us the appropriate information for the analysis of deviations cause [18].

In this work two architectures were tested as the solution of the research task. The first model is
a simple sequential fully-connected neural network, for which all the time deltas were flattened into
one input layer. The second tested model is the developed 1-dimentional convolutional neural network
(CNN). The convolution is used to convolve timeseries data with several filters to define the time delta
of the input-to-output dependency. It allows us to fold time intervals and transfer them to deeper layers
of the neural network. Thus, the input to the model is not a vector of 562 x 8§ values, but a matrix. Fig. 7
describes the generalized structure of the developed neural network.
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Algorithm 1: Ordered boosting
input : {(xe, )} I
& + random permutation of [1,n] ;

Algorithm 2: Building a tree in CatBoost
input : M. {w}L,. 0, L, {oi}io,, Mode
grad + CaclGradient(L, M, y);
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Fig. 7. CNN-based model of dynamic consumption rationing

Only three of the developed models produced satisfactory results

on the described datasets. For this rea-

son, only results of this three models consumption prediction was plotted in this publication. The analysis
of the modeling results for all models is described in the next part of this work.
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Modeling results analysis

During this research, a number of models of different nature have been developed. To test and validate
those models, the mean absolute percentage error (MAPE) has been chosen.

The MAPE value calculation is similar to the absolute measurement error calculation [19]. Thus, we
following formula was chosen to ensure the 2 % accuracy of developed algorithm:

n

M:lz

n oo

At_E
A

1

9

where n — number of measurements (data points) in the dataset; At — measured value; F[ — predicted
value.
In this case, the task for the model development and evaluation can be rewritten as follows:

=)

n o Y,

E=argmin(l*z
w

Table 1 shows the results of evaluating the tested models. The models that performed the best were
highlighted in the table.

Table 1
Model performance evaluation
Model type Model name MAPE validation, % MAPE test, %
. ElasticNet 1.484 1.372
Linear ; .
Linear Regression 1.013 2.422 (-)
_ CatBoost 1.304 1.282
Enm(%z elgammg Gradient Boosting 2.021 () 1.989
Random Forest 3.199 (—) 2.551 ()
Artificial MLPerceptron 2.621 (—) 2.305 (—)
Neural Networks Convolutional NN 1.476 1.503

Linear models performed well for this task. Classical linear regression shows the best generalizing abili-
ty on the validation set, however, the error increases dramatically on the test dataset. To solve this problem,
L1 and L2 regularization was applied to the model, in the form of an ElasticNet model. This model per-
formed well on both samples. A significant advantage of this model is also the simplicity of its interpreta-
tion in the form of regression coefficients.

On another hand, most of the ensemble learning models based on decision trees (Random Forest and
Gradient Boosting) showed a slightly worse result for this task. Thus, Gradient Boosting and Random For-
est showed a MAPE smaller than 2 %, which does not allow us to use them for efficient dynamic rationing.

As an exception, the model based on CatBoost Regressor showed the best result for all of the models.
Also, this model can be easily interpreted by the tools of the CatBoost library itself. Further selection of
hyperparameters and the use of other Gradient Boosting libraries can serve as possible ways of developing
the model.

Models based on deep neural networks, generally, showed the worst prediction result among all models.
The model developed on the basis of convolutional networks showed an acceptable result below 2 %. A
feature of such models is a significantly larger number of parameters that can be configured. In this regard,
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a further refinement of the architecture can serve as a possible way to improve the accuracy of the model.
Also, the algorithm of deviation analysis is the most complex for this kind of models.

Thus, all three described models can be used to solve the problem. The priority at this stage is given to
the model based on the Catboost regressor, since it showed a good generalization ability and low error rate.
Moreover, this model allows us to calculate the significance of each parameter and use them to analyze the
cause of deviations.

Conclusions

In this work, an approach to the dynamic rationing of energy consumption was developed. This ap-
proach is based on machine learning methods and algorithms of their interpretation.

Three main groups of algorithms have been tested, allowing us to implement dynamic normalization
according to the described requirements: interpretability, adaptability, error lower than 2 %, taking into
account the inertia of the process. Within these three groups, three models were built to achieve the mode-
ling goals:

» Linear model based on EllipticEnvelope with regression coefficients as indicators of the significance
of a parameter.

» CatBoost Regressor based model with parameter values (function get feature importance).

* Neural networks based model (one-dimensional convolutional neural network) with Shapley values.

Among those described models, the CatBoost Regressor based model produced the best result. This
model performs the rationing of fuel and energy resources consumption with an accuracy of about 1.3 %
MAPE. The built-in algorithm for calculating the significance of parameters allows us to characterize the
reasons for the appearance of deviations in the data.

Despite the fact that the objectives of this study have been achieved, there is still a need of improvement
of the accuracy for dynamic rationing models. Such improvement will cause the increasing of the econom-
ic benefits of the customer’s manufacture.

There are two main ways to improve the obtained results. The first of them is further tuning of the
parameters and hyperparameters of the developed models and expanding the training dataset. On the other
hand, there are a number of algorithms that have not been tested in this work: Recurrent neural network
based on GRU or LSTM; XGBoost library; Light GBM library.
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This article considers an algorithm for traffic management. The process of simulation modeling
of traffic flow at a road intersection in a metropolis is described. The optimization of the obtained
simulation model is performed in the software system of simulation maintenance Anylogic. The
application of the developed model is shown on the real example of a megalopolis road intersection.
We considered the classification of highways, and analyzed the built model on the basis of the
existing megalopolis crossroads, which allowed us to obtain the data comparable with the existing
system. We considered and adopted methods to solve the high traffic problem by re-organizing the
intersection using simulation modeling. The final system showed a 27 % throughput growth in the
whole system and a 40 % growth in the main direction without traffic jams. The analysis shows
the prospects of using the proposed simulation model to study real-world traffic flow management
processes in order to study their behavior.
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MOBbLIWWEHUE DPDEKTUBHOCTU YINPABJIEHUA
TPAHCMOPTHbIMU MNOTOKAMU METANMOJIUCA
HA OCHOBE UMUTALMOHHOIO MOAE/TIUPOBAHUA

A.C. C6ucmyHoBa, [].C. XacaHoB

CaHkT-NeTepbyprckunii depepanbHblit UccnenoBaTelbCKUA LLEeHTP PAH,
CaHkT-NeTepbypr, Poccuitickaa Pepepaums

PaccMoTpen anroputm yrpaBieHUsI TPAHCTIOPTHBIMU MOToKamMu. OnMucaH mpoliecc MMHUTa-
LIMOHHOTO MOJIEIUPOBAHUS TPAHCIIOPTHOTO BUXEHUSI Ha MEPEKPECTKE NOPOT B MeraroJiuce.
OnTumuzalus TMOJyYeHHOU WMUTALIMOHHOW MOMAENM BbIMOJHEHAa B MPOrpaMMHON CUCTEMe
UMUTALMOHHOTO o0ciyxxuBaHusl Anylogic. [IpumeHeHue pazpaboTaHHON MOAEIU MOKa3aHO Ha
peaJibHOM MpUMepe aBTOIOPOXKHOTO MEPEKpecTKa Meranoyuuca. PaccmMoTpeHa kinaccudukanus
aBTOMOOMJIbHBIX OPOT, HA OCHOBAHUM KOTOPOIl TIPOBEACH aHAJIN3 MOJEIHU, TTOCTPOESHHON 1O
CYILIECTBYIOILIEMY MTEPEKPECTKY MErarojmca, U3 KOTOporo ObLIM MOJTYy4YeHBI JaHHbIE, COTTOCTABU-
Mbl€ C TAHHBIMU CYLIECTBYIOIIEH crucTeMbl. I3ydeHbl U IPUHSTH METObI PEIEHUS IPOOIEMBI
BBICOKOTO Tpaduka MyTéM peopraHu3aliuy MepeKpecTKa Mpy MOMOIIM UMUTALIMOHHOTO MOJe-
nupoBaHus. Torosas cucreMa rmokasaja IMpHpOCT MPOMYCKHON criocoGHOCTH Ha 27 % BO Bceit
cucreMe 1 40 % npupocTa o OCHOBHOMY HaIlpaBJIeHUIO 6e3 00pa3oBaHMsl 3aTOPOB. BhITIONHEH-
HBII aHAJIN3 000CHOBAJ MEPCTIEKTUBHOCTD NCTIOJIB30BAHUS TTPEIJIOKEHHON MMUTAIMOHHON MO-
JIeJTv JUTsl UCCIIeIOBaHUsI PeasibHbIX MPOLIECCOB YIPABIECHUS TPAHCITIOPTHBIMU MTOTOKAMU C LIETbIO
U3y4YEHUSI UX MTOBENECHUSI.
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Introduction

At present, the problem of organizing transport networks in megacities is the most urgent, since in all
large cities traffic is developing at a much faster pace than the public road network. The capacity of most
existing roads can only adequately support average traffic levels, but during “peak” hours, such as in the
morning and evening, when the number of vehicles increases significantly, the problem of “traffic jams”
arises. To solve this problem, effective management methods are needed to restructure traffic flows at the
busiest locations, especially at complex interchanges [1, 2].

Obviously, it is difficult or impossible to conduct a full-scale experiment on traffic flow management in
a megacity, so simulation modelling becomes the only tool for effective decision- making in this area. The
advantage of this method is that, unlike the analytical method, simulation modelling of traffic flows allows
an unlimited number of times to reproduce the system under study and determine its optimal state [3—5].

Study materials and methods

Initially an analysis of public roads should be carried out to identify the most problematic sections
based on predetermined criteria, using appropriate road classification attributes and accumulated statis-
tical data.

In general, these classification characteristics may include the presence and number of traffic lights, the
number of pedestrians and vehicles, the presence of road markings, the number of traffic lanes, and their
narrowing and widening [6, 7].

The main classification attributes of roads are shown in Table 1.

Obviously, the megacity traffic flow has features such as stochasticity, non-stationarity, incomplete
controllability, and multiplicity of criteria for assessing its quality. These features affect the modeling pro-
cess and make it impossible to build an adequate analytical model that allows studying this system and
its characteristics under various operating conditions. The level of detail of the modelled process can be
chosen depending on the respective approach, either macro- or micro-level models are used [8—11].

Macro-level models consider vehicles in groups without considering their condition individually. This
makes it possible to estimate traffic characteristics at a particular point in time, which makes this approach
preferable for simulations of complex roadway elements such as intersections.

At the micro-level models, it is possible to consider the individual characteristics of each vehicle and
the interactions between them. This approach is preferable for modelling individual events at direct traffic
points.

Consider an algorithm for controlling vehicle flows at an intersection of a metropolitan motorway, tak-
ing into account such factors as the functioning of traffic lights, the possibility of widening the road, and
the possibility of using a new branch line [12—14].

To investigate the algorithm and conduct simulations, a transport scheme linking Ring Road 1 with
High Speed Tollway 2, and the urban road network around Highways 3 and 4 was selected (Fig. 1).

The main problem with this scheme is the merging of three roads into one, with a final narrowing of
4 lanes. The traffic flows further to the junction with a pedestrian crossing, traffic lights and the ability to
continue straight ahead, turn right, left and make a U-turn. Due to this large number of directions and the

34



4 A.S. Svistunova, D.S. Khasanov, DOI: 10.18721/JCSTCS.14303>

huge flow of vehicles, traffic congestion is a constant problem. In order to find a solution to this problem,
a simulation model of the intersection was implemented, with the possibility of upgrading it and reorgan-
izing the corresponding traffic. As a new solution to the traffic flow management problem, we proposed a
reorganization of the intersection based on a roundabout.

The development of the new solution included:

1. Construction of an initial simulation model of an intersection.

2. Computer experiment with the original model.

3. Development of recommendations for the reorganization of traffic flows.

4. Formation of a simulation model of an intersection taking into account the recommendations.

To implement this approach, we chose AnyLogic software system, which allows the use of road library
data to build the required models. The main objective was to find possible solutions to the problem of the
road layout in question using different simulation model variants.

Table 1
Technical classification of public roads

Intersections .
. Crossings | Access to the
Class of | Category Total Width C.e'nt.r al W.lth roads, with railways | road from a
road of road number | oflane, | dividing bicycle and and tram single level
of lanes m strip pedestrian tracks abutment
paths
Motorway 1A 4 or 3.75 Not allowed
more
High- 4 Obligatory At different levels
speed IB or 3.75 Allowed
road more without
crossing
IB 4 or 3.75 | Obligatory | Allow single straight ahead
more level crossings )
3.75 ) The with traffic At different
The road 1 4or3 3,5 | absence of | light control levels
ofthe 1 3.5
ordinary 1\Y 3.0
like Not Crossings at |  Allow for Allowed
4.5 or require are allowed
\V4 1 on the
more same level

To develop the simulation model of the transport scheme under study, we used the blocks of AnyLog-
ic road library, such as: Source — responsible for generating cars on the selected section of the transport
network; carMoveTo — allowing to determine the next road and direction for cars; carDispose — block;
selectOutput — allows you to select the direction for cars, based on probabilistic estimates; roadNetwork-
Descriptor — makes it possible to show the degree of congestion of sections using a color scheme; traffi-
cLight — sets the time interval of traffic lights operation. The considered traffic network has 29 routes and
is shown in Fig. 2 and 3.

The computer experiment performed on the original simulation model showed the same results as the
real traffic process, namely, a large congestion formed, which is shown in Fig. 3.

After analyzing the existing situation, the model was adjusted based on the decision made to reorgan-
ize the traffic flow by creating a roundabout, i.e. to exclude the intersection and the corresponding traffic
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Fig. 3. Congestion on the model before the change
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Fig. 5. Model after modification

lights from the traffic pattern. The implementation of the new version of the model is shown in Fig. 4
and 5.

Research results and discussion

The final comparative analysis of both models, with the same input data per unit time (1 hour), showed
the following results, presented in Table 2.

Table 2
Final comparative analysis of models

Without circular traffic, pcs. With circular traffic, pcs.
Buses treated 11 Buses treated 23
From road No. 3 580 From road No. 3 812
Towards road No. 3 99 Towards road No. 3 103
To road No. 4 96 To road No. 4 92
From road No. 4 90 From road No. 4 86
TOTAL 865 TOTAL 1093

The results of the modelling show that the capacity of the motorway in the main direction has increased
by 40 %, which allows a significant increase in traffic flow without the risk of congestion (Fig. 6). The final
model has received an increase of 27 %. Accordingly, the roundabout-based scheme can handle around
1,500 vehicles per hour.

Thus, when performing a computer experiment on the model, it is possible to determine the degree of
congestion of sections of the metropolitan route network in each period of time. In addition, the model
allows varying the input parameters such as vehicle schedules, type and number of vehicles on the route,
route structure, vehicle speed, etc., and analyzing changes in the situation to the benefit of effective deci-
sion-making [15, 16].
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Fig. 6. Model after the computer experiment

Conclusion

The analysis shows the promise of using the proposed simulation model to study real traffic flow man-
agement processes in order to study their behavior. This model can be further improved by introducing
more complex parameters and increasing the size of the transport network under study.

The model proposed in the article has the following advantages:

1. The model of the actual transport system is based on the object-oriented approach.

2. Visualization of the model allows identifying the busiest sections of the city’s transport network that
require redistribution of traffic flows.

The application of the developed model and the analysis of the data obtained from the experiment
based on its use will improve the quality of transport services to the population, will contribute to the re-
duction of tension on the metropolitan motorways and reduce the number of road accidents.
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NMONTYHATYPHOE MO EJIUPOBAHUE AJICOPUTMA KOHTPOJIA
LLEJTOCTHOCTU HABUTALLMUOHHOTIO MNMOJifA THCC

A.ll. Pauuukas

CaHkT-NeTepbyprcknii nonnTeXHUYECKUn yHUBepcuTeT MNeTpa Benunkoro,
CaHkT-MeTepbypr, Poccuiickas Peagepaumn

PaccMoTpeH aaropuT™ KOHTPOJIS IEA0CTHOCTU HaBurauuroHHoro noJjst (KIHIT), cuntesupo-
BaHHBII B COOTBETCTBUM C OOOOIIEHHBIM KPUTEPUEM OTHOUICHMS MPaBIONOA00US WIS TIPSIMOK
MHOTOKAaHAJIbHON 00pabOTKU CUTHAJIOB C 3JIEMEHTOB aHTeHHOU pemeTku (AP). IlpousseneHa
oreHKa 3(GEKTUBHOCTU aJITOPUTMA € TIOMOIIBIO TIOJYHATYPHOTO MOAEINPOBAHUS, C UCTIOTbh30-
BaHMEM 3alMCH PeaIbHbIX HaBUTAIIMOHHBIX CUTHAJIOB C 371eMeHTOB AP 1 nx 06paboTKoli B cpene
Matlab B cootBeTcTBUU C paccmarpuBaeMbiM anroputmMoM KIIHII. ITpoBeaeHo cpaBHeHUe pe-
3yJIbTaTOB MU3MEPEHUST BEPOSITHOCTHBIX XapaKTePUCTUK aJITOPUTMA, MOJYYSEHHBIX HA OCHOBE TaKO-
T0 MOJICJIUPOBAHUS, C AHATIOTUYHBIMU pe3yIbTaTaMy UIeATU3UPOBAHHOTO MOACIUPOBAHMUS B Cpe-
ne Matlab, korna ¢hopMUpOBaHUE€ CUTHATIOB MTPOU3BOAUTCS UCKYCCTBEHHO 0€3 yueTa BO3ZMOXKHBIX
(hakTOpOB (Ha MyTH pacpOCTpaHEHWSI CUTHAJIIOB WJIX TIPU UX TIPUEME ), BOSHUKAIOIINX TIPU paboTe
aJTOpUTMa B peajibHbIX YCIOBUSX. BbIsIBIeHA CTeNeHb COOTBETCTBUSI PE3YJITATOB 00OMX TUIIOB
MoenupoBaHusi. OnpenesieHbl yCIOBUs, KOTAA MOoJy4aeMble pe3yIbTaThl OKa3bIBAIOTCS OJIU3KU U
KOTJa pacXoXIeHUs 3HAUYUTEbHbI. DKCIEPUMEHTAIbHBIM MYyTEM YCTAHOBJIEHA OAHA U3 BO3MOX-
HBIX MPUYUH HAUAEHHBIX Pa3IUdUil MEXIy XapaKTepUCTUKAMM.
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Introduction

Various faults occurring in the process of receiving and processing signals of the global navigation
satellite system (GNSS) [2—5] can lead to significant errors in the navigation object (NO) devices. If
the errors exceed a certain permissible level (for example, the level of normal errors caused by the ther-
mal noise of the NO receiver), it is interpreted as a breach of the integrity of the navigation field (NF)
[1, 6-9]. To detect such situations, specialists develop methods of GNSS integrity monitoring [9—16].
Each of the methods is usually optimized for specific types of faults. In addition, the effectiveness of
the developed methods of GNSS integrity monitoring aimed at identifying critical failure caused by the
false navigation signal sources (FNSS) in a number of cases either proves to be unacceptably low or in-
applicable for all NO types [13, 15, 17—19]. Failures caused by spoofing are especially hazardous as the
NO may receive signals identical to the signals of navigation satellites (NS) at the input. However, they
have different values of time-frequency parameters, which results in bias errors in the results of the NO
devices operation [11, 13, 20—22].

There are various approaches that consider the features of such faults [13, 14, 20, 23, 24, 26], but in the
majority of cases, the task of GNSS integrity monitoring can be re reduced to decision-making on whether
or not there is any spoofing involved. To improve the effectiveness of such a check, it is possible to use sta-
tistical synthesis of a decision-making algorithm based on the a priori known data on the position of GNSS
satellites at the orbit. Moreover, the best effectiveness is achieved by “direct” analysis of the processes
observed in the antenna array (AA) elements [27, 28].

Direct suboptimal algorithm is of special practical interest. It is obtained as a result of statistical syn-
thesis taking into account several simplifications, in particular, an assumption of significant difference
between the NO coordinates estimates and its actual position in case of FNSS impact, as well as some
other conditions (see below) [28]. The feasibility of using this algorithm is due to its low computational
complexity in comparison with other similar algorithms (the number of multiplications omitted can reach
up to one order or more) combined with its high level of effectiveness, which is proved with modeling in
the Matlab environment [27, 28]. At the same time, this modeling was conducted in ideal conditions dis-
regarding possible factors emerging in real conditions (features of satellite and FNSS signals propagation,
nonidentity of NO device channels, etc.). Therefore, the conclusions drawn on the basis of such an ideal
(hereafter referred to as “conventional”) modelling cannot be considered fully objective. We can make
the results obtained before more accurate by means of semi-natural modeling, when we use the records of
actual navigation signals from AA elements and process them in the Matlab environment according to the
GNSS integrity monitoring algorithm under study.

We evaluated the effectiveness of the considered GNSS integrity monitoring algorithms [27] based on
the analysis of such characteristics as:

1) the probability of a false decision that there is interference, while it is actually absent (P ', probability
of false alarm);

2) the probability of a false decision that there is no interference, while it is actually present (P '\ PTOb-
ability of missed detection).
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Both probabilities are calculated, if there are GNSS signals present. In addition, according to the
Neyman — Pearson criterion [25], the considered algorithms were optimized by means of minimizing
the P, probability at a fixed value of the P, probability, which determines the value of decision-mak-
ing threshold A,

Direct suboptimal algorithm of GNSS integrity monitoring

Let us consider a direct suboptimal algorithm of GNSS integrity monitoring obtained on the basis of
a comparison between the likelihood ratio and the threshold for the processes snapshots in the AA ele-
ments.

The likelihood functions for column-vector X(t) = [xl (t), X, (t), s Xy (t):lT of x, (l‘) processes
snapshots on each m™" of M antenna elements is formed separately if one of the two possible hypothesis
Ho and H , is valid in case of observing a constellation from L satellites and the presence of additive white
Gaussian noise (AWGN) in the AA elements. H0 corresponds to the situation when the FNSS influence is
absent, while H , takes place when there is FNSS influence present, moreover, we consider a single FNSS
emitting all L radio-navigation signals from one point [11]. The parameters of the satellite radio-navi-
gation signals (initial phases, amplitudes), as well as the NO parameters (its coordinates PNO, velocity,
attitude angles o, a.,, @) are considered unknown. We assume the FNSS parameters (coordinates PS of
the FNSS itself), false coordinates P’ and velocity vector v’ of the NO generated by the FNSS to be
unknown as well. We exclude the indicated unknown (“interfering”) parameters in accordance with the
generalized likelihood ratio test [25].

The test involves maximization (either analytical directly during the algorithm synthesis or numerical
during the consequent algorithm running) with respect to the values of these parameters. The “initial”
direct optimal algorithm obtained in this manner requires considerable computations as the majority of
the maximization procedures with respect to unknown parameters can be solved numerically only in the
process of running the considered algorithm. We can significantly simplify it by a conversion into a subop-
timal algorithm: to reduce the computing costs, we use a justified assumption on a significant deviation of
the NO coordinates from the actual position if the H, hypothesis is valid [29]. We can achieve additional
simplification by means of substituting the numerical maximization with respect to unknown values of
P’ coordinates and v’ velocity vector with a numerical maximization directly w1th res ect to time-fre-
quency parameters ‘rl,Aa) o of the FNSS radio-navigation signals. Here, ‘l,'1 = [rl ‘El , 171( )} isa
vector the elements of which comprise the propagation times of /" FNSS signal to the AA antenna element

chosen as a reference one, while A(o;) = [A(x)gl), Awgz), e (x)gL)] is a vector of Doppler shifts of the
FNSS signals frequencies.

The “direct suboptimal algorithm” obtained this way presupposes a numerical maximization with re-
spect to angular directions U8 andn s (azimuth and incline respectively) in the FNSS [28]:

Hl
max Z|V'TH | (D

ME N 7,00, 4
Mg Mg
1‘]0

2
L
where E, = I (z C (/) j dt; N, / 2 isthe spectral density of the average AWGN power at the input of
(1)\ =1

the receiver channels (the channels are assumed to be identical); Cél) (t) is a pseudorandom sequence mo-

o r . oy T
dulating signal of the /" satellite; H = [e’ 00 /00 e/ ] is the directing vector column for a pos-
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I
U] B T
sible direction P, 1 in the FNSS, where o) = (DTO(kg (MS,T]S ))T P kgs) (us,ns) = [ ,ESO), y,(cf)), z,({f))} ;

x,(;;) =sinpgcos T]S;y,(j)) =COS g COS ns;z,(j)) =sinmy; cisthe speed of light in vacuum, /=1 ... L, (Dg)

is the carrier frequency of the radio signal emitted by the /™ satellite; f’m = [fcm 3 Vs Zm ]T are the coordi-
nates of the AA elements in the local coordinates system of the NO [2, 3];

T
V;:[Vl'(’), v, .., VA’}I)} , )

: s~ jaa)
where V') = J. F (t)CO(Z) (t—r;(l))e Ao IAN Tt and integration are performed in the analysis
(T(J)

interval the T' , Value of which is defined by the duration of the pseudorandom sequence Cél) (t); F (t)
is a complex envelope of the x, (t) snapshot; A(of)l) = cogl) — o, isa deviation of the /" satellite radio sig-

nal frequency from the carrier receiver frequency ®,.
Semi-natural modeling

In the course of the semi-natural modeling, a GPS simulator of L1 range (1575.42 MHz) emits L sig-
nals of FNSS. An experimental simulation device of GNSS integrity monitoring includes a multichannel
signal recorder, 6-clement AA receiver (layout presented in Fig. 1), and a standard navigation receiver
(Ublox-M8T) for the monitoring of radio navigation signals present. The multichannel signal recorder
makes snapshots of the processes from the AA elements via a multichannel radio frequency (RF) receive
path and digitizes the respective x,, (t) processes using an analog-to-digital converter. The reference va-
lues of the F (t) complex envelope of the x,, (t) processes digitized at the sampling rate of 2.046 MHz
are stored as .dat-files.

In the course of the semi-natural modeling, the GPS simulator emitted the FNSS signals with the
power level significantly exceeding the radio navigation signals of the satellite (the interference/signal ratio
was Y =~ 6 dB). The signals were received and recorded in real conditions in the presence of tress, urban
buildings, moving objects, etc. Fig. 2a shows the satellite group observed in the process of the experiment.

15+ -
l_ -
05 B
5 4
2 1
” ®

0406 3 .
_1— -
-15F .
-2-| 1 1 1 1 1 1 1 1 1 ]

-5 -45 -4 35 -3 -25 -2 -5 -1 05 1}
X\

Fig. 1. Configuration of the 6-clement AA used in the study
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C

b) )
T

G27 G G195 G21 G4

Fig. 2. View of the observed satellite constellation (a), visual representation of the detected radio navigation
signals in the absence of FNSS signals (b) and in their presence (¢) in the indicator of the Ublox-MS8T receiver

Simultaneously with recording the signals from the AA elements, we were monitoring the readings of the
standard navigation receiver connected to one of the AA elements. Fig. 2c shows an example of the results
of processing legitimate GNSS satellite group signals in the interface of the standard navigation receiver
Ublox-M8T in case there is no GNSS integrity failure. Each column depicted in Fig. 2b corresponds to
the observed radio navigation signal the number of which (satellite number) is located in the bottom; the
height of a column is proportional to the value of the C, / N, ratio of C0 carrier power of the radio nav-
igation signal under consideration to the doubled spectral power density of the AWGN. Fig. 2b shows an
example of indicating the results of processing the radio navigation signals by the same navigation receiver
under the influence of FNSS. There is an obvious absence of any identifying attributes of the fact that in
the second case the coordinates were measured according to the FNSS signals with significant mistakes.
At the same time, in the presence of the FNSS the measured values of the NO coordinates considerably
differ from the coordinates measured in case the FNSS influence is absent.

Thus, Table 1 shows an example of the measurements for the coordinates in both cases under study
obtained in one of the experiments. The measured coordinates clearly differ by approximately 1600 m.

Table 1
Results of processing navigation signals by the Ublox-MS8T receiver
in the absence and in the presence of FNSS signals
Standard deviation Absolute deviation
Presence Latitude, | Longitude, | Altitude, of measurements from the actual NO
of FNSS signals deg deg m caused by position caused
AWGN, m by FNSS, m
— 59.9937998 | 30.3795120 56.5 3.7 —
+ 59.9874327 | 30.3536052 2.7 4.8 1611.5

Results of the semi-natural modeling

We used Matlab algorithm model (1) for the semi-natural modeling, while the recordings of the real
signals from the AA elements were incoming to the input of the model for analysis. The obtained charac-
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Fig. 4. Probability of false alarm at L = 3, M =4, 5and C,/N, =45...50 dB-Hz

teristics (P,, and P, ) of algorithm (1) were compared with the similar characteristics resulting from the
“conventional” modeling in the identical conditions, when C, / N, =40...50 dB-Hz, y = 6 dB. Fig. 3 pre-
sents dependencies of the P, probability on the decision-making threshold A, for M =3, L =3 (satellites
no. 5, 7 and 8 in Fig. 2).

A comparison of the dependencies of the PF , brobability on the decision-making threshold obtained in
the process of the semi-natural modeling with the results of the “conventional” modeling revealed a cer-
tain divergence (less than a half an order of magnitude). Similar conclusions can be also drawn while using
the signals of 4 satellites (L = 4 in Fig. 3), as well as with a larger number of elements (M = 4, 5 in Fig. 4).

At the same time, when calculating the P, probability, we registered strong influence of the AA
design on the degree of proximity of the characteristics obtained by two types of modeling under study.
Thus, we found little difference in the PMD values obtained in the course of the “conventional” and
semi-natural modeling at the small number of the AA elements (M = 3 in Fig. 5); at the larger numbers
(M = 4 in Fig. 6), this difference was growing. Therefore, at M = 5 (Fig. 7), the difference in the P, A
characteristics obtained by means of two different ways of modeling exceeded several orders.
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We can assume that the cause of the discovered divergence between the probability characteristics ob-
tained by both the above mentioned types of modeling is a possible nonidentity of the channels of the
receive path used for recording of the signals from the respective AA elements. Testing this assumption is
of interest.

Influence of nonidentity of the receive path channels
on the efficiency of the GN'SS integrity monitoring system

As additional researched results [30] showed, the semi-natural modeling employed a multichannel re-
ceiver with a significant difference in the gain characteristics between the channels, so the phase difference
A@, between the channels reached 27 rad and more (Table 2).

Table 2
Change in the unknown A, phase tune-outs between the AA channels

Channel 1 Channel 2 Channel 3 Channel 4 Channel 5 Channel 6

Ag, , rad 0 1.699130 —1.650571 0.985480 —1.128182 | —0.255712

By compensating the phase tune-outs (according to Table 2) during the semi-natural modeling, we
can improve the characteristics of the GNSS integrity monitoring algorithm and make them approach the
respective characteristics obtained by means of the “conventional” modeling (Fig. 8—10). The improve-
ment of the probability characteristics after compensation is especially significant at M > 3, soat M =5 it
reaches 3 or more orders. Thus, we can confirm the assumption that the main reason for the divergence in
the results of the semi-natural modeling from the “conventional” modeling lies in the nonidentity of the
receiver channels.
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Fig. 8. Probability of missed detection at M = 3, L = 3, CO/N0 =45...50 dB-Hz and y =6 dB
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Conclusions

In the process of the conducted research, we showed that the “conventional” modeling in ideal condi-
tions (rectilinear propagation of satellite signals, absence of the multipath propagation effect, identity of
the receive path channels, etc.) allows us to evaluate the considered GNSS integrity monitoring algorithm
for the simplest antenna arrays (2—3 elements) quite accurately in real receiving conditions even in case of
a considerable nonidentity of the receive path channels. On the other hand, when more complex antenna
arrays (4 or more elements) are involved, the results of the “conventional” modeling adequately reflect the
efficiency of the GNSS integrity monitoring algorithm built only on the basis of radio receive path with a
compensation of phase tune-outs between the channels.

The considered method of the semi-natural modeling obviously allows evaluating the efficiency of the
GNSS integrity monitoring algorithm with various geometric properties of the GNSS groups and in dif-
ferent conditions of receiving signals from satellites and false sources.
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The article is devoted to the study of the transients influence in the information processing
channel of an aerodrome automatic direction finder (ADF) on the accuracy of direction finding.
This task is of great importance, since improving the accuracy of navigation equipment allows
setting the separation standards higher and improving the aircraft flights safety. When the phase
difference between the signals on the neighboring vibrators of the antenna system (AS) is equal
to 180°, a signal loss is observed in the low-frequency filter of the ADF due to the amplitudes
equality of the component signals from the &" and k& + 1" vibrators, that leads to failures (the
appearance of abnormal errors) in the ADF operation. When using the radio direction finders
operation to find speech-modulated signals (an amplitude-modulated signal), certain gaps
emerge in the direction-finding signal due to the operation of automatic gain control in the
ADF receiver, which leads to the accuracy deterioration of the direction-finding. We propose
methods of reducing the transients influence on the accuracy of radio direction finding. To
eliminate the influence of transients caused by the operation of the Automatic Gain Control,
taking into account the fact that the processing of direction finding information in the ADF
is carried out on a channel microprocessor, it is necessary to assign weight coefficients to the
directions calculated for eight switching cycles of the AS elements and calculate the value of the
weighted average finding.

Keywords: radio direction finder, antenna system, transients, finding accuracy, radio direction
finder failures.
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CtaTbsl TIOCBSIIIEHA MCCICIOBAHUIO BIMSHUS TIEPEXOMHBIX TIPOIIECCOB B KaHajle 00pabOTKM
WHGbOPMAILMU a3pOAPOMHOr0 aBTOMaTuuyeckoro paauoreneHratopa (APIT) Ha TouHocTh me-
JIeHroBaHus. DTa 3aga4ya 00JIbIION BaXXHOCTU, TaK KaK MOBbIILIEHWE TOYHOCTU HaBUTALIMOHHOTO
000pyIOBaHUS TTO3BOJISIET YKECTOYUTh HOPMBI SIIIEJTOHUPOBAHMUS U TTOBBICUTH 0E€30ITaCHOCTh
MOJIETOB BO3MYIIHBIX cynoB. [Ipu pazHocTu (a3 MeXIy CUTHaJlaMM Ha COCETHUX BUOpaTopax
AC, pasHoii 180°, B HuszkouactrotHoMm dwisrpe APIT HabmogaeTcs mponajgaHue curHaia n3-3a
paBeHCTBA aMIUTUTY COCTABIISIIOIINX CUTHAIOB C TIeJICHTOBaHMS. 1151 yCTpaHCHUS BIUSHMUS TIC-
PEXOIHBIX MTPOLIECCOB, BhI3bIBaeMbIX paboToii APY (ABToMaTHuecKasl peryJIMpoBKa YCUIICHUS),
C YYETOM TOr0, YTO 00paboTKa nejeHraumoHHon nHpopmanuun B APIT ocyliecTBiasieTcs Ha Ka-
HaJIbHOM MUKPOTIPOIECCOPE, HEOOXOAUMO K BBIYMCICHHBIM 3a BOCEMb LIMKJIOB KOMMYTAaIlMU
aneMeHTOB AC mejieHraM IMPUCBOUTDH BeCOBbIE KOIGM(MUIIMEHTHI M BBIYUCIUTh 3HAUYEHUE CPETHE-
B3BEIIICHHOTO TICJICHTA.

KiroueBble cl0Ba: paauoreeHraTop, aHTeHHas CHCTeMa, TEePEXOAHbIe MPOLECChI, TOYHOCTh
MeJIeHroBaHusI, COOU B paboTe paauoIeIeHraTopa.

Ccpinka npu mutupoBannu: Aslanov G.K., Aslanov T.G., Kazibekov R.B., Musaibov R.R. Influ-
ence of transients in the information processing channel of the airport automatic radio direction
finder on the direction finding accuracy // Computing, Telecommunications and Control. 2021.
Vol. 14. No. 3. Pp. 56—63. DOI: 10.18721/JCSTCS.14305

CraTbsl OTKPHITOTO mocTyna, pactpoctpansemas o aureH3un CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

Automatic direction finders (ADF) are widely used in navigation, radio monitoring, monitoring of rare
animals movement, in seismic hazard assessment, etc., [1—6].

The growth of interregional and international traffic leads to the increase in the intensity of air traffic,
which requires further improvement of radio equipment accuracy for flight support, in particular airfield
automatic direction finders.

In this regard, priority attention is given to the issues of ensuring the accuracy characteristics of the
ADF [7—14].

One of the reasons that reduce the ADF direction finding accuracy is the presence of transients in the
information processing channel of the radio direction finder.

In the ADEF, the direction-finding signal, in order to transfer to the phase relations stable frequency
that occur in the antenna system (AS) in the radio direction finders (ADF-75, ADF-80K), is modulated
at a frequency of 4200 Hz, and in the radio direction finders ADF AS (“Platan”, DF-2000, “Pikhta”) at
a frequency of 5550 Hz [1].

Subsequently the signal is demodulated and filtered. The values of the phase differences between the
filtered and reference signals determine the direction finding on the radiation source [16].

The narrowing of the filter bandwidth allows reducing the interference influence on the direction find-
ing accuracy which simultaneously leads to the increase in the transients duration caused by switching the
AS vibrators.

Fig. 1 explains the switching effect of the ADF AS vibrators on the accuracy of the direction finding.
Fig. la shows the Uin signals induced on the kand k£ + 1 ADF AS vibrators when they are switched sequen-
tially (the moment of switching the vibrators on the time axis is marked with a dot). Fig. 16 shows the signal
induced on the k& vibrator after it passes through the bandpass filter. Fig. 1¢ shows the signal at the bandpass
filter output when the &k +1 vibrator is turned on.

After switching the vibrator, the filter output has a total signal Uam (Fig. 1d), equal to:

u,=Uu+uU,.,. (1)

ou,
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Fig. 1. The effect of radio direction finder vibrators switching on its accuracy

The Fig. 1fshows the case when the phase difference between the signals from the k and k + 1 vibrators
is 180°, and if the signals are equal their sum is zero.
The phase difference @, ,, — ¢, is determined by the expression:

2n(k -1
Qri1 — O, :%cosﬁ[cos(ﬁ—%}—cos(@—%ﬂ, k=1,..,N, (2)

where R — AS radius; f — angle of the position on the radiation source relative to the ADF AS; A — direc-
tion-finding signal wavelength; 6 — azimuth (direction finding) on the radiation source; N — AS elements
number.

In accordance with expression (2), for example, between 4 and 5 vibrators at a frequency of 300 MHz,
a phase difference of 180° occurs at a direction finding of 0° and a position angle of 48°.

In addition, due to the vibrators switching the phase of the direction-finding signal is distorted, since
its initial phase at the filter output will always be zero regardless of the input signal initial phase, which is
confirmed by Fig. 1c,d. The use of such phases in direction finding calculation leads to significant errors
and even to failures.

58



4 G.K. Aslanov, T.G. Aslanov, R.B. Kazibekov, R.R. Musaibov, DOI: 10.18721/JCSTCS.14305>

The accuracy of the bearing is also affected by the transients caused by the automatic gain control
(AGC) operation of the ADF receiver.

The AGC leads to the gaps in the direction-finding high-frequency signal.

Fig. 2 shows the output signal waveform of radio station “Baklan” receiving channel, which explains
the effect of the AGC on the transition process [15].

The figure shows that at the moment of the signal appearance, amplitude jumps appear at the input of
the receiving device, and therefore the signal phases, which is explained by the sharp change in the AGC gain.

Reducing the influence of transients in the ADF information processing channel
on the direction finding accuracy

Failures caused by switching of the AS vibrators can be eliminated by discharging the bandpass filter
reactive elements at the moment of the ADF antenna system vibrators switching [17].

Fig. 3 shows the operating principle of such a filter.

Here, when switching the vibrators, a short pulse of US » is generated from the switching signal (Fig. le),
which is fed to the electronic key. When a short pulse is received the electronic key discharges the capacitors.

Thanks to this, the filter is damped and the parasitic component of the signal from the previous vibrator
quickly fades out.

After damping, the output signal of the U, filter has no interference component from the previous
vibrator signal.

During the switching time of one AS vibrator pass through the filter eight periods allocated by the filter
of the low-frequency signal, the phase of which is restored by the end of the vibrator switching time, so
in the processing of direction finding information, it is necessary to use the averaged values of the phase
differences of the seventh and eighth period signals [18].

In the ADF in operation since 2000, the direction finding information is processed in a channel mi-
crocomputer.

This allows reducing the direction finding error caused by the AGC operation by pre-processing the
array of phase differences of the ARP AS vibrators signals.

It is experimentally established (Fig. 2) that the duration of the transient process in the receiving device
can reach 0.2—0.3 sec. with the required ADF speed of 0.5 sec.

During operation, ADF switches 8 cycles of the antenna system elements in 0.5 sec., i.e., the direction
finding on the radio source is calculated eight times. Due to the AGC operation at the starting moment of

Fig. 2. Waveform of the output signal of radio station “Baklan” receiving channel
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the direction-finding onboard radio station operation, the signals phases from the AS vibrators have large
jumps, hence the direction findings are calculated with large errors [19]. Therefore, it is necessary to as-
sign weight coefficients to the calculated direction findings and calculate the value of the weighted average
direction finding. At the same time the first direction findings should have minimum coefficients and the
last ones should have maximum coefficients.

Conclusion

Transients that occur in the automatic radio direction finder when the direction-finding signal passes
through the information processing path are one of the reasons for the occurrence of abnormal errors in
the radio direction finder operation.

ADF failures caused by AS vibrators switching can be eliminated by discharging the reactive elements
of the bandpass filter at the moments of ARP antenna system vibrators switching.

Processing of direction finding information in the ADF is carried out on a channel microprocessor
which allows using software tools that significantly reduce errors caused by transients in the radio direction
finder.
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This article considers the design and implementation of four different zero-drift operational
amplifiers with 50 nm technology CMOS and compares their characteristics. The aim is
minimizing input offset voltage and flicker noise. Offset voltage is unavoidable in operational
amplifiers, because no two transistors can be identical. A small difference in their dimensions
(length or width) gives rise to this undesirable effect, the value of offset voltage in common
operational amplifiers is less than 10 mV. In this article, two major techniques of dynamic
offset cancellation, chopping and auto-zeroing, are considered. The operational amplifier with
chopping shows the best result among the four amplifiers.

Keywords: zero-drift operational amplifiers, auto-zeroing, chopper amplifier, offset voltage
reduction, CMOS.

Citation: Assim A., Balashov E.V. Zero-drift operational amplifiers. Computing, Telecom-
munications and Control, 2021, Vol. 14, No. 3, Pp. 64—74. DOI: 10.18721/JCST-CS.14306

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.org/
licenses/by-nc/4.0/).

ONMEPALMOHHbDIE YCUJIUTEJIU C HYJIEBbIM A PEUDOOM
A. Accum’-?, E.B. banawo6?

! YuusepcuteT um. CanaxagavHa, dpbunb, Upak;

2 CaHKT-MNeTepbyprckmii NOANTEXHUYECKUA YHUBEpCUTET MeTpa Benunkoro,
CaHkT-MNeTepbypr, Poccuiickaa Penepaumn

PaccMoTpeHa paszpaboTka U peanu3alusl YeTbIpex pasinyHbIX ONepaliMOHHBIX YCUJIuTeaei
¢ HyJIeBBIM apeiidoMm ¢ ncnonb3doBanmeM TexHoaorun KMOIT 50 uam. Lensio gaBaseTcss MUHU-
MU3allis BXOTHOTO HAIPSKEHUs CMeIIeHUs U GIMKKepHOro iryMa. HampskeHue cMmeleHus
Hen30eXHO B OTNEPaIlMOHHBIX YCUJIMTENSIX, TaK KaK HEBO3MOXHO M3TOTOBUTH JIBa TPaH3UCTOpPa
OIMHAKOBBIX pa3MepoB. Hebosblas pazHuiia B UX padMepax (IJrHa WIM IIMPUHA) BbI3bIBAET
9TOT HeXeaaTeJbHbII 3¢ (GEKT, 3HaUeHe HAMPSXKEHUST CMEILIEHUsI B OOBIYHBIX OTepallMOHHBIX
ycunutesssx MeHblne 10 MB. B ctaThe onucaHbl iIBa OCHOBHBIX METOA: KOppeKLUs Aperida Hys
Ha OCHOBE MOIYJISILIMK/IeMOIYJISIIINY CUTHajJA W Iepruoandeckas Koppekius apeticda. Omepa-
LIMOHHBIN YCUIIUTENb C TEXHUKOW KOPpPEeKIUU Apeiicda Hyliss Ha OCHOBE MOIYJISIIIAN,/IeMOIYIsI-
LMW CUTHAJIa TOKA3aJl HAUJIYYIlIMEe PE3YJIbTaThl CPEAN YEThIPEX YCUIUTEIICH.

KioueBsle c10Ba: oniepalliOHHBIC YCUJIUTENN C HYJIEBBIM ApeiichoM, TTeproandecKast KOpPEKITUs
npeiida, KoppeKuus apeiida Hy/Is Ha OCHOBE MOAYJISILUM U JEMOAYJISILMY CUTHAJIA, CHUXKEHUE
HanpsokeHust cmemenus, KMOIT.

Ccputka npu nutupoBanum: Assim A., Balashov E.V. Zero-drift operational amplifiers // Com-
puting, Telecommunications and Control. 2021. Vol. 14. No. 3. Pp. 64—74. DOI: 10.18721/JC-
STCS.14306

CTraThst OTKPHITOTO JocTymna, pactipoctpansiemast 1o JuiieH3uun CC BY-NC 4.0 (https://creative-
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Introduction

Operational amplifiers are among the most versatile building blocks that are used in many modern
analog and digital systems including filters, active rectifiers, current-to-voltage converters, etc. [3—18].
Due to their robust performance and righteous characteristics, they mimic an ideal amplifier, namely high
input resistance, low output resistance, high gain, and stability [17]. Like in any other device, getting ideal
characteristics in practice is impossible; therefore, tradeoffs must be made between the parameters (noise,
linearity, gain, supply voltage, voltage swings, speed, input/output impedance and power dissipation) ac-
cording to the required application [3]. Indeed, such tradeoffs pose many challenges to the designer, re-
quiring solid knowledge and experience to reach an acceptable compromise.

Offset voltage is a dominant error source for operational amplifiers, especially at low frequencies. It
has direct proportionality with flicker noise, hence in this article offset reduction is measured through
reduction in flicker noise. Offset voltage exists due to mismatch in transistor sizes. Amplifiers without
offset compensation have flicker noise as high as 400 nV/\/HZ [1, 2]. There are three major techniques
that are commonly used to reduce offset voltage and flicker noise: trimming, auto-zeroing, and chopping.
Trimming is done during fabrication to eliminate offset. In order to correct the dimensions of the circuit
elements, laser is used. It does not belong to the category of zero-drift operational amplifiers. Because of
that, trimming is not considered in this article. Auto-zeroing’s principle of operation is based on sampling.
The offset voltage is captured in one clock phase (a capacitor is charged to such value, with an opposite
polarity) and then subtracted in the next clock phase. Chopping is based on continuous-time modulation.
The input signal is modulated by the first chopper to a higher frequency. The offset voltage is added to it,
then this signal will be amplified, and the second chopper modulates the offset voltage and demodulates
the modulated input signal, hence the offset is converted to a higher frequency. Since the offset voltage
undergoes modulation in chopper amplifier, a ripple is observed at the amplifier’s output. Both mentioned
techniques are dynamic techniques that continuously reduce offset. They also reduce low frequency noise
and offset drift as a function of temperature or time, in this paper, auto-zeroing and chopping methods are
implemented practically with different architectures. These include a fundamental auto-zeroing ampli-
fier, continuous-time auto-zeroing, chopper amplifier and a combination of chopping and auto-zeroing
together.

Fundamental auto-zeroing amplifier

A principal auto-zeroing amplifier is provided in Fig. 1. It consists of an operational amplifier with 5
transistors that act as switches, the differential input signals are given on the input. Clock signals (C1 and
C2) are out of phase by 180 degrees. The transistors (M1, M3 and M4) are controlled by clock signal C1,
while M0 and M6 transistors are controlled by clock signal C2. The output signal is single-ended, labeled
as (Vout). The proposed amplifier operates in the following manner. On the first cycle when the input clock
Clis on (C2 is off), both of the differential inputs (labeled as V— and V+) are shorted. The feedback loop
(RO resistor and transistor M3) is closed and the offset that appears at the output is fed back into the input.
Thus, the capacitor (CO — 5 nF) is charged to the offset voltage value (—10 mV), as shown in Fig. 2. On
the other cycle when C2 is on (Cl1 is off), the amplifier works as usual, meaning that the differential inputs
appear at the amplifier’s input (they are not shorted). At the same time the capacitor charge compensates
the offset voltage, because they are opposite in sign. This will result in zero offset voltage at the input. The
capacitor takes around 350.2 ps to charge and begins to compensate the offset voltage.

The fundamental auto-zeroing amplifier isn’t suitable for continuous-time applications, therefore, an-
other architecture is introduced below, namely “Continuous-time auto-zeroing”.
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Fig. 2. Voltage on capacitor C0 versus time

Continuous-time auto-zeroing

The fundamental auto-zeroing amplifier was meant to be used in non-continuous applications. Except
certain applications, it should not be used, when continuous-time signals are needed, as in voice amplifi-
ers or analog-to-digital converters. A configuration exists that is known as continuous-time auto-zeroing
amplifier (CTAZ or ping-pong amplifier). It is a general term that can be used for any amplifier that imple-
ments two identical sub-amplifiers with opposite clock pulses to achieve a continuous signal at the output.
A realization of such amplifier is given in Fig. 3. It consists of two identical operational amplifiers, 2 feed-
back resistors (100 kQ2), 5 transistors that are controlled by two out of phase clock signals C1 and C2; the
output is a single-ended signal taken from Vout pin. Its working principle can be summarized in two stages.
The first stage, when C2 is high (CI is low), the upper amplifier receives the signal from the differential
inputs, amplifies it and feeds it to the output (Vout). The lower amplifier’s inputs are shorted and it’s in
compensation mode. In the next stage, when C2 turns into low (Cl1 is high), the lower amplifier amplifies
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the signal, and the output voltage is taken from the lower amplifier . The upper amplifier compensates for
offset, this results in a continuous signal at all times at the output. Fig. 4 shows flicker noise reduction.
Besides auto-zeroing, another popular offset reduction technique known as “chopping” exists. It has
better flicker-noise reduction characteristics as demonstrated below.
Chopping

Chopping is a major offset-reduction technique. It is widely used to reduce offset voltage [4, 8—11,
20—24]. It is favorable in applications where a continuous-time signal is needed. Unlike auto-zeroing
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Fig. 6. Chopper amplifier’s output signal

amplifiers, chopper amplifiers do not cause noise-folding. This method is based on modulation. The prin-
ciple of operation is that the voltage Vin goes through the chopper that is driven by a clock at frequency £, .
Hence, it is transformed to a modulated pulse voltage [11, 20—22]. Later, the modulated signal is amplified
along with the input offset. The second chopper acts as a demodulator. It demodulates the input signal to
a DC voltage, and concurrently modulates the offset to the odd harmonics of clock frequency that will
be removed by a low-pass filter [13, 20—24]. In contrast to auto-zeroing, chopper amplifiers do not need
any capacitor, they compensate offset voltage using modulation rather than charge compensation. A basic
chopper amplifier is presented in Fig. 5. It consists of two modulators (choppers), a fully-differential op-
amp, and a Butterworth LPE As in the previous cases, the value of offset voltage is 10 mV, and it is added
as a DC voltage source. The output signal is shown in Fig. 6. The signal looks like a sampled signal due to
ripples.

Interestingly, both popular offset-voltage reduction techniques can be used together. This advanced
architecture allows us to get the best of each technique.

Chopping & auto-zeroing

A combination of both chopping and auto-zeroing can be used to achieve better noise performance.
That is a more sophisticated configuration despite its complexity, because auto-zeroing part gets rid of
the voltage ripples caused by chopping, while chopping gets rid of the noise folding problem caused by
auto-zeroing. An example of such topology is provided in Fig. 7.
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The circuit consists of two choppers, they are placed at the input and output stages, the first chopper
acts as a modulator, while the second chopper acts as a demodulator. Two auto-zeroing amplifiers (they
are placed in red and green rectangles) are used between the choppers to further reduce flicker noise and
reduce the ripples in the continuous-time signal; their operation can be explained simply by the two-phase
nonoverlapping clock signals (C1 and C2). When Cl1 is one and C2 is zero, the upper auto-zeroing ampli-
fier works in amplification mode while the lower auto-zeroing amplifier compensates the input offset of

10 mV. The feedback loop op-amp senses the voltage difference at the output of the main amplifier, then
the capacitors are charged to this value. Later, they are amplified and subtracted from main amplifier’s
output. In the next clock period (when Cl1 is zero and C2 is one), the system works in a similar manner.
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The lower amplifier operates in amplification mode and the upper amplifier compensates the offset. PSS
noise analysis results for the circuit in Fig. 7 are provided in Fig. 8.

Table 1
Input-referred noise PSD, PSRR and CMRR
Input-referred Input-referred
Configuration ngi)ﬁgljgn]?a?fofgfe ngésilﬁgrga?ﬁ)fﬁ’re PSRR, dB | CMRR, dB
nV/\Hz nV/\Hz
Auto-zeroing (AZ) 9.3 2.5 104 98
Continuous-time auto-zeroing 9.4 0.02 103 97
Chopping 337 4.5 116 110
Chopping & auto-zeroing 0.74 0.054 112 106
Table 2

Comparison of the best performing circuit (chopping & auto-zeroing) with previous works

Parameters

Bandwidth,
MHz

Bias current,

pA

Chopping
frequency, kHz

CMOS
technology pm

CMRR, dB

Voltage noise
PSD, nV/\VHz

Maximum
VOS, uv

PSRR, dB

Supply
voltage, V

2017 | 2011

Results

There are multiple metrics that are commonly mentioned in datasheets to evaluate the performance of
operational amplifiers: power supply rejection ratio (PSRR), common-mode rejection ratio (CMRR) and
input-referred noise power spectral density. These parameters are provided in Table 1. PSRR and CMRR
can be obtained using these formulas:

PSRR = 2/on (1)

[N
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CMRR = AV&, (2)

oS

where VCM is the common-mode voltage; Vos is the offset voltage and VD ,, is the drain supply voltage (equal
to 1 Vin the proposed circuits). Additionally, the thermal performance was analyzed, the operational am-
plifiers work properly in the temperature range of —40 °C to 85 °C.

The results obtained in this work are compared with the existing works in Table 2.

Conclusion

Four zero-drift operational amplifiers were realized and compared. The operational amplifiers were
simulated using Cadence Virtuoso software. The Periodic Steady State (PSS) analysis results showed
that the proposed techniques are an effective way to reduce the input offset voltage and flicker (1/f)
noise. Two operational amplifiers used in this work have a gain-bandwidth product (GBWP) of 47 MHz
and 493 MHz, and an open-loop gain of 69.78 dB and 47 dB, respectively. The clock frequency of
20 kHz was chosen for all the circuits. In short, chopper amplifier and continuous-time auto-zeroing
amplifier are reducing the flicker noise and input offset voltage more effectively. Chopper amplifier
reduces flicker noise from 337 nV/\Hz to 4.5 nV/VHz, in other words by approximately 7500 %, while
continuous-time auto-zeroing amplifier reduces flicker noise from 9.4 nV/vHz to 0.02 nV/VHz, that is
by 47000 %. But taking into account the simplicity, chopper amplifier is the best configuration. Never-
theless, choosing an operational amplifier for a certain application does not depend only on its flicker
noise and offset voltage reduction capability. For instance, in continuous-time applications such as in
analog-to-digital converters, continuous-time auto-zeroing must be used, while for amplifying a trigger
signal from a sensor, a basic auto-zeroing amplifier can be used despite its humble qualities when com-
pared to other more sophisticated amplifiers.
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