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IMAGE ENCRYPTION ALGORITHM
BASED ON CONTROLLED CHAOTIC MAPS

V.N. Shashikhin, A.V. Turulin, S.V. Budnik

Peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation

The article reviews the problem of ensuring the security of storage, processing, and
transmission of images based on a cryptographic method using chaotic maps. The encryption
algorithm is based on a three-dimensional mapping. The encryption algorithm strength when
using systems with chaotic dynamics depends on the value of the largest (positive) Lyapunov
characteristic exponent. Therefore, the problem of increasing resistance to various kinds
of attacks is reduced to determining the control parameters, at which the leading Lyapunov
characteristic exponent increases. The authors propose a procedure for changing the chaotic
map characteristics (entropy and Lyapunov characteristic exponents) based on introducing
feedback into the system. The procedure is developed using the modal control method based
on reducing the system to the canonical Frobenius form. The use of the proposed algorithm is
considered on the example of the Rossler system. The test results confirmed an increase in the
strength of the proposed encryption algorithm against statistical and differential analysis due to
an increase in the Lyapunov characteristic exponent.

Keywords: Image encryption, chaotic maps, control of the spectrum of Lyapunov characteristic
exponents, modal control, canonical Frobenius form.

Citation: Shashikhin V.N., Turulin A.V., Budnik S.V. Image encryption algorithm based on
controlled chaotic maps. Computing, Telecommunications and Control, 2021, Vol. 14, No. I,
Pp. 7-21. DOI: 10.18721/JCSTCS.14101

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.org/
licenses/by-nc/4.0/).

AJITOPUTM LUUDPOBAHUA U3OBPAXXEHUN
HA OCHOBE YMPABJISEMbIX XAOTUYECKUX OTOBPAXXEHUM

B.H. lWlawiuxuH, A.B. TypyauH, C.B. bydHuk

CaHKT-MeTepbyprckuii NoAMTEXHMYECKMI YHUBEpPCUTET MeTpa Benunkoro,
CaHKT-MNeTepbypr, Poccuiickaa Pepepaumn

PaccmoTpeHa 3amaua obecrieueHsT 0€30IMaCHOCTU XpaHEeHUs, 00pabOTKU U TIepeJauyn M30-
OpakeHUit Ha OCHOBE KPUNTOrpachUueCKOro METoAa C MCII0Ib30BaHUEM XaOTUYECKUX OTOOpa-
KEHU. AJITOpUTM IMGPOBaHUS TTOCTPOEH Ha 0a3ze TpexMepHOro otoopaxkeHust. CTOMKOCTh
aJroput™Ma IMdpoBaHUs MPHM UCIOJb30BAHUU CUCTEM C XaOTMYECKOW NTMHAMMKOM 3aBUCHUT
OT BEJIMYMHBI CTapiiero (MOJIOXKMTEILHOIO) XapaKTepHCTUYECKOro ITokaszartesis JIsamyHoBa.
ITosToMy 3amaua MOBHIIIIEHUS] CTOMKOCTH K pa3JIMYHOTO pojia aTaKaM CBOIMTCS K OIpeae/ICHUIO
ImapaMeTpOB YIIpaBJIeHUs, TP KOTOPOM CTapIINil XapaKTepUCTUIECKUI moKa3aTenb JISmyHoBa
yBenuumBaeTcs. [IpemmoxkeHa mporneaypa N3MEHEHHSI CBOMCTB XaOTUIECKOTO OTOOpaKeHMS (IH-
TPOIIUM U XapaKTePUCTUYCCKUX IToKa3areseil JIsmyHoBa) Ha OCHOBE BBEIEHUsI B CUCTEMY 00part-
Hoii cBsa3u. IIpoueaypa mocTpoeHa Ha UCIOJb30BaHUU METO/Ia MOJAJIbLHOIO YIIPABICHUs Ha OC-
HOBE MPUBEACHMS CUCTEMBI K KaHOHNYecKoit hopme DPpobennyca. PaccMoTpeHO TTpUMeHeHME
MpeIjiaracMoro aJropuTMa mMudpoBaHUS IUIsT CUCTeMBI Pecciepa. Pe3ynbraThl TeCTMPOBaHUS
MMOITBEPIVIIN YBEIMICHNE CTOMKOCTH IPEAJIOKEHHOTO alTOpUTMa TG POBaHMUS K CTATUCTAYC-



4Computing, Telecommunications and Control Vol. 14, No. 1, 2021

ckoMy U auddepeHINaIbHOMY aHAIU3y 3a CUeT YBEJMUYEHUsI CTApIIEro XapakKTepUCTUIeCKOro
nokasarens JIsmmyHoBa.

KiioueBbie cioBa: 1mpoBaHue U300paXkeHU, XaoTuueckKue oTodpaxkeHus1, yrpaBjieHue CleK-
TPOM XapaKTepUCTUYECKUX IToKa3aTesieil JIsimyHoBa, MOOajlbHOE YyIIpaBlIeHUEe, KAHOHUYECKast
dopma dpobeHnyca.

Ccpuika mpu muruposanun: Shashikhin V.N., Turulin A.V., Budnic S.V. Image encryption algo-
rithm based on controlled chaotic maps // Computing, Telecommunications and Control. 2021.
Vol. 14. No. 1. Pp. 7-21. DOI: 10.18721/JCSTCS.14101

CraTbhsl OTKPBITOIO A0CTYIIA, pacripoctpaHseMas o auueH3uu CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

The problem of ensuring the security of image transmission is currently becoming more and more ur-
gent in connection with the increasing flow of information transmitted over open communication lines.
Reliable encryption methods for storing and transmitting digital images are required in various fields:
medical information systems, confidential video conferencing, government and military communications
systems.

Cryptographic methods stand out among various methods of protecting information and ensuring its
integrity. However, traditional encryption algorithms, for example, AES and DES, were developed with-
out taking into account the specific requirements for image encryption [1, 13] (a large amount of memory
occupied, limited processing and transmission time) [2]. Therefore, it became necessary to create new
encryption algorithms based on the use of nonlinear functions [3, 14].

One of the promising directions in modern cryptography is the development and research of data en-
cryption algorithms based on dynamic chaos [4—7, 15, 16]. Such properties of chaotic systems as the
exponential divergence of trajectories, ergodicity, and randomization are useful in the development of
encryption schemes for digital images [8, 17—20]. Modern approaches to encryption use various chaotic
maps and algorithms based on the composition of two maps that implement the operation of randomiza-
tion and entanglement [9, 21, 22].

The paper considers an image encryption algorithm based on a chaotic mapping, which simultaneously
implements the operation of randomizing and confusion. To improve the cryptographic stability of the
algorithm, a procedure is proposed for changing the chaotic map characteristics (entropy and Lyapunov
characteristic exponents) based on introducing feedback into the system. A procedure for changing the
spectrum of Lyapunov characteristic exponents of a chaotic map is developed using the modal control
method based on reducing the system to the canonical Frobenius form.

Image encryption problem statement

Mathematical model of the image. Let the raster model of the original rectangular image be represented
by the following map:

I:[a,b]x[c.d]— L(R™), (1)

where L(RNXM ) is the space of numerical dimension matrices of N x M size.
The N, M values are related to the dimensions of the pixel grid:

A" ={(i.j):i=LN =[W].j=1.M =[H]}, (2)

where [*] is the integer part of the number.
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With the help of digitalization and quantization operations, the description of digital images is reduced
to a set of samples, which can be represented in the form of a matrix:

N.M

I:(]ij )i,j=1 € L(RNXM)’ 3)

whose eclements are realizations on a discrete grid of continuous functions of two variables

I :(O, W) ® (0, H ) —> R . The elements of these matrices take integer values from the [0; 255] interval
when coding the pixel intensity with an eight-bit code.

Mathematical model of a system with chaotic dynamics. A nonlinear differential equation with a given

initial state is considered as an evolutionary operator for the implementation of the encryption algorithm:

x(t)=F(x(1)), x(t,)=x,, (4)

where x(t) € P c R" is the phase vector of the system; region P — phase space of the system; ¢ — time
function, £ :R" — R" — vector function with f; (x(t)), i=1,n components.

Among the set of nonlinear dynamical systems S = {P, F } , we will consider systems with a chaotic
mapping for which the following conditions are satisfied.

1. The f map has an essential dependence on the initial data or it is sensitive (if there is such a number
d > 0, that for any € > 0 and any x’ € X point there is a x" € X and the m € M number such that
p(x',x") <&, but p( ()= (x')ﬁz 3).

2. The f'map p is transitive (for any U, V pair of open sets there is m >0, that f° (m) (U ) NV =0).

The problem of controlling the spectrum of Lyapunov characteristic exponents. The mathematical model
of a chaotic system in the synthesis of an encryption algorithm is a heterogeneous differential equation
with a control

x(t)=F(x(t))+ Bu(z), x(t5) = x,. (5)

Lyapunov spectrum of the original nonlinear system (4)

G(F)z{Xi(F)>i=1’_”}

consists of n various Lyapunov characteristic exponents (F ) 2%s (F ) 2.2, (F ) in descending
order.

The problem of controlling the Lyapunov spectrum is to determine the feedback from the phase vector
of the nonlinear system:

u(t)=K"x(t) (6)
such that the closed nonlinear system
x(t)=F(x(¢))+BK"x(1), x(ty)=1x, (7)
had the following spectrum
0(F+BK*>:{xi(F+BK*),i:1,_n}, 8)

equal to the required spectrum



4Computing, Telecommunications and Control Vol. 14, No. 1, 2021 >

I
o(G)={%:(G).i=1.n}. 9)

The encryption algorithm strength when using systems with chaotic dynamics depends on the value of
the largest (positive) Lyapunov characteristic exponent. Therefore, the problem of increasing resistance to
various kinds of attacks is reduced to determining the control parameters (6), at which the leading Lyapu-
nov characteristic exponent (9) increases in the closed-loop system (7). Besides, the feedback factor will
expand the “keyspace” of the encryption algorithm.

Evaluation of the encryption algorithm strength. It is necessary to build a grayscale image encryption
algorithm based on a chaotic map and to carry out a comparative assessment of the algorithm’s strength
with and without control action.

As a result of statistical cryptanalysis, it is necessary:

- to assess the uniformity of the distribution of pixels by brightness values, construct a histogram of this
distribution;

- to calculate the pairwise correlation between two adjacent pixels horizontally, vertically, and diago-
nally;

- to calculate informational entropy.

To assess the strength of the algorithm to differential analysis, calculate:

- the percentage of pixels that changed the brightness value;

- the average change in gray intensity.

Encryption algorithm based on a 3D chaotic map

Chaotic map and its properties. In the process of image encryption, a three-dimensional chaotic Rossler
map is used as a model of a nonlinear system (4)

X3 =b+x3(x —c).

Fora=0.2,b=0.2, ¢ = 5.7 values of the parameters, this map has a spectrum of Lyapunov characte-
ristic exponents equal to

o(F)={x;(F)=0.1016;, (F)=0.0922; %5 (F)=—-5.6953}, (11)

and a trajectory in three-dimensional phase space, which has the form shown in Fig. 1.

The spectrum of Lyapunov characteristic exponents and a strange attractor indicate the presence of
chaotic dynamics in system (10).

Encryption algorithm. The grayscale image encryption algorithm of N X M size using nonlinear map
(10) has the following steps in one round of encryption.

Step 1. Based on the original image, a raster model of the original image (1) with a matrix of the form
(3) is formed:

1=(1,),,. =L (R™),

where i is the number of pixel in the vertical row; j — the number of pixel in the horizontal row; [l i pixel
with the 7, j number brightness value; N — number of rows, and M — number of columns of the pixel matrix
determined by the grid size (2).

10
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Fig. 1. Trajectory of the Rgssler system

Step 2. For some initial state x(O) = (xl (O) , X, (0) ) X3 (O)), determined by the point of exit of the
chaotic system trajectory (10) to a strange attractor, three sequences are generated:

}, s=NxM; (12)

Sequences X1 and X2 define the randomization of pixels, and the X3 sequence defines the scattering
(brightness changes) of pixels.
Here, the elements of sequences (12) are formed according to the rule:

1)), & x(t)=F[x(1)], (13)

where F[x(t)] :(fl(x(t),f2 (x(t),jg(x(t)))))T is a vector function whose components are the

functions on the right-hand side of equations (10).
Step 3. A chaotic matrix of the encrypted image of the first round is formed using the third equation

(13):

dl d) .ol
E(l) — egl,]) egl,; egl,;/[ c RNXM , (14)
el el el ]

11
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where el(ll) = [x3 (t) mod 255] is the intensity of gray pixel with the i = [xl (t)mOdM ] row number and

the j = I:x2 (t)rnod N :I column number; [*] is the integer part of number.

Further, repeating steps 2—3 for the image (14) for p rounds, we get an encrypted image E (r) of the
following form:

EO — ( Al(l/) )lN]M cRVM. (15)

The number of rounds is determined by the required cipher strength indicators.

Cryptanalysis of the encryption algorithm. The assessment of the algorithm strength is carried out using
statistical and differential cryptanalysis [2]. The 512 x 512 gray-scale Lena photo is used as the source
image.

To determine the distribution of pixels of the encrypted image EW (15) in grayscale, the following
probability is calculated:

P(m )= (16)

where m_is the number of pixels e for the gray intensity takes on s € [0; 255] values. The distribution of
pixels by gray intensity values for the original image is shown in Fig. 2, and for the encrypted image — in
Fig. 3.

Pairwise correlation between two adjacent pixels horizontally, vertically and diagonally of the original
and encrypted images is calculated by the formula:

2o (w=0)(v=7)

NxM (17)

)’ [E oy [

NxM NxM

NxM NxM
U Zi:l U = Zi:l Vi

NxM NxM '’

where u, v, | — the intensity of the i gray pixel and the pixel adjacent to it, U = {”1: Uy ooillyy oo Uy s } ,
V= {v1 A A N M} — a series of gray intensity values of pixels in the image and a series of gray in-
tensity values of neighboring pixels.

Information entropy is determined by the expression:

H(mS)ZZi:P(mS)IOgZ (1/P(ms))’ (18)

where P(ms) is the probability of the gray intensity belonging to the s € [0; 255] level.
To assess the strength of the algorithm against the differential analysis, the following are calculated:
- number of changing pixel rate (NPCR):

22D (i)
x M

H(]l,lz)— N

x100%, (19)

12
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Fig. 2. Original image histogram

Control used
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(=]

(=]
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1000 +
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Fig. 3. Encrypted image histogram

where

D(i,j)= ' . Vi=LN, Vji=1M,

I, — the original image, /, — the original image with the gray level of one pixel being changed;

A

El(p ). Egp )_ the encrypted images corresponding to the /|, 1, original images;

13
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él(p ) (i, Jj ), é? ) (i, j) — the value of the gray level for the pixel with the (i, j) number in the El(p ) and

E'ép ) images;
- unified averaged changed intensity (UACI)

1 s e la.] —é€ la.]
C(El,Ez)szszflf‘j_l|l( )2552( L 100%. (20)

The results of calculating the strength criteria after two rounds of encryption using the chaotic map with
and without control are shown in Table 1.

Table 1
Encryption algorithm strength criteria
Chaotic | Largest Correlation coefficient NPCR, | UACI,
Image - - : Entropy
map LCE Horizontal | Vertical | Diagonal % %

— — original 0.0293 0.0263 0.0653 7.55 — —

No
control 0.1016 | encrypted | 0.000175 | 0.000192 | 0.000380 7.76 99.54 33.42
c?r:lttr}gl 0.2862 | encrypted | 0.000101 | 0.000186 | 0.000117 7.96 99.55 33.45

Control of Lyapunov characteristic exponent of chaotic map

To increase the strength of the proposed image encryption algorithm, a control action is introduced
into a system with chaotic dynamics to increase the positive Lyapunov characteristic exponent and infor-
mation entropy. Control is sought in the form of linear feedback in phase coordinates.

The solution to the problem of changing the spectrum of characteristic exponents of a nonlinear system
is based on the Grobman-Hartman theorem [11]. Any system in a neighborhood of a hyperbolic singular
point is locally topologically equivalent to its linear approximation. Thus, the behavior of a nonlinear sys-
tem in the neighborhood of a hyperbolic singular point is similar to the behavior of a linearized system. A
singular point is hyperbolic if the Jacobi matrix has no eigenvalues in it on the imaginary axis. A change in
the characteristic exponents of a linearized system, which coincides with the real part of the eigenvalues of
the Jacobi matrix, entails a change in the characteristic exponents of a nonlinear system.

Synthesis of linearized system control. It is possible to provide the desired eigenvalues of the Jacobi
matrix of the linearized system using the method of synthesis of a modal controller based on a reduction to
the canonical Frobenius form [12].

Let the equations of state of the linearized system have the form:

p(t)=Ay(t)+bu(t), y(to)= o, (1)

where y(f) € R" is the vector of state coordinates; u(f) € R' — the control action; 4 € R™" — the Jacobi
matrix of the nonlinear system (10) at the hyperbolic singular point.

It is required to determine the k = (k,, k,, ... k )" parameters of the linear feedback control law u(t) =
= kx(t) providing the given eigenvalues V;, i =1,...,n of the matrix of the closed system A = 4 + bk.
From the expression for the matrix of the AC = A + bkT closed system, it is impossible to directly obtain

14
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the values of the feedback coefficient, since the matrix is unknown. Therpfore , such a change of variables
y =y is used that the mathematical model of the transformed system y = (A +bk" ) ¥ has the canoni-
cal Frobenius form with the A matrix and the b vector of the following form:

0 1 0 0

| y |0

Lo 0 Lol
-a, —a,, -4 1

where a, are the coefficients of the characteristic polynomial of the matrices A and 4 =
To bring the matrix of the system to the canonical form, the matrix 7 formed from the coefficients of
the characteristic polynomial of the matrix A4 is used as follows:

an—l an—Z 1
T: an—Z an73 0

an—3 l 0 .

1 0 0

The similarity transformation y = Qy uses the matrix Q = SyT , where S is the system controllability
matrix. If this similarity transformation is performed in system (21):

y=07"407+0"'bk" 05
and the following notation is introduced
k=0"k, b=0"b, A=0"40,
then the system model will take the following form:
y= (;1 +bk" ) 7.

Considering the peculiarities of constructing the () matrix, the matrix of the system will have the Frobe-
nius matrix form, and the b vector will be reduced to the simplest form:

;Izlil)—enaT, b=e,,

where 17(11) is a matrix of n x n size, having unities over the main diagonal, and the remaining elements
being zero; e is a unit vector of 7, the n'™ coordinate of which is equal to unity, and the rest are equal to
zero;a=(a,a_,..,a)".
n n
The closed-loop matrix will take the form:

~ ~ T

A, = A+bk" :],(ll)—en (a—lg)

For this matrix to have the required eigenvalues, the coefficients of its characteristic equation must

est est

T
correspond to the a,, = (an Ay ”) vector, where a are the coefficients of the characteristic

15
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I
polynomial of the matrices 4 and A~c. Then a,, =a— lg, and the coefficients of the controller for line-
arized system (21) are determined by the relation:

k=(0") (a-a,). (22)

Synthesis of a nonlinear system control. Let the Jacobian matrix equal J* at the singular point x* of
system (4) in the absence of control, and the vector of its eigenvalues is equal to v*. Let us set the vector of
the desired eigenvalues vV * of the Jacobian J * of the nonlinear system (5) in the form:

v, =v +aRe(v), (23)

where a is the coefficient selected according to the graph in Fig. 4.
For the Jacobian J * of system (21) to have given eigenvalues, we choose a control in the form:

u(t)=hkx(t), (24)
then the Jacobian of system (21) with control (24) will be equal to
J*=J*+Bk, (25)

where k € R is the feedback coefficient, which is found by the method of synthesis of modal control
according to formula (22).

The largest Lyapunov characteristic exponent of system (5) with control (24) will differ from the largest
Lyapunov characteristic exponent of uncontrolled nonlinear system (4). It is necessary to increase the larg-
est Lyapunov characteristic exponent to increase chaos in the system, which is achieved by the appropriate
choice of the a coefficient in formula (23).

A graph of the dependence of the largest characteristic exponent of the nonlinear system with control
from the o coefficient is built to select the o (see Fig. 4). Based on this graph, the o* coefficient is selected
that satisfies the desired value of the largest characteristic exponent of the nonlinear system.

After choosing the o* coefficient, the corresponding feedback coefficient k* is substituted into formula
(24) instead of k.

We will illustrate the control synthesis technique for the Rossler system, the model of which in dimen-
sionless variables and parameters has the following form:

X, :—(x2 +x3)

X, = X, +ax, <:>5c(t)=F(x(t)).
X =b+x(x,—c)
The Rossler system, with the a = 0.2, b= 0.2, ¢ = 5.7 values of the parameters, has two singular points:
xl* = (0.0070 —0.0351 0.0351),
x2" = (5.6930 —28.4649 28.4649),

and the Jacobi matrix equals:

16
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X:0.08
Xx:0 Y:0.2862
Y:0.1016 7__7./

P E—— N
X:0
Y:0.00222

— N
X:0.08
Y: 0.002666

lambda
R
1

— lambdat
— lambda2
3 lambda3

I | | | I I |
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
alfa

Fig. 4. Dependence of the largest Lyapunov characteristic exponent y, on o

0o -1 -1
J=|1 a 0

x 0 x-c
Eigenvalues of the Jacobi matrix calculated at singular points are:

v, =0.0970 +0.9952i
v(J(xl* )) =1y, =0.0970 - 0.9952i,

vy =5.6870
v, =5.4280i
v(J(xz*))= v, =—5.4280i.
vy =0.1930

We will change the eigenvalues of the Jacobian at the hyperbolic singular point x1*. The desired eigen-
values of the Jacobian (25) of the closed system calculated at x1* point are determined by equality (23).
Fig. 4 shows the graph of the dependence of the largest Lyapunov characteristic exponent of the nonlinear
system (7) on d.

According to the graph shown in Fig. 4, we select the a* = 0.08 value of the coefficient at which the
condition XT > % (F ) is fulfilled. Using the selected a* = 0.08 value, we calculate the required eigenval-
ue of the Jacobian, and using formula (22) we calculate the feedback coefficient in the nonlinear system:

k" =(1.0426 —0.4943 -22.8945).

Spectrum (8) of a nonlinear system (7) with synthesized control is equal to:
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G(F + bk*) = {x, =0.2862; %, =0.0026; 5 = —3.8931}.

The largest indicator of a closed system is 2.82 times higher than the largest indicator of the original
system, which indicates an increase in chaos in the system.

Properties of an encryption algorithm based on controlled chaos

The strength of the encryption algorithm based on a chaotic feedback system is estimated according to
the same criteria of statistical and differential cryptanalysis that were used when testing the algorithm with
no control, namely: the probability of gray intensity distribution was calculated by formula (16); correla-
tion coefficients — according to formulas (17); information entropy — according to formula (18), and the
percentage of changed pixels and average change in gray color intensity — according to formulas (19) and
(20), respectively. The results of testing the encryption algorithm with control are shown in Table 1.

It follows from the above test results that all the compared cryptographic strength criteria are improved
when using an encryption algorithm with the control in comparison with an algorithm with no control.

Conclusion

An algorithm for encrypting a grayscale image based on the use of a three-dimensional chaotic map,
which implements simultaneous randomization and scattering, is presented. To increase the cryptographic
strength of the algorithm, a method for synthesizing feedback on the phase vector of a nonlinear system is
proposed, which ensures an increase in the largest Lyapunov characteristic exponent responsible for the
degree of chaos. The synthesis technique is based on the modal control method using the canonical Frobe-
nius form, which is extended to nonlinear chaotic systems.

The use of the proposed algorithm is considered using the example of the Rossler system. The test
results confirmed an increase in the strength of the proposed encryption algorithm against statistical and
differential analysis due to an increase in the Lyapunov characteristic exponent, which is achieved by in-
troducing feedback into the chaotic system used for encryption.
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This work is devoted to some aspects of the development of planar elements of the microwave
path, which are used in the design of low-noise LTE range amplifiers, namely inductors, for
further employment as part of the NB-IoT transceiver. General theoretical calculations on the
design of high-frequency inductors are given. By the example of a multilayer CMOS 90 nm
inductor with a nominal value of 7 nH, we demonstrated the influence of the structure thickness
obtained by replicating layers used to get the required skin layer thickness and to achieve the
best quality factor in the LTE frequency range from 0.5 to 3.5 GHz by means of electromagnetic
(EM) models. For a better understanding of the inductor operation, the models obtained as a
result of the EM simulation for different values of the substrate conductivity are compared. The
obtained data partially refute the need of increasing the maximum thickness of the inductors by
a set of upper metals combined using multiple TSV arrays for silicon process stacks. Due to the
increasing of the capacitive influence of the substrate on the lower metal layers of the inductor,
the highest values of Q-factor and self-resonance frequencies are achieved by the structures
with a minimum number of metal layers, despite the negative influence of the skin effect for low
frequencies.
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OCOBEHHOCTU NPOEKTUPOBAHMUA
KMOMN KATYLWIEK UHAYKTUBHOCTHU
ANA YCTPOUCTB LTE AUAINMA3ZOHOB YACTOT

E.IO. Komnsapo@B'?, B.IO. Muxatino8'?, U.A. 3y608’',
A.B. HytikuH', A.®. Unvbun?, M.I. lTymps?

! HayyHO-UCCNeA0BaATENBCKUI MHCTUTYT MOIEKYNAPHOMN 3/1IEKTPOHUKN,
Mockea, Poccuiickan ®egepaums;

2 HauMoHanbHbIM UCCea0BaTeNbCKUI yHMUBEPCUTET « MIOCKOBCKMIM MHCTUTYT
3/IEKTPOHHOM TeXHMKM», MockBa, Poccuiickas Geaepaums

CraTbs MOCBSAIIEHA HEKOTOPBIM acleKTaM pa3padoTKM ITaHapHbIX 31eMeHToB CBY-TpakTa,
KOTOpbIe MCMOJB3YIOTCS MPU MpoeKTUpoBaHUN Manomymsmux yeunureneil LTE nuama3oHa, a
MMEHHO KaTyllKaM MHAYKTUBHOCTH, JJISl JajibHEHIEero NpuMeHeHUsl B COCTaBe MpUeMomnepe-
natyruka NB-I1oT. JlaHbl o01111e TeopeTHUecKre BIKJIAAKU MO MTPOeKTUPOBAHUIO BBICOKOYACTOT-

22



4 E.Yu. Kotlyarov, V.Yu. Mikhailov, I.A. Zubov et al, DOI: 10.18721/JCSTCS.14102>

HbBIX KaTylleK MHAYKTUBHOCTU. Ha npumepe muorociaoiinoit KMOIT 90 HM KaTylKy HOMUHA-
JioMm 7 HIH, Ipy MOMOIIM 3JIEKTPOMAarHUTHBIX (DM) Monesneil, mponeMOHCTPUPOBAHO BIMSHUE
TOJIILIMHBI CTPYKTYPHI, TTOJTYYSHHOM MPU MOMOIIM PEeIUIMIIUPOBAHUS CJIOEB, ISl Habopa Tpedye-
MO TOJIIWHBI CKIH-CJIOST M JOCTUKEHWS HAWJTYYIINX TTOKa3aTelieil JOOPOTHOCTH B YaCTOTHOM
nuamnaszone LTE ot 0,5 mo 3,5 I'Tu. s HanboJsiee MOJHOTO MpeAcTaBieHUs 0 paboTe KaTyIIKU
IIPOBEIEHO CPaBHEHUE MOEIICH, IIOJIyUeHHBIX B pe3yabTaTe DM CUMYIISIINY TS pa3HBIX 3HAYE-
HUI IPOBOAMMOCTU MOMIOXKKK. [1ojydeHHbIe JaHHbIE YACTUYHO OIIPOBEPTal0T HEOOXOAMMOCTh
HapalllMBaHUs MaKCUMaJIbHbIX TOJIIMH MHTEIPaJbHbIX KaTyIlIeK MHAYKTUBHOCTH IIyTeM Habopa
BEPXHUX METAJVIOB, OOBEAMHEHHbBIX MPY MTOMOIIM MHOXECTBEHHbBIX MaccUBOB TSV, 11 cTeKoB
KPEMHMEBBIX TTpolieccoB. M3-3a yBeIMUeHUST eMKOCTHOTO BIIMSTHUS TIOMJTOKKHU ITO OTHOIIECHUIO
K HIDKHUM CJIOSIM METaJUTM3alliy KaTYIIKY MHIYKTUBHOCTH, HANOOJIBIIINE 3HAYCHUS JOOPOTHO-
CTH ¥ YaCTOT COOCTBEHHOTO pe30HaHCa JOCTUTAIOTCSI Ha KOHCTPYKIIMSAX ¢ MUHUMATbHBIM YHC-
JIOM CJIOEB METa/ZIM3alU1 BOIIPEKU HEraTUBHOMY BIIMSIHUIO CKMH-3(deKTa 1Jis1 MalbIX YaCTOT.

Kmouessie ciosa: LTE, NB-1oT, katymika unayktusHocTtu, 3D-unaykrop, KMOII, DM ananus.

Ccpinka npn muruposannn: Kotlyarov E.Yu., Mikhailov V.Yu., Zubov I.A., Nuykin A.V., Iljin A.E,
Putrya M.G. CMOS inductor design features for LTE devices // Computing, Telecommunications
and Control. 2021. Vol. 14. No. 1. Pp. 22—32. DOI: 10.18721/JCSTCS.14102

CraTbs OTKPHITOTO moctya, pactpoctpansiemas o aureH3nn CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

The rapid growth of the telecommunications industry under the auspices of the announced 5G (and
6G in the future) communication networks has led to the new frequency bands development. At the same
time, within the already known frequency ranges, new communication standards and protocols are emerg-
ing, forming new areas of application of microelectronic devices in telecommunication systems, such as
the Internet-of-Things represented in 3GPP: LTE-M, EC-GSM-IoT, NB-IoT [1] for example.

To provide a competitive position in the mass segment of the telecommunications market, the proposed
device must be cheap and technologically advanced. Currently, when designing integrated circuits (IC) for
telecommunications, the most widely used silicon technologies are CMOS and SiGe [2], which allow us
to provide the required parameters of the element base [3]. At a relatively low cost, silicon technologies
allow the implementation of both digital and analog system nodes and systems for the “mixed signals”
processing.

This work is devoted to some aspects of RFIC passive planar elements design used in the low-noise
amplifiers of the LTE frequency bands range, namely inductance coils or inductors.

Figure 1 shows a functional diagram of a proposed NB-IoT transceiver. A homodyne receiver is used
as a receiver.

The building blocks of the receiving (RX) channel of the transceiver device include a bandpass filter of
the preselector (BPF), a low-noise amplifier (LNA), a quadrature demodulator (based on mixers with a
shift of 90 degrees), automatic gain control systems (AGC-VGA) and low-pass filters (LPF). The LNA is
one of the key circuit nodes. In terms of signal conversion and processing, the LNA is responsible for the
sensitivity of the receiver and its dynamic range.

The transmitting (TX) channel consists of low-pass filters (LPF), buffer amplifiers (BA), a quadrature
modulator, a high-frequency amplifier (HFA), a bandpass filter (BPF), and a power amplifier (PA). As
shown in the Fig. I, the antenna bandpass filters of the receiver and transmitter, and the PA_, are discrete,
while the rest of the elements are integrated.

Depending on the type of transceiver (for broadband devices or devices with multiple operating rang-
es), the LNA can determine the receiver bandwidth by providing uniform gain flatness over the operating
range and reverse loss values. Another important thing is that in the transceiver RX channel (usually for
communication systems), the LNA [4] is the first device that interacts with the antenna. As the result, the
LNA input impedance is a required to match the antenna and minimize insertion loss and distortion.
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Fig. 1. Functional diagram of the NB-IoT transceiver

One of the simplest ways to design a low noise amplifier is a cascode amplifier circuit. Works [5—7]
present the calculated data of the noise figure and the gain of the cascoded LNA models in the frequency
domain depending on the various parameters of the inductor — the quality factor and the nominal induct-
ance. These dependencies clearly illustrate the contribution of the coil to the final parameters of the LNA
device. Thus, one of the fundamental tasks is to ensure the maximum Q-factor of the inductor cell. Anoth-
er one is to ensure the required level of the quality factor throughout the entire operating frequency range
[8]. These tasks are familiar to all developers of inductors and capacitors, regardless of their design (inte-
gral or lumped), but silicon processes introduce some specifics into the development of these elements.

Research and design of RF multilayer inductors

The equations calculating the inductance of flat planar inductors (1, 2 — example for octagonal induct-
ance coil) were formulated by Greenhouse [9, 10] more than 40 years ago and are relevant to date:

0 C
L:M[ln[&J+C3p+C4p2], 1)
2 p
1.07un*d
L= “; ”Vg(ln[2'29j+0.l9p2} )
p

where C|...C, are layout dependent coefficients from Table 1 (based on face spiral number ), 7 is the num-
ber of turns, W is conductor permeability, davg is the average diameter determined asd, = 0.5(d,, . +
+d,,), p is special outer versus inner diameter ratio, which is determined as p = (d,,, — d,)/(d ,,, +
* le)'

The integrated resonant structures are used as RLC models (Fig. 2a), as well as their adaptations for
high-frequency circuits, “m-models” (pi-models) [11] (Fig. 2b), which describe inductors using the coef-
ficients of admittance matrices.
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P,
O
Y22tYa
Fig. 2. IC inductor: a — lumped circuit; b — pi-model
Table 1
Spiral inductor layout coefficients
Layout C, C, C, C,

Square 1.27 2.07 0.18 0.13
Hexagonal 1.09 2.23 0.00 0.17
Octagonal 1.07 2.29 0.00 0.19
Circle 1.00 2.46 0.00 0.20

The equations for calculating the quality factor (Q) and inductance (L) are presented below (3, 4):

ImL ImL
Lo \n)_ Ty

o

2nf

3)

(4)

where Y, is the input admittance from Y-parameter matrix,  is the angular frequency given by » = 21tf,
Re(X) and Im(X) are the real and imaginary parts of the complex value X in the parentheses.

While developing integrated inductors and capacitors based on Si CMOS and SiGe BiCMOS techno-
logies, the designer faces some fundamental problems. The first one is the thickness of the skin layer [12,
13], which determines the depth of alternating current flow in the conductor surface, depending on the
thickness and material of the conductor. Silicon processes in general are characterized by a large number
(6 or more) of metal layers with small thickness (usually less than 1 micron). Some factories provide special
options (so-called RF options) that expand the number of metallization layers by adding one or more up-
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per layers of “thick metals” with thicknesses of 1 um or more. Without these additions, the developer may
face difficulties when designing devices in the sub-GHz domain [14]. At frequencies of about 500 MHz
(typical for the lower bands of the LTE standard), the thickness of the skin layer is about 3.5 microns which
will directly affect the quality factor of the entire structure. Unable to achieve the required thickness in the
upper stack of metallization layers, the developers use the replication of the inductor layers [15] in several
metal layers located below. These layers are connected with arrays of transition holes (through-silicon vias
— TSV arrays), like a solid metal layer conductor, thereby increasing the thickness to the desired values.

The second problem is the proximity of the self-resonant frequency (SRF) — the point in the frequency
domain that marks the transition from the inductive to the capacitive region of the impedance (or capa-
citive to inductive in the case of a capacitor design). When approaching the frequency of self resonance,
the inductance of the RF inductor begins to grow to a peak value, after which there is a sharp fall in the
characteristic and a transition to the opposite impedance region. The higher the value of the inductor, the
more difficult it is to achieve high self-resonance frequencies. In some cases, designers can increase the
SRF frequency by using special patterns of slotted screens (patterned ground shield, PGS) [16] to “tune”
the magnetic field of the inductor.

In this work, it is proposed to consider a model of a symmetrical inductor. Geometry and area are
calculated in advance using variations of the parameters mentioned in the formulas above (1, 2). Table 2
presents a diagram of the topology and main parameters of the inductor.

To overcome the negative effects caused by the skin-depth at low frequencies, we used a repetition of
several upper metal layers with TSV / via-arrays. Such a constructive solution should allow reaching the
maximum Q-factor values for a given inductor structure within a common 90 nm CMOS process. The
operating frequency range of the device, in which the inductor cell is supposed to be used, is determined
by the frequency bands of the NB-IoT transmitter operating in the LTE frequency range.

The specified working bandwidth of the inductor lies within 0.5 ... 3.5 GHz, therefore the most signifi-
cant parameters (L, Q) must correspond to the calculated values over the entire operating range.

Computer EM simulation using the extraction of electromagnetic parameters is an extremely costly
operation, depending on the required time and the workstation calculating power. To optimize the deve-
lopment process, approximations of via-arrays (thousands of individual holes were replaced by solid poly-
gons) and cell boundary conditions (protective ring elements were replaced by ideal conductors at plane
boundaries) were used.

Table 2
The main planar parameters of the inductor
Parameter Designation Value
Number of turns N 6
Microstrip width, um Wi 12
E E Microstrip spacing, pm Siis 10
Z § Outer diameter, pm Dyur 334
é % Inner diameter, um D, 90
) 6.9
Calculated inductance L
value, nH -
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Fig. 3. Layer stack profile of the inductor based on CMOS 90 nm technology

As a computer research, it is proposed to simulate and compare the inductor with different metalli-
zation thicknesses due to the different compositions of the layers involved in the structure (Fig. 3). This
approach gives a qualitative idea of the parameters of the inductor at metallization thicknesses of ~4.63
microns for “Inductor_1” and =2.1 microns for “Inductor_2”.

In addition, EM simulation was carried out on different silicon substrates based on different conduc-
tivities of Si-substrate: high-resistance (HR) and low-resistance (LR) silicon. The finite element method
(FEM) was used as a mathematical solver mechanic.

The computer modeling results form S-parameters data extraction using Egs. 3 and 4 presented in
Fig. 4, 5 and 6 show the following matrices: the initial matrix of S-parameters obtained as a result of EM
analysis and the matrix of Y-parameters derived from the initial S-parameters.

The triangular marker indicates the characteristics of the inductance coil with a large number of metal
layers (Fig. 3, Inductor_1), and, accordingly, the round marker is attached to the thin structure (Induc-
tor_2). Different types of lines indicate results for substrates with different conductivity values: continuous
for low resistance (LR) and dashed for high resistance (HR) values. A marker with a square denotes the
model parameters based on SPICE simulation for a structure with a large number of layers (Inductor 1).
It should be noted that the analysis of small-sized structures using the FEM is time-consuming and ex-
tremely demanding on the workstation computing power, especially on the RAM.

Figure 4 shows the S- and Y-parameters on the Smith chart of complex characteristics. The S-pa-
rameters on the left give an idea of the consistency of all the structures presented. It is shown that upon
approaching the mutual resonance frequencies and after them, the structures are mismatched. In the Y
diagram (admittance parameters), we can observe that the structures have a clearly defined “inductive” be-
havior range and that they are ideally symmetrical (superimposed on each other and completely repeated)
concerning the first and second ports, i.e. Y (1,1) =Y (2,2). Thus, given the symmetry, there is no need to
further consider the characteristics of the conductivities Y (1,1) and Y (2,2) for both ports.

A graph (Fig. 5) shows the frequency dependence of the reactance to the angular frequency, with in-
ductance from Eq. (3), for all the structures under consideration. All the presented variants of inductors
have a similar inductance pattern up to 2 GHz, corresponding to =7 nH (determined by the geometry of
the Table 2), after which, due to the proximity of the SRF, a sharp rise in the characteristic occurs, followed
by a fall and transition to the capacitive reactance hemisphere.
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Fig. 5. Frequency dependence of the reactance to the angular frequency (inductance)

Figure 5 shows that the structure with a smaller number of metal layers has high SRF value, while
“Inductor_1” has a cutoff of the operating band due to the presence of self-resonance frequencies at
~2.915 GHz for model simulations with different substrates (HR and LR).

In addition, the frequency dependence of the “Inductor_1” structure with the number of upper metals
equal to 7 correlates with the data obtained from the result of SPICE modeling in the range of self-res-
onance frequencies, which indicates the correctness of the model and development methodology of this
device. The difference in peak amplitudes in this case is not so significant and is explained by the difference
in the conductivity of the substrate.

Figure 6 illustrates Q-factor versus frequency with coil conductor thicknesses dependence from
Eq. (4). According to the model, the Q-factor for a low-resistance substrate does not significantly differ
when switching from a three-layer to a five-layer inductor topology, while the thin structure has a high
Q-factor characteristic due to the delayed mutual resonance frequency (Fig. 5). The difference becomes
much more significant when using a high-resistance (HR) substrate. The Q-factor obviously increases al-
most twice as much in both structures, while given the removal of the SREF, the thin structure “Inductor_2”
has a flatter characteristic along with the operating frequency band (0.5 ... 3.5 GHz) with a higher ampli-
tude of up to 18.03. The SPICE model values for the first inductor generally correlate with the absolute
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Q values obtained on the LR substrate but are shifted at the peak towards the low frequencies. In contrast
to the results obtained from the EM model, the SPICE model has several self-resonance frequencies out-
side the operating range in the surveyed area, which explains the difference in Q after the first self-reso-

nance frequency (3.038 GHz).

The results summary of the inductor models using EM FEM simulations is presented in Table 3.

Inductor simulation results

Table 3

. . Low resistance substrate (LR) High resistance substrate (HR)
Designation
Inductor_1 Inductor 2 Inductor_1 Inductor 2
Structure thickness (T), um 4.63 2.1 4.63 2.1
Frequency (F), GHz 0.5 3.5 0.5 3.5 0.5 3.5 0.5 3.5
Inductance (L), nH 6.81 — 7.01 11.6 | 6.87 — 7.01 46.57
Quality factor (Q) 10.96 — 10.69 | 0.63 | 15.68 — 15.75 2.79
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Conclusion

Based on the simulation results, it can be concluded that “Inductor 2” exhibits better parameters
in the frequency range with a smaller thickness, and this is despite the fact that at frequencies of about
500 MHz, large skin layer thickness (~3.5 um) is required. This effect is caused by the fact that the capac-
itance of the inductor (Fig. 7) to the substrate increases sharply with the use of more metal layers, and,
conversely, for a thin inductance coil, the capacitive coupling drops so much that it exceeds the negative
effect caused by the thickness of the skin layer.

The use of a high resistance silicon substrate (HR) gives a significant increase in figure of merit in
relation to structures based on low resistance (LR) silicon substrates. In this case, the frequencies of the
self-resonance point and the point of minimum values of the figure of merit do not strongly depend on the
conductivity of the substrate.

Thus, the replication of the inductor layers to the maximum metallization thicknesses in silicon pro-
cesses can lead to a deterioration in the frequency properties of the device when operating in the LTE
bands. A complete picture of coil behavior requires finite element EM modeling.
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An increase in the aircraft flights intensity leads to the need to improve the efficiency of the
airfield radio equipment functioning. One of the ways to improve the accuracy of navigation
equipment is to reduce the instrumental error. The article analyzes the methods of checking the
instrumental error of the ADF. Is shown that the so-called “electric rotation” of the antenna
system (AS) head used in the radio direction finders ADF-80K, ADF-80, ADF-85, “Platan”,
DF-2000 for checking the instrumental error leads to incorrect results. The authors employed
the linearity property of the Fourier transform in the simulation to prove the incorrectness of the
method for determining the ADF instrumental error with the “electric rotation” of the AS head.
The simulation results showed that in the ADF operating in the quasi- Doppler mode, the failure
of the vibrators located along the bearing line to the radio source does not lead to the appearance
of bearing error, while the failure of the vibrators located orthogonally to the bearing line can
result in a bearing error reaching 3.750. The simulation results confirmed that unlike the ADF
that use the AS head “electric rotation”, the ADF with mechanical rotation show reliable results
of the instrumental error measurement. The paper proposes a new method for checking the
instrumental bearing errors using the values of the AS phase non-identities which ensures the
reliability of the measurement results.
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YBenmmueHne MHTCHCUBHOCTH TIOJICTOB BO3MYIITHBIX CYIOB MMPUBOINUT K HEOOXOAUMOCTH TT0-
BBIICHUST 3(PPEKTUBHOCTU (PYHKIIMOHMPOBAHUS a3POAPOMHOTO PATMOTEXHUIECKOTO 000py-
noBaHMs. OMHUM U3 MyTeil MOBBIIEHUS TOYHOCTH HABUTAIIMOHHOTO OOOPYIOBaHMUS SIBJISICTCS
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YMEHBIIIeHUEe MHCTPYMEHTAJIBHOM ITOTPEITHOCTH. B cTaThe ITpoBeneH aHaIU3 METOINK ITPOBEPKU
MHCTpYMeHTalbHO# morpemrHoctu APII. TTokazaHo, 4TO UCIONB3yeMOe B paguoIieieHraTopax
APII-80K, APII-80, APII-85, «Ilnaran», DF-2000 ast mpoBepKU MHCTPYMEHTAJIbHOM MOrpeli-
HOCTH, TaK Ha3bIBaeMOe «3JIEKTPUUYECKOE BpallleHUe» TOJJOBKU aHTeHHO crucTeMbl (AC), mpuBo-
AT K ITOJIYIeHUIO HE COOTBETCTBYIOIINX ACHCTBUTEIIBHOCTH Pe3yIbTaToB. [1pn MoaemmpoBaHmny,
IIJIS TOKA3aTeJIbCTBA HEKOPPEKTHOCTH METOIUKY OIpeaeICHIS MHCTPYMEHTAIBHON MTOTPEIIHO-
ctu APII, ¢ «3eKTpUYeCKUM BpalllcHUEM» TOJIOBKM aHTEHHOI CHCTEMBI MCIIOIb30BaHO CBOM-
CTBO JIMHEWHOCTH npeodpaszoBanus Pypee. PesyabraTel MoaeIMpOBaHUs MoKaszaiu, 4yTo B APII,
paboTaliieM B KBa3UAOIIEPOBCKOM PEXUME, BBIXOI U3 CTPOSI BUOPATOPOB, PaCIIOIOXKEHHBIX
BIIOJIb JIMHWM TIeJICHTa Ha UCTOYHUK PaINOU3TyIeHUs, He TIPUBOIUT K IMOSIBIICHUIO OIINOKM TTe-
JICHTOBaHUSI, a BBIXOJ M3 CTPOSI BHOPATOPOB, PACIIOIOKEHHBIX OPTOTOHATIBHO K JIMHUM TICJICHTA,
MIPUBOIUT K TTOSIBIICHUIO OITMOKM TIeJICHTOBaHMS, KOTOpast MOXeT JOCTUTaTh 3,750. Pe3ynbraTh
MOJETUPOBAHUS MONTBEPAMIN, 9YTO B oTimurie oT APII, ncmomp3yommx «31eKTpUIecKoe Bpa-
meHue» ronoBku AC, B APII, ncnons3yiommux MexaHM4ecKoe BpallleHue, pe3yabTaThl 3aMepoB
MHCTPYMEHTAJIbHOM TOTPEIIHOCTU SIBJSIOTCS AOCTOBEepHBIMU. [IpemioxkeHa HOBas METOAMKA
MPOBEPKNA MHCTPYMEHTAJTBHOI MOTPEITHOCTH TIEJICHTOBAaHUS C MCITOJIb30BaHWEM 3HAYCHHI (ha-
30BbIX HeuJaeHTUYHOCTeil AC, obecrieunBalolasi A0OCTOBEPHOCTh Pe3yJIbTaTOB U3MEPEHUIA.

KnoueBbie cjioBa: MHCTpYMEHTaIbHAas MTOTPEITHOCTh, a3POJAPOMHBIE aBTOMAaTUUECKUE paauore-
JICHTaTOPhI, (ha3oBast HEMAEHTUYHOCTb, aHTEHHAsI CUCTEMa, JIEKTPUUYECKOe BpallleHue.

Ccepika mpu mutupoBannn: Aslanov G.K., Kazibekov R.B., Musaibov R.R. Disadvantages of the
instrumental error determining method of airfield quasi-Doppler automatic direction finders //
Computing, Telecommunications and Control. 2021. Vol. 14. No. 1. Pp. 33—42. DOI: 10.18721/
JCSTCS.14103

CraTbhs OTKPBITOTO H0CTYyIIA, pactipocTtpansemas mo muiieH3un CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

Qualitative and quantitative changes in aviation equipment lead to an increase in the intensity of flights,
as a result of which there is a need to improve the efficiency of the functioning of airfield radio equipment.

One of the means of radio engineering support for flights are automatic and radio direction finders
systems (ADF and RDF).

The use of radio direction finders for air traffic control raised requirements to their bearing accuracy of
the ADF, which are due to economic and safety considerations [ 13]. This explains the appearance in recent
years of a large number of publications on improving the accuracy of direction finding of RDFs [3-9, 11,
12, 14—17].

As you know, in order to prevent dangerous approaches, there should be a protective space around each
aircraft (AC), within which the presence of another AC is not allowed.

A calculation confirmed that an alignment of such routes as Moscow-St. Petersburg and Mos-
cow-Khabarovsk leads to a saving of flight time by 3-7 minutes per hour of flight, which corresponds to an
annual saving of 100 to 200 hours per aircraft [1, 2, 13].

One of the ways to improve the accuracy of navigation equipment is to reduce the instrumental error.

Analysis of methods for measuring the instrumental error in airfield ADF

In the radio direction finders operated in the Air Force (ADF-11, ADF-11M2, ADF-AS), the meas-
urement of the instrumental error of the ADF is performed using a control and test generator by rotating
the head of the antenna system (AS).

However, this method is inconvenient and the testing requires a lot of effort. In this regard, such RDF as
ADF-80K, ADF-80, ADF-85, “Platan”, DF-2000, operated in civil aviation, use the “electric rotation”
of the AS head: instead of rotating the AS head the reference signal is discretely shifted as to display the
relative bearing to the radio source.

34



4 G.K. Aslanov, R.B. Kazibekov, R.R. Musaibov, DOI: 10.18721/JCSTCS.14103>

v

v

b)

Fig. 1. Explanation of the principle of determining the instrumental error of the ADF by rotating the AS head

However, in practice, there is no “electric rotation” of the antenna head, and the measurements ob-
tained in this way are unreliable.

To explain this, let us consider the principle of the ADF [13].

Figure 1a shows an ADF AS consisting of a central vibrator (CV) and sixteen ring vibrators (RV) ar-
ranged in a circle. AS RVs are driven by switching pulses (Fig. 1b).

The first vibrator is directed to the north and is activated by the first switching pulse. The reference
signal, relative to which the bearing to the radio source is determined, is shifted 90° forward (to the left)
relative to the first one.

In civil aviation, sixteen-vibrator wide-base antennas with a diameter of 3.2 m are used.

Figure 2 shows a sample of the phase differences between the RV and CV of the AS when the aircraft is
flying towards vibrator 1, which are determined in accordance with the expression [2]:

2nR 275(1'—1)
. =——cosPBcos| O——~|, I=1,..,N, 1
6.~ 28 cospeos 0- 200 i

where R — the AS radius; N — number of elements of the AS; A — wavelength of the direction-finding sig-
nal; B — aircraft elevation angle; 6 — bearing from the aircraft.

Figure 3 shows a sample of the phase differences between the RV and CV of the AC while taking the
bearings of an on-board radio station operating at a frequency of 125 MHz, with bearing of 45° and eleva-
tion angle of 0° (the aircraft flies towards vibrator 3).

With the “electric rotation” of the AS, instead of the mechanical rotation of the antenna head, a dis-
crete offset of the reference signal is made relative to the sample of the phase differences of the CV and RV
of the AS.

However, the results obtained in this way are unreliable, since the instrumental error is checked only for
one of the points, and for the remaining points, the error of forming the phase shift of the reference voltage
is added to this error. This is explained in Fig. 4.

In Fig. 4a, the step curve corresponds to a sample of the phase differences of the antenna array signals,
with the bearing and the angle of location equal to 0°.

The sinusoid 1 corresponds to the first harmonic of the envelope sample of the phase differences of the
vibrators of the antenna array.

Let the first vibrator be faulty in AS (i.e. the phase difference between the first and the central vibrator
is zero).
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Fig. 2. Sample of phase differences between RV and CV of the AS while taking the bearings
of an on-board radio station operating at a frequency of 125 MHz, with bearing of 0° and elevation angle of 0°
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Fig. 3. Sample of the phase differences between the RV and CV of the AC while taking the bearings
of an on-board radio station operating at a frequency of 125 MHz, with bearing of 45° and elevation angle of 0°

This can be simulated as the appearance of a phase difference between the central and first ring vibra-
tors of interference, opposite in phase to the signal from the onboard radio station.

Pulse 2 corresponds to the phase difference between the central and first ring vibrators in the presence
of only interference.

Sinusoid 3 corresponds to the first harmonic of the phase difference of the interference component
between the first and central vibrators.

As you can see from the Figure, sinusoids 1 and 2 are shifted relative to each other by 180°. In this
regard, the sum of sinusoids 1 and 2 give sinusoid 4 coinciding with sinusoid 1 in phase, but with a lower
amplitude. Thus, the failure of the vibrator located on the line passing through the aircraft and the central
vibrator of the antenna system does not lead to a bearing error.

This is explained by the vector diagram shown in Fig. 4c. Here, vectors 1, 3, 4 correspond to the ampli-
tudes of sinusoids 1, 3, 4 of Fig. 4a. Vector 4 is superimposed on vector 1, so, for ease of perception, vector
4 is slightly shifted to the right.
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Fig. 4. Time and vector diagrams of the ADF AS operation

Figure 4b shows the case when the fifteenth vibrator of the antenna system is faulty. Here, as in Fig. 4a,
sinusoid 1 corresponds to the first harmonic of the envelope of the sample of the phase differences of the
antenna array vibrators.

Pulse 2 corresponds to the phase difference between the central and the fifteenth ring vibrators, if there
is only interference.

Sinusoid 3 corresponds to the first harmonic of the pulse 2.

As you can see from the Figure, sinusoids 1 and 3 are shifted relative to each other by 135°. In this re-
gard, the sum of sinusoids 1 and 2 give sinusoid 4, which does not coincide with sinusoid 1 in phase, i.e.
there is a bearing error equal to A6.

This is explained by a vector diagram shown in Fig. 4d.

When the head of the antenna system is mechanically rotated, for example, when it is rotated by 315,
vibrator 1 takes the position that vibrator 15 occupied before the rotation, which leads to a bearing error.
Thus, when the antenna head is rotated mechanically, there is a complete simulation of the control and test
generator (aircraft) moving around the antenna.

With the electric rotation of the antenna head, due to the fact that instead of moving the control and
test generator or rotating the antenna head, the reference signal is discretely moved, relative to which the
bearing is measured, the bearing error caused by the failure of the first vibrator will always be zero.

Calculation of the instrumental error caused by the failure of the AS vibrators

Let us determine the bearing error caused by the failure of the antenna system vibrator, depending on
its position relative to the radio source. To do this, we use the linearity of the Fourier transform, according
to which the first harmonic of the sample of the phase envelope of the antenna system is equal to the sum
of the first harmonics of its components [10].
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Let us assume the switching pulse duration of the antenna system vibrators equals T (for modern do-
mestic ADF, 1= 0.00144 s), and the scanning period of the AS is 7" (for domestic ADFE, 7= 0.023 s).

Then, the first harmonic of the Fourier series expansion of the first phase sampling pulse will be
equal to:

S, = 201 sin (ﬂ) cosmt. (2)
T T

The first harmonic of the " pulse is determined by the formula,

. —1 . j—1
S;i= 20; sin (EJ cos u cosot + 20; sin (ﬂj sin u sinwt. (3)
T 8 T 8

I T

The coefficients of the Fourier series for the ith pulse are determined by the expressions:

_2¢; . (7T (i-I)m

@y == sm(TJcos e, (4)
20 g (7o) (= D)m

61 = . sm(Tjsm 3 . (%)

The sum of the first harmonics that make up the samples of the phase differences of the signals will be
determined by the expression:

Sy = ]ZV: [& sin (%) cos [@j cosot + & sin (%) sin (%) sinwt]. (6)

=1\ T T

In order to determine the dependence of the bearing error on the relative position of the faulty vibrator
and the bearing on the radio source, a computer experiment was conducted.

The simulation results showed that in quasi-Doppler ADF operating in the meter wave range, a line
drawn through the faulty and central vibrators of the antenna system coinciding with the bearing to the ra-
dio source does not lead to a bearing error. The failure of the vibrator, located perpendicular to the bearing,
leads to an error reaching 3.75°.

When the ADF operates in the differential-phase mode, a malfunction of the vibrator located orthog-
onally to the bearing does not lead to a bearing error, but a location along the bearing leads to a maximum
error.

It should be noted that the incorrect operation of the ADF due to the failure of the AS vibrator can be
detected when checking the phase non-identity of the ADF AS.

Suggestions for ensuring the accuracy of ADF instrumental error measurements

One of the suggestions to ensure the accuracy of the ADF instrumental error measurements is to re-
turn to the mechanical rotation of the antenna system head, which, as noted above, is a time-consuming
operation.

The instrumental error of the ADF mainly depends on the phase non-identity of the vibrators of
the AS.
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To determine the phase non-identity of the vibrators, an antenna monitoring generator is connected to
the central vibrator of the AS, and the phase differences of the signals between the RV and CV are deter-
mined, from which the calculated values of the phase differences are subtracted.

In the ADF that have been put into operation in civil aviation in the last 20 years, the direction-finding
information is processed in a channel micro-computer, which allows software to eliminate the drawback
in determining the instrumental error.

For example, for a frequency of 125 MHz, for a bearing and a position angle equal to 0°, phase samples
between CV and RV are calculated (Fig. 2). The values of the phase non-identities of the vibrators of the
antenna system are added to the phase samples. Based on the obtained values, the bearing is determined
taking into account the instrumental error.

The ideal phase samples are calculated for another azimuth, for example, 45°. The phase non-identity
values of the corresponding vibrators are added to the new values of the phase samples. Based on the ob-
tained sample, the bearing is calculated taking into account the instrumental error.

The differences between the specified bearing values and the calculated path found will be the instru-
mental errors of the ADF for the corresponding azimuths.

Results analysis

In radio direction finders operated in the Air Force (ADF-11, ADF-11M2, ADF-AS), the measure-
ment of the instrumental error of the ADF is performed using a control and test generator by rotating the
head of the antenna system. Due to the fact that this method is inconvenient and labor intensive, such
RDFs as ADF-80K, ADF-80, ADF-85, “Platan”, DF-2000, intended for operation in civil aviation, use
the so-called “electric rotation” of the antenna system head, according to which, instead of rotating the
AS head the reference signal is discretely shifted as to display the relative bearing to the radio source. The
paper shows that this method gives unreliable measurement results. With this method, the instrumental
bearing error is determined by one of the points and the error of forming the reference signal is added to it.

By modeling, it is shown that the failure of any AS vibrator leads to the appearance of an instrumental
error, which can reach 3.75°.

A method for eliminating the disadvantage of determining the instrumental error by a software method
using the results of measuring the phase non-identity of the vibrators of the antenna system of the radio
direction finder is proposed.

Conclusion

The paper shows that the method of determining the instrumental error based on the so-called “electric
rotation” of the antenna system used in the radio direction finders ADF-80K, ADF-80, ADF-85, “Pla-
tan”, DF-2000 does not give reliable results.

A method is proposed to eliminate the disadvantage by a software method using the results of measuring
the phase non-identity of the antenna system of the radio direction finder.
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The work is devoted to the study of the location determination algorithm for an arbitrary
number of receiving stations using the differential-rangefinder method. The algorithm uses all
possible Time Differences of Arrival (TDOAs) of the signal from the radio emission source to
the receiving stations. In this case, the concept of a “reference” receiving station is excluded,
relative to which the range differences are estimated in the classical method, and the signal
TDOAs from the source between all possible pairs of receiving stations are used. It is shown that
for a given number of receiving stations, the transition from the algorithm with one “reference”
station to the proposed algorithm can significantly increase the accuracy of determining the
location. Moreover, with an increase in the number of receiving stations, the efficiency of such
a transition increases. In addition, for both methods, it has been demonstrated that adding a
new receiving station improves positioning accuracy, but the gain decreases with the increasing
number of stations. The work can find application in various monitoring systems, since it can
significantly increase the accuracy of location determination only through algorithmic solutions,
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Introduction

Classical methods of location determination (LD) of a radio emission source (RES) are based on
the use of minimal necessary number of time differences of the signal arrival (TDoA) from the RES to
various receiving stations (RSs). At the same time, it is possible to improve the LD by means of using a
redundant number of TDOAs.

Let us consider a passive system that employs the differential-rangefinder method (RDM) for the
LD. With a classical approach, there are 3 RSs and one signal processing point used a in such a system
for the LD in a plane [1]. One RS is a reference one relative to which the TDOAs are computed. Using
the TDOAs obtained, we can construct lines of position with their junction point applied to estimate the
location determination. Increasing the number of the RS facilitates formation of new TDOAs, and as a
consequence induces the appearance of new information on the positioning. The use of such informa-
tion can essentially lead to an improvement of the RES LD. However, either a possibility of increasing
the number of RSs, as a rule, is not considered at all [1, 2], or a method of an arbitrary number of RSs
is considered which is based on calculating TDOAs relative to one reference RS [3, 6, 8—10, 12—14].
Publications [4, 5] consider a method with a greater number of RS based on splitting a set of RS into 3
RSs for each of which, however, there is a reference RS assigned.

Paper [11] is devoted to the application of RDM in maritime navigation and considers a possibility
of using 3—4 mobile RSs. I presents a method which evaluates the influence of the mutual positioning of
the RSs on the precision of the LD.

Articles [15, 16] consider a possibility of combining RDM with the angle-of-arrival (AOA) method
to obtain more accurate results. The proposed method uses 3 RSs.

Works [17—21] generalized an RDM algorithm for the three-dimensional space. For this purpose,
the 4" RS was added to the system. One of the RSs is chosen as the reference receiving station.

The above listed methods do not take into account all available TDOAs which makes the algorithm
insufficiently complete. These papers present no study of the possibility of increasing the number of the
RSs.

The purpose of the paper consists in the development and research of the LD method for an arbitrary
number of RSs which employs all possible TDoAs from RES to RS.

Algorithm

The proposed method is a generalization of the method considered in publications [3, 6]. According
to this method, in addition to the use of a set [1,,, T ,, ..., T,,] (Where & is the number of RSs) from n =
=k — 1 (method 1) TDOAs between the reference station (which is denoted by number 1) and the rest of
the stations, we also account for the TDOAs between any two stations, i.e. the T TDOAs. The additional
TDOAs are obtained as a result of a cross-correlation analysis of the realizations of input signals of the
respective RSs. However, “mirror” T TDOAs are not taken into account. As a result, we obtain a vector
of the TDOA measurements the elements of which include the measurements between all possible com-
binations of the RS pairs, excluding the “mirror” pairs. The number of the elements not excluding the
“mirror” pairs is obviously equal to the number of the combinations from & by 2. Therefore, the meas-
urements vector has n = k (k — 1) / 2 elements (method 2). By multiplying this vector by the radiation
(light) speed, we obtain a measurement vector of the range difference R.
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Let us construct an LD algorithm. For this, consider a hypothesis that a RES has coordinates x, y.
Introduce a conditional range vector (column) R hl.p(x, y), provided that the hypothesis that the RES has
coordinates x, y is true, in the plane:

R, (x,y) = [Rlz (x,y),R13 (x,y), s R (x,y),... R(H)k (x’y)T , (1)

where Rl.j (x,y) = \/(xl. —x)2 + (yl. —y)2 - \/(xj —x)2 + (yj —y)2 is the range difference from a point
with the x, y to the RSs with the numbers i and j. Then, in compliance with the criterion of the min-
imum sum of disparity squares [5, 6] between the vectors Rh’_p and R, we clearly need to minimize the
following function:

F(x.y)=(R,, (x.»)~R) (R, (x.7)~R). )

With this, the estimation of the RES LD lies in the coordinates (fc, j/) which satisfy an equation

F(%3)=min(F (x.7)). ©

We need to highlight that both for the proposed algorithm and the algorithm with one reference RS
[3, 6], one and the same function (2) and Eq. (3) are applied. The difference consists in the # number
of vectors R hip and R.

We can find a solution to nonlinear Eq. (3) via various approaches. One of them would obviously be
a brute-force search of all possible values within the projected area of the RES location which however
is very complex computationally. We could employ the simplex Nelder — Mead method of finding the

minimum as a more efficient approach [7].
Modeling

Let us note that the measurement results of the TDOAs (range differences) are not independent ran-
dom variables, which with other conditions being equal impairs the LD effectiveness. Thus, to verify the
initial assumptions of the effectiveness of the proposed algorithm we constructed a model, the purpose
of which essentially consists in a demonstration of weak influence of the correlation and, consequently,
a significant increase in the LD effectiveness when using additional k (k— 1) /2 — (k— 1) TDOAs in the
algorithm at a fixed k£ number of RSs.

Assuming that the signal-to-noise ratio (SNR) at the RS output does not depend on the serial num-
ber of the RS (although, in practice individual RSs can have a SNR that differs from all others), we

c
evaluate a relation —2 between the LD root-mean-square error (RMSE) 6 |, and the range difference
c

RMSE ¢ . Since the r;mge difference RMSE ¢ is defined by the SNR, it does not depend on the serial
number of the RS as well.

c
At the fixed number of the RS, we employed the modeling method to study the —L2 in the center
c

of a circle of a unit radius. The RSs were located on the circle with their polar coordinartes described in
the following way:

R =1

27
= i=0,1,...,k—1.
? 2
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Fig. 1. Dependence of (;LD on the number of RSs for Method 1 and Method 2

r

The RS input signals were modeled in several steps. First, in the observation interval, we generated
a RES signal of a given duration and form. Then, for each RS, we formed a signal delayed for the time
equal to the time of propagation of the signal from the RES to the respective RS. Then we added noise to
the delayed signals. The obtained signals present the result of modeling the realizations of the RS input
signals.

After that, we calculated the cross-correlations between the input signals of each pair of the RSs (ex-
cluding the “mirror” pairs). Maximum arguments of the obtained cross-correlations are the estimates
of the TDOAs to the RSs. We multiplied them by the speed of light and obtained vector R. This vector is
further used in the RES LD algorithm and estimation of G, .

After multiple statistical tests we obtained an estimate of the —LL. relation for the RES located in the
G
center of the circle. The modeling results are presented in Fig. 1. '

It follows from the Figure, that Method 2 using k (kK — 1) / 2 TDOASs leads to a considerable reduction

c
of the =2 value in comparison with the use of kK — 1 TDOAs relative to one reference RS. For example,
c

e
with 8 RS —2 decreases by more than 50%. We can also see that with the growth of the number of RS,
c

-
a transition from Method 1 to Method 2 becomes more and more feasible.

Let us additionally note that for both methods, adding a new RS reduces the —2 value. However,
c

r

with the increase in the number of RS, the gain decreases.
Conclusion

An algorithm using n = k — 1 TDOAs relative to one reference station is much less efficient than the
one that uses all available n = k (kK — 1) / 2 TDOAs. In this respect, we can consider the algorithm with
n =k (k—1)/2TDOAs to be a high precision passive radar algorithm.

REFERENCES

1. Grishin Yu.P., Ipatov V.P., Kazarinov Yu.M. et al. Radiotekhnicheskiye sistemy: ucheb. dlya vuzov [ Radio
engineering systems: textbook for universities|. M.: Vyssh. shk. [High School], 1990. 496 p. (rus)

46



4 V.A. Vargauzin, D.I. Nikolaev, DOI: 10.18721/JCSTCS.14104>

2. Konovalov A.A. Osnovy trayektornoy obrabotki radiolokatsionnoy informatsii | Fundamentals of trajectory
processing of radar information], SPb.: 1zd-vo SPbGETU "LETI", 2013. Vol. 1. 164 p. (rus)

3. Al-Odkhari A.Kh., Fokin G.A., Fedorenko 1.V., Ryabenko D.S., Lavrov S.V. Issledovaniye vliyaniya ge-
ometricheskogo raspredeleniya punktov priyema i istochnika radioizlucheniya na tochnost pozitsionirovani-
ya [Investigation of the influence of the geometric distribution of the receiving points and the radio emission
source on the positioning accuracy]. Vestnik Polotskogo gosudarstvennogo universiteta. Seriya C, Fundamental-
nyye nauki. 2017. No. 4. Pp. 2—7. (rus)

4. Vargauzin V.A., Nikolayev D.I. Razrabotka algoritma opredeleniya mestopolozheniya istochnika radioi-
zlucheniya raznostno-dalnomernym metodom s ispolzovaniyem 4-kh priyemnykh ustroystv [Development of
an algorithm for determining the location of a radio emission source by the difference-ranging method using 4
receiving devices]. SPBSPU Science Week: proceedings of the scientific conference with international participation,
November 19—24, 2018. Institute of Physics of Nanotechnology and Telecommunications. St. Petersburg: Poly-
tech-Press Publishing House, 2018. Pp. 3—5. (rus)

5. Rachitskiy D.V., Nikolayev D.I., Vargauzin V.A. Algoritm vzveshennykh otsenok opredeleniya koordinat
istochnika radioizlucheniya raznostno-dalnomernym passivnym metodom dlya proizvolnogo chisla stantsiy
[Algorithm of weighted estimates for determining the coordinates of the radio emission source by the differen-
tial-range-finding passive method for an arbitrary number of stations]. SPbPU Science Week: proceedings of the
scientific conference with international participation, November 18—23, 2019 Institute of Physics, Nanotechnology
and Telecommunications. St. Petersburg: Polytech-Press, 2019. Pp. 20—23. (rus)

6. Bezuverov G.V., Gerasimov O.I. Algoritmy passivnoy lokatsii v raspredelennoy seti datchikov po
raznostno-dalnomernomu metodu [Algorithms of passive location in a distributed network of sensors using
the difference-ranging method|, Informatsionno-izmeritelnyye upravlyayushchiye sistemy, 2008, Vol. 6, No. 5,
Pp. 12—14. (rus)

7. Vargauzin V.A., Potapichev V.N. Primeneniye optimizatsionnogo algoritma Nedlera — Mida pri reshe-
nii sputnikovoy geolokatsionnoy zadachi raznostno-dalnomernym metodom [Application of the Nedler-Mead
optimization algorithm when solving a satellite geolocation problem using the differential-rangefinder meth-
od]. SPBSPU Science Week: materials of a scientific conference with international participation. Institute of Phys-
ics, Nanotechnology and Telecommunications. St. Petersburg: Polytech Publishing House, 2017, Pp. 8—10. (rus)

8. Rui L., Ho K.C. Elliptic localization: performance study and optimum receiver placement. Department of
Electrical and Computer Engineering, University of Missouri, Columbia, 2020, Vol. 20, Pp. 4673—4688.

9. Sanaa S.A. Al-Samahi, Yang Zhang, Dominic Ho. Elliptic and Hyperbolic Localizations Using Minimum
Measurement Solutions. Signal Processing, 2019, P. 107273.

10. Kuptsov V., Badenko V., Ivanov S., Fedotov A. Method for Remote Determination of Object Coordinates
in Space Based on Exact Analytical Solution of Hyperbolic Equations. Sensors, 2020, Vol. 20, Pp. 5472.

11. Du H.-J., Lee P.Y. Passive Geolocation Using TDOA Method from UAVs and Ship/Land-Based Plat-
forms for Maritime and Littoral Area Surveillance. Ottawa, Canada: Technical Memorandum, 2004, Pp. 38.

12. Fletcher F., Ristic B., Musicki D. Recursive estimation of emitter location using TDOA measurements
from two UAVs. 10" International Conference on Information Fusion. Quebec, 2007, Pp. 1-8.

13. Okello N., Fletcher F., Musicki D., Ristic B. Comparison of Recursive Algorithms for Emitter Localisa-
tion using TDOA Measurements from a Pair of UAVs. IEEFE Transactions on Aerospace and Electronic Systems,
2011, Vol. 47 (3), Pp. 1723—1732.

14. Fokin G.A., Alodhari A.H. TDOA measurement processing for positioning using unmanned aerial vehi-
cles. T-Comm (Media Publisher), 2018, Vol. 12 (7), Pp. 52—58.

15.Yin J., Wan Q., Yang S., Ho K.C. A Simple and Accurate TDOA-AOA Localization Method Using Two
Stations. IEEE Signal Processing Letters, 2016, Vol. 23 (1), Pp. 144—148.

16. Giacometti R., Baussard A., Jahan D., Cornu C., Khenchaf A., Quellec J. Localization of radar emitters
from a single sensor using multipath and TDOAAOA measurements in a naval context. 24" European Signal
Processing Conference (EUSIPCO). Budapest, 2016, pp. 692—696.

47



4Computing, Telecommunications and Control Vol. 14, No. 1, 2021

17. Tie-Nan Zhang, Xing-Peng Mao, Chun-Lei Zhao, Xiao-Zhuan Long. Optimal and fast sensor geometry
design method for TDOA localisation systems with placement constraints. /ET Signal Processing, 2019, Vol. 13,
P. 708.

18. Augusto Aubry, Vincenzo Carotenuto, Antonio De Maio, Luca Pallotta. Joint Exploitation of TDOA and
PCL Techniques for Two-Dimensional Target Localization. Aerospace and Electronic Systems IEEE Transac-
tions on, 2020, Vol. 56, No. 1, Pp. 597—609.

19. Weijia Wang, Peng Bai, Xiaolong Liang, Yubing Wang, Jiaqiang Zhang. Optimal deployment of sensor—
emitter geometries for hybrid localisation using TDOA and AOA measurements. Science Measurement & Tech-
nology IET, 2019, Vol. 13, No. 5, Pp. 622—631.

20. Ali Noroozi, Mohammad Ali Sebt. Algebraic solution for three-dimensional TDOA/AOA localisation in
multiple-input—multiple-output passive radar. Radar Sonar & Navigation IET, 2018, Vol. 12, No. 1, Pp. 21-29.

21. Ali Noroozi, Mohammad Ali Sebt. Weighted least squares target location estimation in multi-transmitter
multi-receiver passive radar using bistatic range measurements. Radar Sonar & Navigation IET, 2016, Vol. 10,
No. 6, Pp. 1088—1097.

Received 03.03.2021.

CINMUCOK JIUTEPATYPbI

1. I'pummn FO.I1. Pagnortexuuueckue cuctemsbl: yue6. mis By3oB / FO.I1. [pummn, B.I1. Mmaros, FO.M.
KazapunoB u ap. M.: Beicii. mk., 1990. 496 c.

2. KonoBanoB, A.A. OCHOBbI TPaeKTOPHOI 00PaOOTKM paauoJOKallMOHHON nHbopMauu: B 2 4. / A A.
Konosasos. CII6.: M3x-Bo CITOI'DTY "JIDTU", 2013. Y. 1. 164 c.

3. Amb-Onxapu A.X., ®okun I'.A., @Penopenko U.B., Paoenko JI.C., Jlappos C.B. McciaenoBanne BIUSIHUS
TreOMETPUUECKOIo pacipeneeHus MyHKTOB MpreéMa 1 UCTOUHMKA paauon3IyYeHrs] Ha TOUHOCTh MTO3ULIMO-
HupoBanus // BectHuk ITomonkoro rocymapctBeHHoro yuusepcurera. Cepust C, @yHmaMeHTaIbHBIC HAYKH.
2017. Ne 4. C. 2—-7.

4. Bapray3un B.A., Hukonaes JI.. Pa3paboTka ajropuTma onpeaeaeHus: MECTOIOI0XEHUST UICTOYHUKA
pagon3IIydYeHUS Pa3HOCTHO-IaTbHOMEPHBIM METOIOM C UCIIOJIb30BaHMEM 4-X IIPUEMHBIX YCTpOUcTB. Heme-
s Hayku CIIGITY: MaTepuainbl HaydYHOI KOH(MEPEHIIMU C MEXIYHAPOIHbIM yyacTtueM, 19—24 Hosi6ps 2018t
HMHcTutyT U3k HaHOTeXHOJOrnit U TenekommyHukauuii. CI16.: M3a-so IMonutex-IIpecc, 2018. C. 3—35.

5. Paunnxkwuii /1.B., Hukonaes JI.1., Bapray3un B.A. ATropuT™ B3BEIIIEHHBIX OLICHOK OIPEACICHUS KOOP-
JMIMHAT UCTOYHMKA PATMOU3TYyIeHUs Pa3HOCTHO-TAIbHOMEPHBIM TTACCUBHBIM METOMIOM ISl TIPOM3BOJIBHOTO
yucna cranuuii. Hegenst Hayku CITOITY: matepuaibl HaydHO KOH(MEPEHLIUM C MEXKIYHAPOAHBIM YyYacTHEM,
18—23 Hos16pst 2019 . MHCTUTYT DU3UKM, HAHOTEXHOJIOTHI 1 TeekomMmyHuKamuii. CI16.: [Tomurex-IIpecc,
2019. C. 20-23.

6. Be3zysepos I'.B., I'epacumos O.M. AiropuT™Mbl IaCCHBHOM JIOKALIMK B paCIpeieIEHHOM CETU TaTYMKOB
10 Pa3HOCTHO-IaJbHOMEpHOMY MeTony // WMHbOpMaMoHHO-U3MEPUTEIbHBIC YIIPABIISIONMINEG CHUCTEMBI.
2008. T. 6. Ne5. C. 12—14.

7. Bapray3un B.A., IloranuueB B.H. [IpuMeHeHue ontumuszaimoHHoro aaroputma Hemnepa — Muna
IIpY pelIeHUN CIIyTHUKOBO T€0JIOKAIIMOHHON 3a1auil pa3HOCTHO-IaTbHOMEPHBIM MeTonoM. Hemenst Hayku
CII6ITY: MaTepuralibl HAyYHOU KOH(MEPEHIIMU C MEXAYHAPOAHBIM yyacTueM. MHCTUTYT pu3uKu, HAaHOTEXHO-
sioruit u renekommyHukanuii. CI16.: MUza-Bo IMonurexH. yH-ta, 2017. C. 8—10.

8. Rui L., Ho K.C. Elliptic localization: performance study and optimum receiver placement. Department of
Electrical and Computer Engineering, University of Missouri, Columbia, 2020, Vol. 20, Pp. 4673—4688.

9. Sanaa S.A. Al-Samahi, Yang Zhang, Dominic Ho. Elliptic and Hyperbolic Localizations Using Minimum
Measurement Solutions, Signal Processing, 2019. P. 107273.

48



4 V.A. Vargauzin, D.I. Nikolaev, DOI: 10.18721/JCSTCS.14104>

10. Kuptsov V., Badenko V., Ivanov S., Fedotov A. Method for Remote Determination of Object Coordinates
in Space Based on Exact Analytical Solution of Hyperbolic Equations, Sensors. 2020. Vol. 20. P. 5472.

11. Du H.-J., Lee P.Y. Passive Geolocation Using TDOA Method from UAVs and Ship/Land-Based Plat-
forms for Maritime and Littoral Area Surveillance. Ottawa, Canada: Technical Memorandum. 2004. P. 38.

12. Fletcher F., Ristic B., Musicki D. Recursive estimation of emitter location using TDOA measurements
from two UAVs // 10" International Conference on Information Fusion, Quebec. 2007. Pp. 1-8.

13. Okello N., Fletcher F., Musicki D., Ristic B. Comparison of Recursive Algorithms for Emitter Local-
isation using TDOA Measurements from a Pair of UAVs // IEEE Transactions on Aerospace and Electronic
Systems. 2011. Vol. 47 (3). Pp. 1723—1732.

14. Fokin G.A., Alodhari A.H. TDOA measurement processing for positioning using unmanned aerial vehi-
cles // T-Comm (Media Publisher). 2018. Vol. 12 (7). Pp. 52—58.

15.Yin J., Wan Q., Yang S., Ho K.C. A Simple and Accurate TDOA-AOA Localization Method Using Two
Stations // IEEE Signal Processing Letters. 2016. Vol. 23 (1). Pp. 144—148.

16. Giacometti R., Baussard A., Jahan D., Cornu C., Khenchaf A., Quellec J. Localization of radar emitters
from a single sensor using multipath and TDOAAOA measurements in a naval context // 24™ European Signal
Processing Conference (EUSIPCO), Budapest. 2016. Pp. 692—696.

17. Tie-Nan Zhang, Xing-Peng Mao, Chun-Lei Zhao, Xiao-Zhuan Long. Optimal and fast sensor geometry
design method for TDOA localisation systems with placement constraints // IET Signal Processing. 2019.
Vol. 13. P. 708.

18. Augusto Aubry, Vincenzo Carotenuto, Antonio De Maio, Luca Pallotta. Joint Exploitation of TDOA and
PCL Techniques for Two-Dimensional Target Localization // Aerospace and Electronic Systems IEEE Trans-
actions on. 2020. Vol. 56. No. 1. Pp. 597—6009.

19. Weijia Wang, Peng Bai, Xiaolong Liang, Yubing Wang, Jiaqiang Zhang. Optimal deployment of sensor—
emitter geometries for hybrid localisation using TDOA and AOA measurements // Science Measurement &
Technology 1ET. 2019. Vol. 13. No. 5. Pp. 622—631.

20. Ali Noroozi, Mohammad Ali Sebt. Algebraic solution for three-dimensional TDOA/AOA localisation
in multiple-input—multiple-output passive radar // Radar Sonar & Navigation IET. 2018. Vol. 12. No. 1.
Pp. 21-29.

21. Ali Noroozi, Mohammad Ali Sebt. Weighted least squares target location estimation in multi-transmitter
multi-receiver passive radar using bistatic range measurements // Radar Sonar & Navigation IET. 2016. Vol. 10.
No. 6. Pp. 1088—1097.

Cmamos nocmynuaa 6 pedakuyuro 03.03.2021.

THE AUTHORS / CBEAEHUA Ob ABTOPAX

Vargauzin Victor A.
Bapray3un Buktop AHaTo/IbeBIY
E-mail: var@mail.spbstu.ru

Nikolaev Denis 1.
Huxkonaes Jlenuc UropeBuy
E-mail: nikolaev.d.i@yandex.ru

© CaHkT-MNeTepbyprckuii MoMTEXHUYECKUI yHuBepcuTeT MeTpa Benwukoro, 2021

49



\

Software of Computer, Telecommunications and
Control Systems

DOI: 10.18721/ICSTCS.14105
YK 004.72

50

ON PROGRAMMING AN APPLICATION TO MITIGATE
DOS ATTACK USING OPENDAYLIGHT CONTROLLER
IN SOFTWARE-DEFINED NETWORKING

C.D. Cajas Guijarro, D.O. Budanov

Peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation

Denial of Service (DoS) attacks try to deplete system resources by consuming bandwidth. In
this paper the application using Software-Defined Networking (SDN) principles for DoS attack
mitigation based on traffic monitoring in a network is proposed. The most important details
about the programming aspects of the application using OpenDaylight (ODL) are explained. The
application generates both proactive and reactive rules that should be installed in the network
devices. Therefore, it is possible to have statistics of the flows and track possible anomalies such
as an unexpected increase of the throughput in one or more of the flows. This allows to detect a
DoS attack and mitigate it, installing the appropriate rules. Simulation results obtained with the
application when using virtual switches in a network with a linear topology are presented.
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NMPOrPAMMUPOBAHMUE NPUNOXEHUA ANA CHUXEHUA
BJINAHUA ATAKU TUINA OTKA3 B OBC/NTY)XXUBAHUU
C UCNOJIb3OBAHUEM KOHTPOJIJIEPA OPENDAYLIGHT
B MPOrPAMMHO-ONPEAENTAEMbBIX CETAX

K./l. Kaxac luxappo, [].0. bydaHoB

CaHKT-MeTepbyprckuii NoAMTEXHMYECKMI YHUBEPCUTET MeTpa Benunkoro,
CaHKT-MNeTepbypr, Poccuiickaa Pepepaumn

Ataku Tuma «otka3 B obciayxuBaHun» (Denial of Service, DoS) HateneHbl Ha UCTOIIEHUE
CHCTEMHBIX PECYpPCOB 3a CUeT IreHepallny OOJIBIIOro KOJMYEeCTBA 3alpocoB. B maHHOIT paboTe
MPEICTaBICHO TPWIOXKEHNWE, MCIOIb3YIOIIee MPUHIIUIIBI ITPOTPaMMHO-OMpPEAEIsIeMbIX ceTel
IJIS1 CHIDKEHMS BIMSTHUSL DoS-aTtaku, ocHOBaHHOEe Ha MOHUTOpUHTe Tpaduka B ceTu. [Ipusene-
HO 00BsICHEHME HanboJjiee BasKHBIX aCTIEKTOB MTPOrPaMMUPOBAHUST TPUIOKEHMST C MCITOJIb30Ba-
HueM miatgopmel OpenDaylight. I1penyiaraeMoe B paboTe MpUIoKeHNWE CO31aeT KaK MPOaKTUB-
HBIC, TaK W PEAKTUBHBIC IIPaBIIa, KOTOPBIE MOTYT OBITH YCTAHOBIICHEI B CETEBBIX YCTPOICTBAX.
DTO MO3BOJISIET PeaaTn30BaTh COOP CTATUCTUKM O MOTOKAaX B CETH M OTCIICKMBaHME aHOMAJIUA,
TaKuX, HallpuMep, KakK HeOXUIaHHOE yBeIWdeHUe Tpaduka B OMHOM MU HECKOJBKHUX TOTO-
Kax. Takum o0pa3oM, CTAaHOBUTCSI BO3MOXHBIM 00HapykuTh DoS-aTaky U CHU3UTH €€ BIUSTHUE
Ha (PYHKIIMOHUPOBAHKME CETH, YCTAHOBUB COOTBETCTBYIOIIME TTpaBuia. Pe3yabraThl MOIEINPO-
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BaHUs pa3pabOTAaHHOTIO MPUJIOXEHUS MPU UCIOJIb30BAaHUM BUPTYaJIbHBIX KOMMYTAaTOPOB TIpe/-
CTaBJICHBI IJ1S1 CETU C JTMHEMHOM TOIOJIOTUEIA.

KmoueBsie cioBa: DoS artaka, nporpammMmHo-onpenensembie cetu, OpenDaylight, koHTposuiep,
MIPOAaKTHUBHEIE IIPaBUJIa, PpEaKTUBHBIE IIpaBUJja, IIPOIYCKHAS CIIOCOOHOCTD.

Ccpuika npu murupoBanun: Cajas Guijarro C.D., Budanov D.O. On programming an applica-
tion to mitigate DoS attack using OpenDaylight controller in software-defined networking //
Computing, Telecommunications and Control. 2021. Vol. 14. No. 1. Pp. 50—-59. DOI: 10.18721/
JCSTCS.14105

CraThsl OTKPBITOIO A0CTYIIA, pacnipocTpaHsemas no JuueH3uu CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

Software-Defined Networking (SDN) is a recent networking paradigm that has modified the way to
work and study networks [1]. SDN implementsthe decoupling of the data and control planes. The for-
warding decisions are taken by a centralized controller instead of the switches in traditional networks. Due
to the switches do not perform the intelligence of the network, they can be cheaper and on the side of the
controller this centralization allows to make better network decisions [2].

Despite the main SDNs advantages, there are still security attacks in this kind of network. One of the
most popular kinds of such attacks is Denial of Service (DoS) [3]. This paper presents the steps of pro-
gramming an application that can detect and mitigate DoS attack exploiting ICMP drop using the Open-
Daylight controller.

There are several ideas developed below to mitigate DoS attacks in SDN. In the paper [3] B.H. Lawal
and A.T. Nuray proposed an SDN application that collects information using sFlow software system, so
that the controller handles the network decisions according to this software. In the case of adaptability,
the controller must not depend on other network software to make decisions (or at least has minimal de-
pendence), an exception to the OpenFlow switches. So, the idea is that the own controller can estimate
the throughput of the traffic flows of the network. Another implementation is presented in [4] by R. Kan-
doi and M. Antikainen. They proposed a configuration and tuning of parameters of the rules such as the
timeout value. This idea will help to defend against the DoS attack. But if the attack can vary or be carried
out from different sources, the bandwidth can still be compromised and overwhelmed. Also, this solution
may require to repeatedly request rules for previously known flows adding overflow in the communication
between the controller and the switches.

We propose a solution based only on the use of controller capabilities. The basic idea is to track flows
in the SDN network and estimate the throughput of each flow, installing rules that help make such estima-
tion. If a flow is higher than a threshold, the application detects that and mitigates this possible DoS attack.
The basic notions of the application and tests of its functionality are described in [5]. This paper focuses on
the key aspects of programming the application and tests the refreshing time that it takes to estimate the
throughputs of the flows and detect a possible DoS attack.

Software-Defined Networking

As mentioned before, SDN is a networking architecture that makes the split of the control and switch-
ing planes [1]. The switches and routers must be extremely efficient at switching and must reduce their
intelligence to a minimum. The management of the control plane is done in a device called controller
(Fig. 1).

The controller executes software modules and bundles that establish the network’s functionality and
assemble the rules that must be installed on them. The controller uses protocols (e.g. OpenFlow) to com-
municate with the switches.
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Fig. 1. SDN architecture

OpenDaylight

OpenDaylight (ODL) is a modular open-source platform that customizes and automates networks of
any size and scale [6]. One of the most common uses of ODL is software-defined networking. The main
layers of the OpenDaylight architecture are the Controller Platform Layer and the Service Abstraction
Layer (SAL) that are shown in Fig. 2. As shown in Fig. 2, southbound (SB) plugins communicate with
network devices and northbound (NB) plugins allow communication with applications that use the con-
troller.

Controller Platform Layer contains the modules that provide essential functionalities. The modules of
this layer define the operation of a network according to which of they are selected by the controller. Our
application to mitigate the DoS attack resides in this layer.

Model Driven Service Abstraction Layer (MD-SAL) uses the idea of data providers and data consumers
in the modules. MD-SAL connects consumers to providers and supports data adaptation between them.
This allows modules to communicate with each other without minding which protocols are being used by
the controller and network devices [7]. OpenDaylight uses OGSI system architecture which uses the MD-
SAL [8]. MD-SAL is a shared layer for the northbound and the southbound APIs and the data structures
used in different modules and components of an SDN controller. MD-SAL achieves the communication
between different plugins from different modules regardless of the layer (NB or SB) due to a common layer
[9]. The data structures and the creation of plugins implemented in applications are modeled using Yang
language [10]. The generation of the module API is carried out after the compilation of the Yang models.
MD-SAL ensures the framework to support:

» Subscriptions to publish and listen notifications. Service that is generated in providers when data in
the data store is changed.
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Fig. 2. OpenDaylight architecture

» Datastore. The providers and consumers use the data store of the MD-SAL to store data. This stor-
ing enables the exchange of data between providers and consumers. This data store can be split into clusters
[11].

» Remote Procedure Call (RPC). It is a procedure that is used when a consumer receives notifications
to get data from providers.

The proposed application to mitigate the DoS uses the DataBrokerService, so a simple Yang model
was developed to interact with the data store using reading and writing transactions, and the following
notification services:

» PacketProcessingService: used to process arriving packets at the controller.

» Ipv4PacketListener: used to process and decode the arriving IP packets at the controller.

* OpenDaylightInventoryListener: used to get related information about the OpenFlow switches.

Programming the application

The proposed application is deployed as an ODL plugin that sends a set of rules to the OpenFlow
switches [12] so that they forward every IP packet to the controller and the destination port. The installa-
tion of both proactive and reactive rules is carried out to monitoring the flows that are in the network. A
rule in SDN is a primitive that establishes how a packet that ingress to the switch is handled. A rule has a
key that is used as an identifier. Besides, the rule saves information about how many packets (or bytes) have
matched the rule. So, with the information of the key and the number of bytes, it is possible to estimate the
throughput of each flow at a certain time. The proactive rules are generated when the controller populates
them in the flow table before any packets arrived. These rules are usually installed when the notification
about the connection between the controller and the switches is established. The switches do not know the
location of the hosts at the beginning of the communication. So it is necessary to install these proactive
rules at the beginning to avoid the loss of the first packets. These proactive rules will make flooding consid-
ering the functionality of a switch. On the other hand, the reactive rules are installed when the first packets
arrive to the switch. The firsts packets in the controller allow knowing the location of the hosts with their
respective IP address and input port. Therefore, it is possible to install a reactive rule to make forwarding
of data without generating flood and sending data only to the respective output port.

The following classes from the SDN Hub Project [13] were reused while implementing the application:
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» InventoryUltils: This class possesses methods to decode the headers of the packets received at the
controller. Also, this class allows getting values relative to the information of the packets such as Datapath
ID, input ports and output ports.

* GenericTransactionUtils: This class has methods to interact with the data store using reading and
writing transactions.

There were additional files added to the base project [13]. After that Maven was used [14]. To add
services such as RPC, access to the datastore and subscription to notifications several pom.xml files were
modified. Files added to the project:

» PacketParsingUtils.java: This file contains the classes with methods for extracting information from
the packet headers such as the value of source or destination IP addresses.

 rules.java: In this file, the actions corresponding to establish the proactive and reactive rules are
implemented.

» application.java: In this file, the proposed application to detect and mitigate DoS is deployed, be-
sides, the rules to drop flows that are attacking the network.

Key ideas to generate reactive and proactive rules. Both proactive and reactive rules are generated ac-
cording to [6]. The basis is to use the same ideas that both rules allow the forwarding of the data in the
network considering the functionalities of the two-layer switch. Once the application starts, it registers
itself to receive notifications. The OnNode Updated notification is invoked when every switch registers to
the controller. This notification has information about the switch that is registered to the controller, e.g.
ID of the switch, ports, etc. With the information of this notification, the install _proactive rules method is
invoked. The idea is to make flooding for, as discussed previously, hosts’ identification in a network. The
matching conditions of the proactive rules are established considering only input forwarding ports and the
IP protocol. In the output actions the method install _proactive rules takes each forwarding port as input
and the other forwarding ports as output for every port of the switches in every switch, e.g. if the switch has
five forwarding ports, the method install _proactive rules will install five proactive rules.

The idea of reactive rules is to track the flows of the network and reduce the overhead that flooding
implies. These rules are generated when the firsts IP packets arrive at the controller. The idea is to save the
input port and the source IP address in a map called /P_table. When other packets arrive at the controller,
the input port and the source 1P address are matched for every element of the /P_table. If there is no co-
incidence, these elements are saved in the IP_table. Considering the destination IP address of the packet,
this element is searched in the map IP_table. If the element is found, it is possible to know the output port
and the reactive rule can be created. The matching fields will be the IP protocol, input port, source IP ad-
dress, destination IP address. The output actions are to send the packet to the corresponding output port.
It is necessary to consider that the reactive rules will have higher priority than the proactive rules.

Key ideas to detect and mitigate DoS attacks. The idea to detect a DoS attack is considering the scenar-
io where both proactive and reactive rules are installed in every switch. Once the application is initialized,
an object time of the class Timer is created. The method schedule is configured in the object fime. This
method has the following prototype: public void schedule(TimerTask task, long delay, long period), where
the argument task is the process to detect and mitigate DoS attack, the delay will be set to 0 and the period
is initialized with the value of the variable refreshing _time. It means that this process will be executed every
refreshing time seconds. After, that object data is created. This object is an instance created by the meth-
od Runtime.getRunTime().exec( “sudo ovs-ofctl dump-flows -OOpenFlow 13 §1”) execution. The object data
allows writing the command sudo ovs-ofctl dump-flows -OOpenFlow 13 S1 in the controller. This command
allows getting all the rules installed in the switch S1. Where:

ovs-ofctl: Command line to monitor OpenFlow switches

dump-flows: Print of all rules of the switch

-O0penFlow13: Protocol OpenFlow 1.3

S1: Switch 1D S1
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cookie=0x2c00000000000000, duration=1145.979s, table=0, n_packets=
477, n_bytes=709842, priority=5600,1ip,in_port=2,nw_src=10.0.0.4,nw_
dst=10.0.0.1 actions=output:1 |

Fig. 3. Example of a rule

An example of the results of the following command is presented in Fig. 3.

Where:

cookie: Identifier of the rule

duration: Time that the rule has been installed

table: Identifier of the table where the rules are saved

n_packets: Number of packets that were matched the rule

n_bytes: Number of bytes that were matched the rule

priority: Value that shows the urgency to apply a rule. Higher values imply more priority

ip: Match field —IP protocol

in_port. Match field — input port

nw_src: Match field — source 1P address

nw_dst. Match field — destination IP address

actions: Forwarding the packets to the output.

The idea is to save in every switch the values of the cookie to know if the rules belong to the devel-
oped application (reactive rules). The fields of in_port, nw_src, nw_dst are gotten from the object data
and saved in an object called identifier. This object is useful to know the kind of flow. Besides, the value
n_bytes can be gotten from the object data. This value is necessary to know the current number of bytes
that matching the packets. The values of identifier and n_bytes are saved as a tuple. This process is done
for every rule in the list of the application reactive rules in every switch. The n_bytes is updated accord-
ing the expression n_bytes = n_bytes — n_bytesi, where n_bytesi is the number of bytes of the previously
saved tuple.

Therefore, the value of n_bytes/refreshing time is the throughput of each flow. All these values are saved
in an array called rules_number bytes. Then every element of the array is compared to the value of the
variable threshold (value that can be set by the programmer). If the value is higher than the threshold, the
method install_drop_rules is invoked.

Key ideas to generate drop rules. The basis of these rules is to drop the packets that belong to flows
whose throughput is higher than the threshold. The matching fields of the drop rules are the input port, the
source IP address, destination IP address and the IP protocol. The output actions are to drop the packets.

The flow diagram of the whole application is shown in Fig. 4.

Experimental Results

The network shown in Fig. 5 was tested in Mininet emulator [15]. Functionality tests of the appli-
cation are presented in [5]. The results provided in this section are the performance of the application
while changing one of its critical value, the refreshing time. The bandwidth of each link is 1 Mbps and the
threshold was set to 500 Kbps. The idea is to change the refresh time in different scenarios to check perfor-
mance values such as throughput, time to establish an optimal threshold that can detect a DoS attack. The
attacker will be the host 00:00:00:00:04, and it will attack the host 00:00:00:00:03. The results of the values
were calculated in the switch openflow:3.

As can be seen from the Table 1, the maximum value of the threshold is close to the value of the refresh-
ing time. This is explained by the fact the application checks the value of the throughput of each flow at
each time interval, set by the value of refreshing time. So, the maximum time to detect a DoS attack will
be when the DoS attack begins as soon as the interval of refreshing time begins. The throughput during the
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Application

Install module in
OpenDaylight

Create object
time of class
Register to listen VLR
"MT':::;T te invokaton method to
stJitches install rules in
rules.java
l Excecute methaod
Listen notifications to Runtinre,getRunTime(). exec(*sudo
updated switches by ovs-ofct! dump-flows -OOpenFlow1? 517) application.java
onNodeupdated() to check rules installed in the switches
every & seconds (refreshing_time)
no
rules.java

Are switches
connected to
the controller?

Is the
qeactive rules by the Applicatio
already installed?

’ 1
Save information about the|
rules: Input por, source IP

Install mkﬁ;e rules address, destination |P
install_proactive_rules Process first packet: Fefresh number of byfes of the ad?:;:'nﬁﬁer n::dﬂr;ss,
ﬂr:;:.hqutl?e?e rule and estimate the number of number of bytes sent by
bytes per ssgﬁg:ﬂe:hat the rule the rule in n_bytes
ave information such as = = H_OYIes
source IP address,
threshold? [
'as destination
L—ye IP addresss Do nothing ————vu
Save ingress port and )
source IP address in e
IP_Table ﬁﬁﬂm&ﬂm
L block the flow between the tuple source
- Do nothing IP address-destination IP address by
Install reactive method
rule install_drop_rules
Fig. 4. Flow diagram of the whole application
Table 1
Performance changes owing to refreshing time variations
. Throughput during Average time of processing | Average time of processing
Refreshing time, s | o 1o attack, Kbps ICMP packets, ms ICMP packets, ms
1 900.6 405.5 1.8
2 910.5 276.1 2.4
5 925.4 268.4 4.8
8 940.3 211.1 7.8
15 967.5 181.1 14.7
30 980.4 130.0 29.6

DoS attack is quite uniform, there is not a high difference and it has sense because this value is the maxi-
mum capacity of each link of the network.

It is possible to see the difference in the average time of processing ICMP packets. This occurs
because with the small values of the refreshing time a complete saturation is achieved due to the DoS
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host:00:00700:00:00:01

host:00:00:08:00:00:04

Wﬁl

openflow:3

host:00:00:00:00:00:02

host:00:00:00:00:00:03

Fig. 5. Network topology tested in mininet

attack. At higher values of refreshing time, due to some ICMP packets are discharged, the average time
is reduced.

Conclusion

In this article, the approach to program an application that can detect and mitigate the DoS flood
attack has been proposed. The application was emulated on the SDN network using the OpenDaylight
controller. The main ideas about the programming were to implement classes which describe and install
proactive and reactive rules. These rules give the application an ability to function as a two-layer switch,
track each flow and save statistics of each flow such as the number of bytes. This information will be used at
each time interval to estimate the throughput and compare it to a threshold value to decide if there is a DoS
attack. If an attack is detected the rules installation is performed to drop the flows whose throughputs are
higher than the threshold. Tests to collect information about the performance changes due to the variation
of refreshing time interval to detect a DoS attack were carried out.
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YCUNTIEHUE OBYYEHUA ANA CUCTEMbI YINTPABJIEHUA
MPOMDILWJIEHHbBIM NMPOU3BOACTBOM

A.M. XaHagpu, B.T1. LLikodvipeB

CaHkT-NeTepbyprcknii nonnTeXHUYECKUn yHUBepcuTeT MNeTpa Benunkoro,
CaHkT-MeTepbypr, Poccuiickas Peagepaumn

ITocraBneHHas 3amaya npeacTaBsieT OOLIU Cydailt ONTUMAaTbHOIO YIIpaBAeHUsI IMHAMUYe-
CKOM, TOTEHUMAJbHO CTOXaCTUUECKON M YaCTUUHO HaOJII0JaeMOi CUCTeMOM, IJIs KOTOPOil MO-
JleJib He 00s13aTe/IbHO T0CTYMHA. B cTaThe npeacTaBiieH aHaIU3 HEJOCTATKOB KJIaCCUYECKUX MO -
XOJI0B TEOPUM yIIpaBJAEHHUS U TIpeaiaraeTcss HOBbIii MOAM(MULIMPOBAHHBIN aITOPUTM MALLIMHHOTO
00yJYeHUs ¢ TToAKperieHneM. Teopust yrpaBieHUs — 00J1aCTh, KOTOpasi M3yJaaach OUeHb I0JIT0e
BpeMsI 1 KOTOpasi KacaeTcs MTOBeASHMSI IMHAMUYECKUX CUCTEM 1 TOT0, KaK Ha Hee BausTh. Cpenu
Haubosee u3BecTHoIX puMepoB — LQG (JIuHeiiHO-KBaapaTUYHOE rayCCOBCKOE YIpaBeHUE)
wnu TTU]I-koHTposuiepbl. BOJbIIMHCTBO CYLIECTBYIOIIUX MOAXOA0B MpeAroaraloT (aHaJIUTHU-
yeckoe) 3HaHWe JUHAMUYECKOW CUCTEMbI, U OMHUM U3 OTPaHUYEHUN SBJSIETCSI HEOOXOAUMMOCTh
MMETh BO3MOXHOCTh OCBOOOINTHLCS OT allpUOPHBIX Mozeieil. Mbl KOHIICHTpHPYeM BHUMaHUE
Ha TPEeUMYIIEeCTBaX MCIIOJb30BaHUS MOJENIeil MAaIIMHHOTO OOy4eHUS ¢ MOAKPEIUICHUEM Kak
MEePCIEKTUBHOM CTpaTeruy YIpaBICHUS CIOXHBIMU AUHAMUYECKUMU CHUCTEMaMU B YCIOBUSIX
HEOMpeaeIeHHOCTH.

Kiouessie cioBa: ycrieHne oOydeHUsT, MyJIbTUAareHTHAsl CUCTeMa, HedTernepepadboTKa, ypaBHE-
Hus beimaHa, TMHaMUYECKOe IMporpaMMUpPOBaHME.
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Introduction

Reinforcement learning is the digital learning environment’s solution to the problem of optimal con-
trol. In this paradigm, IT agents learn to control an environment by interacting with it [1, 2]. They regu-
larly receive local information about the quality of the control carried out in the form of a digital reward (or
reinforcement signal), and their objective is to maximize a cumulative function of these rewards over the
long term, generally modelled by a so-called value “reward function”. The choice of actions applied to the
environment according to its configuration is called a policy, and the value function therefore quantifies
the quality of that policy [3]. Generally speaking, the agent does not have a model (neither physical nor
statistical for example) of its environment, nor of the reward function that defines the optimality of the
control [4, 5]. However, a common assumption we make is that the environment is Markovian, i.e., the
effect of the application of an action depends only on the current configuration of the environment, not on
the path taken to reach it [6]. This standard is very general and makes it possible to focus on a large number
of applications. However, its practical application can be difficult. First of all, when the description of the
environment to be controlled is too large, an accurate representation of the value (or policy) function is
not possible [7]. In this case, the problem of generalization arises (or function approximation): on the one
hand, it is necessary to design algorithms whose algorithmic complexity is not too great, and on the other
hand they should be capable of inferring the behavior to be followed for an unknown environment config-
uration when similar situations have already been experienced. Another problem lies in the fact that, in the
most general case, the agent learns to control the environment while at the same time controlling it [8].
This often results in successive phases of quality assessment of a policy and its improvement. From a learn-
ing perspective, this induces non-stationarity (we evaluate the quality of a policy that is constantly mod-
ified), a problem rarely addressed in the literature as such. This interweaving of learning and control also
causes a problem known as the dilemma between exploration and exploitation. For each action it chooses,
the agent must decide between an action it considers optimal in relation to his imperfect knowledge of the
world and another action, considered sub-optimal, aimed at improving this knowledge. To deal with this
problem effectively, it should be possible to estimate confidence that the agents have in their estimates. If
these different difficulties are known, the methods of the literature generally treat them separately. Thus, a
thought-out method for dealing with the dilemma between exploration and exploitation will not necessar-
ily adapt to the problem of generalization, and vice versa.

Background

There are several approaches to deal with the reinforcement learning paradigm. However, an important
part of the literature is based on dynamic programming and it is with this view that we approach it.

Dynamic programming. Dynamic programming can be defined in a very general way as a set of algorith-
mic techniques whose principle is to determine the optimal solution of a problem from an optimal solution
of a sub-problem. In our context, these are all the methods that allow the exact (or approximate) solution
of the Bellman equation, without any learning component [9].

Bellman equations. The objective of dynamic programming is to discover one of the policies whose val-
ue function is maximal for the set of states [10]. Noting (S - ]R) c ]R‘S‘ where |S | is the cardinal of the
state space, or in other words that the value function can be seen as a vector with as many components as
there are states, it is possible to equip the value functions with a partial order relation [11]:
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V<V, & VseS,V(s)<V,(s). (1)
A partial order can be defined based on the policies, via the associated value functions:
m<m, V<V, (2)
The objective is therefore to determine the optimal policy ©* defined by:
n =argmax V" 3)

i

However, it is possible to define the value function recursively:

{ZVR(S m( ,+1)|S }’
=E, ea(s) [ ( (s ,s)+yV”( )] “4)
=2 p(slsm(9))(R(s.m(s).5")+ 17(57)

s'eS

The value of a state is therefore the average (according to the transition probabilities) of the sum of the
reward obtained following the application of the action specified by the policy we wish to evaluate and the
value of the state towards which the system transits, weighted by the discount factor [12]. This equation,
called the Bellman evaluation equation, defines a linear system of |S | equations with |S | unknowns to
determine the value function of a given policy and thus quantify its quality [13].

Another equation, this one being non-linear, allows us to directly determine the function of optimal
value V" VTr Given the state s, assume the optimal value function known in the states s’ to which the
system can transit. The optimal value function in state s’ maximizes (weighted by the transition probabil-
ities) the immediate reward plus the optimal value in state s’ to which the system transits, weighted by the
discount factor. This is the Bellman optimality equation [11, 13]:

nal&x;p( )( (s,a,s')+yV*(s')). (5)

This defines a non-linear system with |S | equations and |S | unknowns. If the optimal value function
is known, it is easy to deduce the optimal policy, which is greedy with respect to the latter, i.e., it verifies:

T (s) = argmax Z p(s' s

acd s'eS

a)(R(s.a.s")+vV"(s")) (6)

We summarize these important equations for the following, defining in passing the corresponding op-
erators 7"and T".
Bellman’s evaluation equation is used to determine the value function of a given policy 7:

VseS, V(s Zp( )( (s,a,s')+yV*(s'))<:> Vr=T"V". (7)

s'e S
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The Bellman optimality equation is used to determine the optimal value function V"

‘v’seSV maXZp(

aci

)( (s,a,s')+yV* (s')) SV =TTV (8)

Moreover, the Bellman operators 7" and 7" are infinite norm contractions.
Method Notation

We focus on two methods whose ideas are used extensively in reinforcement learning, namely the policy
iteration and value iteration algorithms.

Policy Iteration. The first approach we present is policy iteration. The algorithm (see Listing 1) is ini-
tialized with any policy. Its principle is to evaluate the value function of the current policy (which we call
policy evaluation), and then improve this policy by considering the greedy policy with respect to the pre-
viously calculated value function. In other words, in a given state, the action chosen is the one that leads
(on average) to the greatest accumulation of rewards. It is important to note that this is not necessarily the
action chosen by the policy, unless the policy is optimal [10—12, 14]. More formally, if at iteration i the
policy T, is evaluated, the improved policy T, is defined by:

VseS,m,, (s)=argmax ) p(s'|s

acA s'esS

a)(R(S,a,s')+yV”" (s')). 9)

With this improvement scheme, it can be shown that there is policy improvement, i.e. > 7. If one
has equality, then Bellman’s optimality equation is verified, and the algorithm has converged. Moreover,
since the number of policies is finite, this algorithm converges in a finite number of iterations (this num-
ber of iterations being empirically much smaller than the cardinal of the policy space). It should be noted
that the evaluation of the policy is equivalent to solving a linear system, the complexity of this evaluation
is therefore in 0(|S |3 ) The existence of a solution to this system is guaranteed by the Banach fixed point
theorem (V is the fixed point of the contraction 7). The computation of the associated greedy policy
is in 0(|S | |A|) The complexity of this algorithm is therefore in O(|S | |A| |S | ) per iteration. The
ideas of this algorithm, i.e., evaluation of a policy followed by improvement, are widely used in the ideas of
this algorithm, i.e., policy evaluation followed by improvement, are widely used in reinforcement learning
algorithms [14, 15].

Value Iteration. The second approach we present, based on Bellman’s optimality equation, aims at di-
rectly determining the optimal value function V. Since the Bellman operator 7 is a contraction and V™ is
its unique fixed point, the Algorithm 02 has a finite number of iterations, which is why a stopping criterion

Listing 1. Algorithm 1: Policy Iteration

Algorithm 1: Policy Iteration

Initialization

Policy m;

i=0

While 7;+; 1= m;do
Evaluation of the policy;
Solve V; = T"V;
Improvement of the policy
For ALL se§

T, (s)=argmax Y p(s'ls.

agd =g

a)(R(s, a,s')+yv™ (s'))

i++
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Listing 2. Algorithm 2: Value Iteration

Algorithm 2: Value Iteration
Initialization
Value function 7y
i=0
While 7, 7], >¢ do
[terating the value;
Vier = T* Vi
i+

is introduced. This allows the error to be limited. Indeed, it can be shown that if the stopping criterion is
verified at iteration i, then ”Vl -V ” < lzTya. However, this bound does not guarantee the quality of the
associated greedy policy (see Listing 2).

Case studies and experimental results

Our case studies are based on real oil manufacturing production data. Oil manufacturing production is
a complex process that has a hierarchy structure and many complex sub-systems.

Every manufacturing is based on a sequence of processes, each of those processes has its inputs and
outputs. Depending on its structure, each process can have one or more outputs, which in turn become
the inputs of the next process or the final products. Each process can be controlled by a set of factors, that
can interfere with the outputs. Each of those processes can be composed by a sub-process so at the end of
the structure of the factories we will have a hierarchy structure the base of this structure is the key to opti-
mal control of the manufacturing system. We describe objective control of a complex technical system as
a network of interest in a manufacturing subsystem. Every manufacture aims for high profit from its prod-
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Fig. 1. Technological process of oil manufacturing
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Fig. 2. Technological process of a desalination unit in oil manufacturing
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ucts, and the oil manufacturing is not different. It is critical for oil manufacturing to have good quality of
their production and that will be the top objective of the manufacturing alongside with the quantity of the
production which is the second objective of the manufacturing to highly benefits from the production. The
quality and the productivity are mostly the top objective on every manufacturing alongside other objective
depends on the type of the manufacturing. So generally, there are always two or more objectives which
makes us categorize this problem as a multi objective problem [16, 17].

Multi Objective Optimization: is an area of multiple criteria decisions making, that is concerned with
mathematical optimization problems involving more than one objective function to be optimized simul-
taneously.

max
fulx) m=12, . M;
g( )20 j=L2..J;
1
B ()20 k=12, ..K: (10
( <x < () i=1,2,.

(L) )

The vector x is a vector of 7 decision variables x = (x1 B P )T X; 7 and Xx;  is the lower and up-
per bounds of variable X, respectively. These variables define decision space or research space D. General-
ly, an element of the research space is called a possible or potential solution. The terms g (x)and h , (X) are
the constrained functions. Inequality constraints are treated as “superior or equal” type constraints since
“inferior or equal” type constraints can be treated as duality. A solution x that does not satisfy all (J + K)
constraints is said to be an unfeasible solution. The set of feasible solutions constitutes a feasible region.
The vector f(x) = ( F(%)s fo (%) seees S (x )) is the objective vector. Each of the M objective functions
is either maximizing or minimizing which depends on the problem addressed. Using the principle of dual-
ity, a problem of maximization can be reduced to a problem of minimization by multiplying the objective
function by —1 [18, 19].

Multi agent parallelization system. The oil manufacturing environment has a distributed and complex
hierarchy. For that, we need to use a multi agent parallelization system as it deals with a large control pro-
cess that controls multiple components.

As the Approximate Policy iterates with Value and Policy Networks, the standards scheme for approx-
imation space value E involves using a cost function approximation J ofJ (the optimal cost function). At
a given state x that will minimize (or maximize) the approximation £, which forms as an expected value
involved in the cost of the first stage g(x, u, w) and the future costs which sufficiently reduced, in that we
can note this as the approximate Q factor corresponding to a pair (x, u), that minimizing the Q factors
overall and that gives you a control that it used in state X [20].

Atx:urenUi(r)lc)E{g(x,u,w)+O(J(f(x,u,w))}, (11)
where E is the approximation, g(x, u, w) is the first stage, o ( f (x,u, W)) is the optimal cost approxi-
mation (future stage).

One of the issues emerging is how to approximate the policies. The solution of that is to introduce a
family of policies p(x, 7), a parametric family that depends on a parameter 7 [21].

Figures 3 and 4 show that each sub-system is a system environment having its own agent that controls
it depending on the state of the environment itself. By applying the reinforcement learning to our system,
we can describe its characteristics as:

» Environment: the process itself is the environment of the agent, which has every value that the agents
need to take actions.
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Uncertainty

Control

U = ufxr) Current Stat x

System Environment

Controller
u(x,r)

Fig. 3. Optimization and training over parametric family of policies

Reward r
Agent
state Take action a Environment
s
parameter 8

Observe state s

Fig. 4. Reinforcement Learning Loop

« State: is it the actual situation for the agent, which it retains if the result is satisfactory and there are
no problems, or there are no changes in the environment or task from other agents.

* Reward: the agent’s reward depends on the output goals, in the start of the learning the reward can
be a failure, but over time, it learns the best configuration that can be used.

» Discount Factor: as the process advances, the agents put new goals to follow (increasing the produc-
tivity and the quality).

» Policy: our agents use dynamic policy to achieve the optimal goals, after a certain time of learning
the agents stick to a certain policy that gives the best results.

» Value: as those processes have limitation, an agent calculates a future value (best value to obtain)
and tries to achieve it; if it achieves it over time, the agent determines a new value for future achievement.

* (Q-Value: the agents take extra action in case of unknown configuration, in case a configuration ex-
ceeds a limit, or a hazard is detected.

* Action: depending on all the above parameters, the agents act by changing the control values of the
process.

Figure 5 presents the sequence of an agent process control by updating its own value and policy leading
to optimal control.

As the agent has an objective to maximize quality and productivity, Fig. 5 (1—6) shows that each time it
developed a new policy and determined a new value to reach the objective depending on the environment.
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The red line represents the agent’s optimal value that it reaches (Pareto values), and the green line is the
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new value that the agent is trying to reach (The Pareto Front).

The field of reinforcement learning has exploded in recent years. Ever since the impressive breakthrough
on the ImageNet classification challenge in 2012, the successes of supervised deep learning have continued
to pile up and people from many different backgrounds have started using deep neural networks to solve
a wide range of new tasks including the ways of learning intelligent behavior in complex dynamic envi-
ronments. In this article, we took the advantage of the reinforcement learning, which consists in the fact
that the agent can adapt to its environment by updating the policy it is using and the value it determines to
reach an optimal control. The results obtained in this article not only show an optimal configuration, but
can also prevent an error leading to enormous risks and losses as the agent can understand the limitation
of the environment, take an extra action depending on an unknown configuration, and prevent the human

errors in the manufacturing.
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