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INFORMATION MODELING FOR CULTURAL PRESERVATION:
PORTICO OF THE NEW HERMITAGE AND ATLAS SCULPTURES.
PART 1: BASIC APPROACHES AND APPROBATION RESULTS

A.A. Fedotov', T.V. Prazdnikova?, V.L. Badenko', V.K. Yadykin'

! peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation;

2 The State Hermitage Museum,
St. Petersburg, Russian Federation

This article presents the results of interaction between Peter the Great St. Petersburg
Polytechnic University and the State Hermitage in a promising direction of using the latest
achievements in the field of information technology in solving the problems of preserving
cultural heritage. The authors use information modeling of the portico of the New Hermitage
building and Atlas sculptures based on laser scanning data as an example. An overview of modern
technologies currently used to preserve historical sites is presented. The main advantages
obtained through the use of new technologies and the capabilities of modern software systems
focused on working with information models are demonstrated. Digital representations of the
building structures calculation results of the portico of the New Hermitage are analyzed. In
addition, on the basis of the study of the stress-strain state of the entire structure, the reasons for
the formation of cracks on the wrists and ankles of the granite Atlas sculptures were analyzed.
The possibility of using the created model for reproducing an object using modern technologies
of three-dimensional printing is shown.

Keywords: BIM, HBIM, laser scanning, cultural heritage, Historical Building Information
Modeling.

Citation: Fedotov A.A., Prazdnikova T.V., Badenko V.L., Yadykin V.K. Information modeling
for cultural preservation: Portico of the New Hermitage and Atlas sculptures. Part 1: Basic
approaches and approbation results. Computing, Telecommunications and Control, 2020,
Vol. 13, No. 3, Pp. 7—16. DOI: 10.18721/JCSTCS.13301

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.org/
licenses/by-nc/4.0/).

AHOOPMALIUMOHHOE MOAE/IUPOBAHUE ANA COXPAHEHUA
KYIbTYPHOIO HACNEAUA: MOPTUK 3AAHUA HOBOIO
SPMUTAXA U CKYNIbINTYPbl ATZIAHTOB. YACTD 1:
BA3OBbIE NOAXOAblI U PE3YJ/IbTATbl AlTPOBALLUN

A.A. ®edomod'’, T.B. lpa3zdHukoBa?, B.J1. badeHko', B.K. AdvikuH'

1 CaHKT-MNeTepbyprckuit NoNUTEXHUYECKNI yHMBepcuTeT MeTpa Beankoro,
CaHkT-MeTepbypr, Poccuitickaa Peaepauns;

2 TocyAapCTBEHHbIN DPMUTAMK,
CaHkT-MeTepbypr, Poccuitickaa Peagepaumn

ITpenctaBiaeHsl pe3yabraThl B3auMoaeictsust CITIOITY u TocymapcTBeHHOTo DpMuUTaxa B
MEePCIEeKTUBHOM HaNpaBJIeHUU UCTOIb30BAHUS MOCIEIHUX TOCTUXEHUI B 00JacTU UHDOP-
MAallMOHHBIX TEXHOJOTUI MPU PELICHUHU 3aa4 COXPAHEHUS KYJIBTYPHOTO HAaCJIeaus Ha MpU-
Mepe nHGOPMAIITMOHHOTO MOJAECINPOBAHUS MOPTUKA 31aHus HoBOro OpMuTaxa u CKyIbITyp
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aTJIAaHTOB Ha OCHOBE JaHHBIX JIa3epHOTO cCKaHMpoBaHMs. [IpeacTaBieH 0030p COBPEMEHHBIX
TeXHOJIOTUI, TIPUMEHSIEMBbIX B HACTOSIIIee BpeMs IS COXPAaHEHUSI NUCTOPUIECKUX O0OBEKTOB
KyJAbTypHOTO Hacjenus. IlpoaeMOHCTpUpPOBaHbBI OCHOBHbBIE MPEUMYIIECTBA, MOJydyaeMble
3a CYET NMPUMEHEHUS HOBBIX TEXHOJIOTHUI, U BO3MOXHOCTU COBPEMEHHBIX MPOTPAMMHBIX
KOMIIJIEKCOB, OpPMEHTUPOBAHHBIX Ha paboTy ¢ MHGOPMAIIMOHHBIMU MonelsiMu. [IpoaHanu-
3UPOBaHBI HUMPOBHIC MPEICTABICHUS PEe3yJIbTaTOB PACUCTOB CTPOMTEIBHBIX KOHCTPYKIIUI
moptuka HoBoro Dpmuraxa. [Ipm 3TOM Ha OCHOBE MCCICIOBAHUS HAIPSKeHHO-TeDOpPMU-
POBAHHOTO COCTOSIHUSI BCETO COOPYKEHMS NpoaHaIU3MPOBAHbI IPUYMHBI 00pa30BaHUs Tpe-
LIMH Ha 3aMsCThsIX M IIMKOJOTKAX IPAaHUTHBIX CKYJIBITYp aTiaHTOB. [Toka3zaHa BO3MOXHOCTb
WCITOJIb30BAHMST CO3MaHHOW MOMIEIN JUISI BOCIIPOM3BENCHUSI O00BEKTa MPU TTOMOIIU COBpE-
MEHHBIX TEXHOJIOTUH TPEXMEPHOU TevYaTH.

KiroueBbie cjioBa: nHGOpMalMOHHOE MOJCIMPOBAHUE, JIa3epHOE CKAHMPOBAHME, KYJIbTYPHOE
Hacjenue, DpMUTaX, pacyeTHast MOJEIb.

Ccpuika npu mutupoBanun: Oenoros A.A., Ipasauukosa T.B., Bagenko B.JI., dnpikun B.K.
HNHudbopmalimoHHOe MOaeIMpOBaHUE JUISI COXPAaHEHUsI KyJIbTYPHOIO HACAeAUsl: TIOPTUK 3MaHUS
HoBoro Opmutaxka u cKyJabnTyphl aTaaHTOB. YacTh 1: bazoBbie MOAX0Abl U pe3yabTaThl alpoda-
uuu // Computing, Telecommunications and Control. 2020. T. 13. Ne 3. C. 7—16. DOI: 10.18721/
JCSTCS.13301

CraTbs OTKPBITOTO A0CTYyIIa, pacripocTtpansemas mo auiieH3un CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Information modeling technologies for the preservation of cultural heritage

Modern computer technologies are widely used in the modern world and the construction industry is
not an exception. More and more projects on the domestic construction market successfully implement
the concept of building information modeling (BIM technologies). A BIM building model is a precise
three-dimensional geometry filled with all kinds of information about its constituent structures, materials,
construction work and more. BIM technologies allow ensuring the integrity of information at all stages of
the life cycle of a structure: from concept to reconstruction [1].

For cultural heritage objects, the concept of HBIM (Historical Building Information Modeling) was
proposed, which involves the use of BIM-modeling with all its advantages in the preservation and recon-
struction of historical buildings [2]. HBIM is a reliable basis for decision-making, restoration, renovation
and energy efficiency of a cultural heritage building [3]. Moreover, HBIM allows to create a common
environment for the free exchange and competent use of information by specialists of different profiles:
art historians, designers, maintenance specialists, etc. [4]. The HBIM model of a historic building is an
extensive database in which the geometric model is associated with attributive information of a wide variety
of nature, reflecting the individual characteristics of the building [5]. HBIM can be used both as an archive
and an information resource, and act as a management tool capable of providing adequate service to the
facility [6]. In summary, we can say that HBIM has the following advantages:

1. Storage of historical attributive and graphical information about building components;

2. Providing clear and reliable visual display, including using virtual and augmented reality tech-
nologies;

3. The ability to carry out strength, heat engineering and other calculations based on the reflection of
a set of structural details in the model;

4. Automation of documentation development;

5. Creation of an environment for adequate maintenance of the cultural heritage object to ensure its
safety.

Below is a list of some successful examples of HBIM applications in the UK [7]:

1. Waverly railway station in Edinburgh, Scotland. The project is an example of the organization of
joint work during the modeling of complex geometry and unique elements of the ticket hall dome. The
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resulting model was further used not only in the maintenance of the building, but also for visual display on
the website.

2. Woodsit Hall Mansion, Staffordshire, England. The model of the dilapidated mansion was filled
with valuable descriptive and historical information, and was also used to establish automatic generation
of construction documents such as blueprints for plans and facades.

3. The building of the former post office in Dundee, Scotland. HBIM as a communication tool be-
came a collaboration solution and enabled modeling and rendering of unique architectural elements, in-
cluding sculpture. The model contains design information about all the elements and was the basis for the
automatic creation of drawings.

This article presents the final results of interaction between SPbPU and the State Hermitage in the
promising direction of using the latest achievements in the field of information technology to solve the
most important tasks of preserving cultural heritage. The article is focused primarily on cultural workers
and allows them to understand the new opportunities that open up before them. Therefore, technical de-
tails are omitted, they will be the topic of the next publication in the journal and are partially presented in
previous publications of the authors [3, 9, 15]. Thus, the objective of this article is to determine the pros-
pects of information modeling for the preservation of cultural heritage.

Portico of the New Hermitage building

Ten monolithic Atlas figures, carved out of stone, have been decorating the portico of the New Her-
mitage building for over one hundred and seventy years, being its symbol and at the same time one of the
visiting cards of St. Petersburg. The Atlas sculptures were carved from Serdobol granite by Russian stone-
cutters under the direction of sculptor A.I. Terebeneyv, and installed at the pylons of the portico of the New
Hermitage in 1848.

The sculptures do not carry any load, except their own weight. At the same time, they are rigidly con-
nected with the structure of the portico and their condition directly depends on the condition of the por-
tico. First cracks in the walls of the building and in the Serdobol granite of the figures were recorded at the
end of the 19th century. In 1909, the St. Petersburg Palace Administration appointed a special commis-
sion, which recommended “... in no case to start permanent sealing without establishing the exact cause of
the destruction and not taking measures to eliminate them”.

Until the revolutionary events of 1917, inspections were carried out every two years. In the late 1920s
and early 1930s, the survey and partial restorations were carried out under the supervision of sculptor-re-
storer 1.V. Krestovsky. He was the first to suggest that, in addition to deformations of the foundations,
cracks appear due to the figures not being able to support their own enormous weight. Copper collars were
installed on the two corner sculptures with the most open cracks, fixed from the back of the sculptures
through hinged anchors to the pylons of the portico.

On December 29, 1941, an artillery shell hit the slab of the portico. Two previously intact Atlas figures
displayed cracks on the arms and key plates between the arms.

In 1994, a research was carried out under the guidance of Doctor of Mineralogical Sciences, Professor
of the St. Petersburg State Mining Institute R.E. Dashko. There was an engineering and geodetic moni-
toring carried out, on the basis of which it was concluded that the heterogeneity of the foundation under
the building and the influence of unstable soils with an incessant process of microbiological damage are
the factors that contribute to uneven precipitation of the New Hermitage building and the appearance of
microcracks in the Atlas figures.

The study of the Atlas figures was carried out in late 2009 and early 2010 by scientists of the Scientific
and Technical Center of the JSC “Radioavionics”, which were tasked with clarifying the structures and the
state of preservation of the Atlases’ mountings. The study was carried out using the method of ultra-broad-
band radar sounding.
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In the period from 2000 to 2016, protective measures were taken several times to preserve the “living”
cracks of the Atlases with plastic compounds that prevent the ingress of moisture and foreign objects.

A set of scientific studies has shown that the opening of cracks is seasonal. The sculptures of the Atlases,
the portico and the building of the New Hermitage itself are a single organism, and issues related to the
preservation of sculptures must be resolved in a comprehensive manner, in conjunction with the problems
of the building.

Despite the large volume of research carried out, the stress-strain state of the portico with the Atlas
figures as a discrete element of the New Hermitage building remains completely incomprehensible. The
creation of a 3D model as a basis for further monitoring of the of portico’s state will become the basis for
further research, modeling the stress-strain states of the structures of the monument and developing solu-
tions to stabilize its condition.

The results of modelling the Atlas sculptures and the portico of the New Hermitage building

If we are talking about large objects such as buildings and structures, then the best way to transfer the
geometry of the real world to the virtual one is laser scanning. A laser scanner emits hundreds of thousands
of beams per second in all directions around it and registers their return after being reflected from hard
surfaces. Thus, the result of laser scanning is a massive and dense 3D point cloud containing hundreds of
millions of points. Information about coordinates (X, Y, Z) and its color (R, G, B) is stored for each point
in the cloud. Thus, such a cloud of points accurately enough (up to 1-2 mm) reproduces the external ap-
pearance of the scanned object [8, 9].

When examining the structure and sculptures of the portico of the New Hermitage, the decisive role
was played by the accuracy of measurements and the ability to quickly obtain data in conditions of a dense
flow of tourists. That is why the Leica BLK360 laser scanner was chosen as the main tool. The closest
attention was paid to the granite statues of Atlas, whose height, together with the pedestal, reaches 6.5 m.
A portable lift was used to access the upper elements of the sculptures (Fig. 1).

Fig. 1. Laser scanning process

10
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The resulting cloud contains 160 million points. In this case, the points are automatically colored de-
pending on the material of the surface that reflected the ray. For example, in Fig. 2, stone surfaces are red,
plaster is yellow, and the green shadows below are people. Information about what material the object is
made of is very important for further processing of the obtained data (Fig. 2).

Geometry alone is not enough for BIM. In fact, the information model of an existing building is its
digital representation in the virtual world, which is created on the basis of a wide variety of data: geometry,
materials, operating conditions, structural features and much more. In mechanical engineering, such ob-
jects are commonly referred to as digital twins [10]. All this together makes it possible not only to have a
three-dimensional model in order to display it, for example, on a computer screen, but also to perform a
complex analysis of the structure [11—13].

In the process of generating the information model of the New Hermitage portico, 12 categories of
unique structural elements of a historical object were formed on the basis of the point cloud: windows,
columns, pilasters, capitals, pedestals, Atlas statues, etc. All these objects in the information model are
logically and structurally related (Fig. 3).

Fig. 2. Point cloud

Fig. 3. Information model
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Thanks to modern software systems focused on working with information models, we have the oppor-
tunity not to build a new mathematical model for calculating a building structure, but to analyze its digital
representation directly. This approach makes it possible to predict how a building will behave even in ex-
treme conditions [14—16].

When analyzing the structure of the portico of the New Hermitage, first of all, the reasons for the
formation of cracks on the wrists and ankles of the granite sculptures of the Atlas were analyzed. For this,
during the study, the strength and deformation characteristics (stress-strain state) of the entire structure
were studied (Fig. 4).

The high level of detail of the model allows it to be used not only as an engineering analysis tool, but also
as a demonstration model for the general public. Opportunities appear to create a digital asset of a cultural
heritage object [17].

Fig. 4. Analysis result

Fig. 5. A copy of the portico of the New Hermitage, printed on a 3D printer
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The very first results of the analysis of the three-dimensional Atlas models showed that the figures are
practically identical, the discrepancies in the geometric parameters are no more than 1-2 mm, and occur
very rarely. This once again confirms the professionalism of A.I. Terebenev and the Russian stonecutters
working under his leadership.

With textures overlaid, the image takes on a photorealistic look. Such three-dimensional models are
used in educational, cultural and entertainment spheres, virtual and augmented reality technology used
as well [18—20]. Modern 3D editors make it possible for a person to come face to face with the object of
their interest and provide all the necessary information in an interactive form, be it a historical reference,
strength parameters or a manual for maintenance and support. In particular, within the framework of the
described project, a hard copy of the portico of the New Hermitage was printed on a 3D printer (Fig. 5).

Conclusions

Modern methods of obtaining and processing digital information have great potential for application in
all fields of science and technology. In particular, when it comes to computer analysis of scenes and obtain-
ing digital 3D models from them [1, 9, 21, 22]. Laser scanning makes it possible to obtain highly adequate
3D point clouds representing real objects of a rather complex shape, for example, objects of cultural and
historical heritage. Existing computer technologies, specialized software allows these data to be efficiently
processed and used to build information models of the scanned objects. Correct collection and processing
of information is the key to accurately predict the behavior of objects over time.

Cultural heritage sites require particularly careful and responsible maintenance throughout their entire
service life. The cost of miscalculation or neglect of the structural features of a historic building, even with
minor renovations, can be too high. It is in our power and interest to apply the best world practices for
the preservation and restoration of cultural heritage. Only in this way will we preserve the history of our
country for future generations.

The model of the portico of the New Hermitage building formed in the course of the presented HBIM
study allows making conclusions on the geometric characteristics of the object, which is very important
from a cultural and historical point of view, as well as on the behavior of the building structures of the object
under various conditions that can change over time, for example, hydrogeological conditions associated
with climate change. Among the results obtained, of particular interest is the discovered fact that the fig-
ures of the Atlas are absolutely identical, which only confirms the professionalism of A. Terebenev and the
Russian stonecutters working under his leadership.

In conclusion, it should be noted that now the full potential of the HBIM technology remains unre-
vealed. Until now, many processes have been performed manually and relied on the experience of the spe-
cialists. In the future, technology will not only expand, mastering new functions and areas of application,
but also deepen, increasing its own efficiency and the degree of automation.
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A FAST ALGORITHM FOR VISUAL MODELING
OF RICE LEAF CELLS
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In order to rapidly construct a visual model of rice leaf cells, the authors employed modeling
tools of computer aided geometric design (CAGD): curve and surface. Rice mesophyll cells are
an object of the study. In virtue of the Bernstein basis function properties and convex combination
optimization, this work reconstructs the computation graph of the de Casteljau algorithm to
model rice leaf cells, and C++ programming language and OpenGL rendering library are used
to establish the visual model of cells. The theoretical results indicate that the control variables
of curve and surface shape can be increased by revising affine combination coefficient through
the polynomial space of the Bernstein basis function expansion. In addition, the results suggest
that the convex combination optimization approach reduces the calculated time complexity of
cytoskeleton interpolation points from O(n2) to O(n). The experimental results show that the
convex combination algorithm has a significant advantage in terms of computation speed over
the de Casteljau algorithm for each 200 interpolation points of the cytoskeleton. In view of the
characteristics of close arrangement, regular shape, and large quantity of plant cells, the method
proposed in this study has the ability to provide a feasible technical route and a rapid expression
for visual modeling of plant cells.
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BbICTPbIA AITOPUTM BU3YAJIbBHOTO
MOAE/TUPOBAHUA KJIETOK PUCOBbIX JIUCTbBEB

B. 1, N. Yxao

Jiangxi Agricultural University,
Nanchang, China

Hnst OBICTPOTO TOCTPOSHUST BU3YaJbHOM MOIEIM KJICTOK PMCOBOTO JIMCTAa MCITOJB3YIOT-
Ccsl MHCTPYMEHTBHI KOMIIBIOTEpPHOI'0 TeoMmeTpuieckoro mpoektupoBaHus (Computer Aided
Geometric Design, CAGD) — «kpuBble» U «ITOBEepXHOCTU». B KauecTBe 00beKTa McclienoBa-
HUS B3SIThl KJIETKU Me30oduia puca. Ha ocHoBaHMM CBOWCTB 0a3ucHoOl ¢yHKIIMU bepHIiuTeit-
Ha W ONTUMM3AIMU BBITYKJIBIX KOMOWHAIINI CO3MaETC BBIUMCIUTEIbHBIN Tpad ajiroputMa
ne Kacrenbxo 1t MoIeIupoBaHUsI KJIETOK PUCOBOTO JIMCTA, a JAJISI TTIOCTPOEHUsT BU3YaJbHOM
MOJIEIM KJIETOK MCIIOJIb3YeTCs SI3bIK MporpamMmupoBaHusi C++ ¢ OubiImoTekoil peHaepruHra
OpenGL. Teopetuueckue pe3yabTaThl TIOKa3bIBAIOT, YTO YIIPABJSIONINE IIEPEMEHHBIE KPUBOM
1 (POPMBI TTOBEPXHOCTHU MOTYT ObITh YBEJMYEHBI MyTeM MepecMoTpa KoadduuueHnta aphuH-
HOl KOMOMHAIMM 4Yepe3 MOJMHOMUAIbHOE MPOCTPAHCTBO pa3ioXeHUs 0a3uCcHON (yHKIIUMU
Bepumreitna. Kpome Toro, moydeHHbBIE pe3yJIbTaThl CBUIETEIBCTBYIOT O TOM, YTO IMTOJIXO/I OTI-
TUMM3AIUN BEIITYKJIOM KOMOWHAIINY TTO3BOJISIET YMEHBIIUTH BpeMsI CIIOXKHOTO pacyeTa TOUeK
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nHTepnoasunu nurockenaera ¢ O(n2) mo O(n). DKcrepruMeHTaIbHBIC PE3YJIbTaThl IEMOHCTPU-
PYIOT, YTO QJITOPUTM BBIIIYKJIOM KOMOMHALIMKM MMEET 3HAYUTEIbHOE IPEUMYILECTBO C TOYKHU
3pEeHUSI CKOPOCTU BBIUMCIEHUI 1O CpaBHEHMIO ¢ alropuTMoM Ae KacTtenbxo aasa kaxabix 200
TOUYEK WHTEPIOJISIIINY IIUTOCKEIeTa. YUNTHIBasT 0COOCHHOCTH OJIM3KOTO PACITOJIOKEHUSI, ITpa-
BUJIBHOM (hOPMBI M OOJIBIIIOTO KOJIMYECTBA PACTUTEIBHBIX KJIETOK, MPEIIOKECHHBIN B TaHHOM
HCCJIeIOBAaHUM METOI CITOCOOEH 00eCITeUnTh TEXHOJIOTUIECKYIO CXeMY U OBICTPOE BBIpaXKCHUE
JUUIS1 BU3YaJIbHOT'O MOJCIMPOBAHUS PACTUTEIbHBIX KIETOK.

KiioueBble c10Ba: KJIeTKU PUCOBBIX JIMCTLEB, OLICTPBIN asiropuT™, Busyanusauus, CAGD, kpu-
Basi mapamMeTpoB.

Ccpuika npu murupoBanuu: U B., Uskao WM. BeicTpblit anropuT™ BU3YyalbHOIO MOAEIUPOBAHUS
KJIETOK pUcOBbIX JucTheB // Computing, Telecommunications and Control. 2020. Vol. 13. No. 3.
Pp. 17-30. DOI: 10.18721/JCSTCS.13302

CtaThs OTKPBITOTO HocTyna, pacupoctpansemas rmo auneH3uu CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

The leaves are the main vegetative organs that perform crucial functions, such as photosynthesis and
water transpiration, etc. Therefore, exploring the leaf morphology not only provides scientific guidance
for improving the leaf’s external morphology and increasing the internal functioning efficiency, but also
has important research significance for improving the rice yield and quality. The research community has
studied the rice leaf morphology by using genetic breeding technique, and discovered the gene that affects
the leaf width, angle of inclination, and degree of curling. However, these studies mainly focus on a single
gene regulation. Currently, it is still unclear whether all the genes affecting the whole rice leaf morphology
formation are discovered and if there are any interactions between gene regulation networks [1]. This
forms the basis of obstacles in leaf morphology modeling based on the gene regulation network.

In addition, few studies show that the cell morphology and quantity are the major factors that influence
the formation of plant leaves, and the effect of mechanical force on cells is the main cause of the morphology
formation [2—6]. On the basis of this theory, in this paper, we attempt to take the cell as the smallest
research unit and use visualization technology to perform computer modeling for leaf local cells. This is
done to provide computer aided design (CAD) support for rice leaf 3D morphology formation research.

Relevant works

The CAD technology can simulate a biological test which is either expensive or not easy to realize on
computer platforms. It is an effective quantitative biological research method [7—12]. The interior of a rice
leaf is observed using an optical microscope. It has plenty of cells: epidermis, mesophyll and vascular. The
epidermis cells are closely arranged in a long geometrical shape. A mesophyll cell is a regular polygon with
a thin wall and large intercell spaces. The vascular cells are in a slender geometrical shape [13]. It is known
that the geometrical shapes of plant leaf cells are simple, and rapidly reconstructing the visual model is the
research key of the CAD technology.

In computer aided geometric design (CAGD), the main research focus is to use the curve parameter
equation to describe the object’s skeleton morphological information [14—16], which has two aspects. One
is using simple and low-order curve to approximate smooth and graceful curve according to the object’s
geometrical characteristics. The other is using numerical calculations and algorithm optimization to
improve the rendering speed of the geometric model. The relevant studies in the first aspect are as follows.
Some researchers adopted the Mobius transform to construct a quartic rational parabolic Pythagorean-
Hodograph (PH) curve to satisfy C?> continuous CAD design [17, 18]. In an attempt to satisfy a flexible
design of curve inflection points, Lu et al. proposed indirect PH method to guarantee G' continuous Hermite
interpolation according to the geometrical characteristics of Bessel control polygon [19]. Khan et al. used
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the convergent Lupas Bernstein operators proved by Korovkin theorem to control the free deformation
of the curve and the surfaces [20]. Kirmani et al. searched for the parameters that satisfy spline 3"-order
polynomial on the basis of Caputo fractional derivative factors, and thus fits the object’s geometrical shape
[21]. Asghar and Mustafa proposed a general formula for tensor product surfaces subdivision of one and
two variables in order to reconstruct high order continuity and realistic vision of the object’s geometrical
model [22].

In recent years, the advancement in the applications of visualization technology imposes higher
requirements for the calculation efficiency of geometric modeling. For example, Nuntawisuttiwong and
Dejdumrong reduced the interpolation computing time by transforming Newton-Lagrange polynomials
calculation into a linear algorithm [23]. Beccari and Casciola solved the curve that satisfied C' continuity
by using the integral recursion method. This algorithm is beneficial for improving the storage efficiency of
the vector diagram [24]. As the robustness of the integral recursion method is not clear, in order to break
through the calculation dependence, Toshiiwal et al. constructed a space curve crossing the entirety of
multiple order splines. This method realizes multiple order basis function splines by using the existing
B spline [25]. As for subdivision algorithm, Hussain et al. generated a 5 points approximate subdivision
mode through variable parameters, and introduced a shape parameter to construct different geometric
graphs [26]. In addition, few scholars executed a binary subdivision algorithm after estimating the depth of
curve and surface using a data algorithm. The research presented by Shahzad et al. shows that this method
provides a significant improvement [27]. Besides, some studies inherited the advantages of endpoints and
convex combination of the Bernstein basis function. Wozny and Chudy presented a recursive algorithm to
reduce the time complexity of curve solution to linearity [28]. In this work, the second aspect is regarded
as foundation, and geometric modeling of rice mesophyll cells as an example. The authors studied rapid
solution algorithm of cell’s geometric skeleton to improve the visual expression speed of leaf cells.

Materials and methods

The authors selected hybrid rice seed “Gangyou 6366”. First, the seed is soaked in water for 10 min.
Secondly, 100 plump seeds are selected and placed evenly on the double absorbent paper in a sprouting
box, and water is added until the absorbent paper is fully saturated. Finally, the sprouting box is placed in
a manual climatic box (MGC-250Hp, Shanghai Yiheng) to accelerate germination. The environmental
parameters are: 25 °C temperature, 50 % humidity, 16 hours of light per day. After five days of the
experiment, a rice leaf is randomly selected to be transacted at the middle segment. Since leaf epidermis
and mesophyll cells are thin and allow the transmission of light, the contours of cells are not clear. Hence,
the leaf segment to be observed is placed into absolute ethyl alcohol and heated to 70 °C for 1 hour. Then,
Motic BA210 Digital Microscope (100x objective lens, 3-million-pixel charge coupled device (CCD)) is
used to shoot the mesophyll cells of this leaf material. Three mesophyll cells are taken as visual modeling
objects, with the shapes as shown in Fig. 1. Each closed full line frame is a mesophyll cytoskeleton, and
dotted points are prepared curve control points.

The morphological structural changes are difficult to observe to the naked eye from microcosmic
perspective, therefore computer simulation technology is used to express cell evolution and group
competition [29]. Rational Bézier curve and surface geometric modeling technology is widely applied
in CAGD [30]. However, as compared to rigid body objects, the plant leaf cells are large in quantity.
Moreover, the cells are deformed due to biophysical mechanical effects. The rapid reconstruction and
correct expression of a geometric shape model for a plant cell are the key points of visual simulation.
On this basis, three research steps are presented in this work. As shown in Fig. 2, first, rational Bézier
geometric modeling computation graph and designing algorithms of de Casteljau recursion and convex
combination optimization are proposed, respectively. Secondly, both classes are compared on the basis
of computational efficiency, and the faster algorithm is selected to establish a shape mesh model of a rice
mesophyll cell. Finally, C++ and OpenGL graphics rendering library are adopted to establish a cell’s
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Control point Cytoskeleton Mesophyll cell

Fig. 1. Geometry of the discolored mesophyll cells
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Fig. 2. Main methods and technical roadmap

visual model to estimate the algorithm time complexity. In the aforementioned steps, the rapid geometric
modeling algorithm of cells is the main issue to be studied.

The CAGD object modeling is transformed to the evaluation of object geometric data points for control
points set { p, € R*|i=0, 1, .., n} and the corresponding weights set {o, € R*|i=0, 1, ..., n}. The rational
Bézier curve calculation is presented in (1) and (2):

(0= B0 (1)
B =20 @)
> /B (1)

20



4 W. Yi, Y. Zhao, DOI: 10.18721/JCSTCS.13302>

Where (2) extends to the n™ order rational function space B = span{f; (¢)|i =0, 1, .., i}, and B/ (¢)
satisfies the following properties:
(i) Non-negativity: for arbitrary @, > 0 and 7 € [0, 1], it has: B; (¢) > 0;

(ii) Unit decomposability: z:l:o B (t)=1;and

(iii) Endpoint property: B;(0)=39,,, B/ (1) =9,, , in which d is Kronecker symbol.

Proof: As this space is based on classic Bernstein basis function B (¢), according to the non-negativity
of Bernstein basis function, when curve control vertex weight , > 0, it is evident that B (¢) > 0.

As the denominator 7/ in (2) is irrelevant to the numerator, when the numerator adds the same sum
operation, the cancellation of numerator with denominator is 1.

According to endpoint properties of Bl" (2), it can test that when 7= 0 and i = 0, d,, =1;and when =
=landi=n, 5, =1, respectively.

To sum up, the rational basis function P (¢) satisfies the properties (i)-(iii).

Assuming that quartic rational Bézier curve’s control vertex and weights set { P, ;O |i=0,1,2,3}
denote the local geometric information of the cytoskeleton, we obtain the curve’s polynomial according
to (1)-(2):

(1-tYo 3t(1-1) o
PO= B+ pB o= L p M0,
3
3 (1-to, f'o, ®)
+ Pyt Ps»
(6} (6}
where @ = (1-2)’ o, +3t(1-1)’ 0, +3* (1-t)o, + ' o,.
1_ 3 1_ 2 2 1_ t3
Assuming A, z—( 0 o, , A _3d=te, , A, _3rd-ne, ,and A, = ®
(6} () () ()

The above polynomial coefficient A, +A, +A, + A, =1. The aforementioned relation shows that
when the given fixed point 7 € (0, 1), the data point 7°(f) on the quartic rational Bézier curve is obtained
by the affine combination of control points set { p, }. A is the combination coefficient, and the data point
is inside the polygon enclosed by the control points set. When#=0or 1, Bf satisfies the endpoint property
r(0) = p,, and (1) = p..

According to (3), denominator @ expression uses the function of affine combination L(7) = a"(1 — f) + b"t,
that is, @ =/ () [,(?)... [ (¢), in which a" and " represent the adjacent combinations’ coefficients 7»1'7 and
A7, respectively. The aforementioned process can be expressed as the following computation graph, as
shown in Fig. 3.

The computation graph displays the data point calculation process of the rational Bézier curve based
on de Casteljau recursive algorithm. In a similar way, (3) is generalized to the n™ order rational Bézie curve
for solution. The recursive calculation is shown below:

1’ =p, M=o,
=y M- Mot g “)

—r _ 7
MA=0+r T M A= +r T

where k=1,2, ...,n;i=0, 1, ..., n—k. The recursive process of the cytoskeleton data point algorithm is
presented in Listing 1.
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Fig. 3. Computation graph of rational curve modeling based on de Casteljau recursive algorithm

Input: int »n, float :,vector <Point3 > p, vector <float> w;

Output: vector < Point3 > cytoskeleton;
1. Inmitialize:i =1, j<« 0, r=p, A=w;

2. While iless than or equal to »

3 ‘While ; less than or equal to n—i
4 ue(1-0*4;

5. v<—r$/}'j+l;

6. A utv;

7 uculd;

8 vel-u;

10. routr bvie

11. cytoskeleton=push_back(r,);
12. J %=l

13, [i<i+l;

Listing 1. Calculate points of cytoskeleton based on de Casteljau recursive algorithm (Algorithm 1)

According to curve control vertex convex combinations of curves and surfaces, the research idea is re-
written [28]. The de Casteljau recursive computation graph of cytoskeleton evaluation can be rewritten as
the optimized convex combination form as shown in Fig. 4.

Thus, the local geometric shape of cytoskeleton can be rewritten as another form s, which satisfies the
recursive convex combination of (5):

s"=p,, d’ =1
Sk: kO k-1 k 2 (5)
(l—d )s +d"p,

Md t(n—k+1)
V(A=) + M d" -k +1)

where k€ [0, 1, ..., n], d* =
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/

Fig. 4. Computation graph of rational curve modeling based on convex combination optimization

Proof: According to (1), the k-order rational basis function expression can be obtained as follows:

=Y p B0 ©)
i=0 Zx’B (t)

When k=0, d = 1.
When k > 0, (6) can be written as

35, K’B’(t) Z wa(z) 0 -

=0 ZwB (1) 7= Zk’B’(r) foBf(t)

According to (1), (2), and basis function property (ii), (7) is substituted into the control vertex and

summation formula to obtain: S* = S*'(1-d")+ p*d*.
n =k and n = k—1 are substituted into (2), respectively. (8) and (9) are obtained as

4+ ()= — MBY) _ LB (1) )
ZMB"@) > B () + 0 B
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~ xklekfl ¢
d'(t) = H—() 9)
Z }\’k—lBk—l (t)
k=0
(9) is substituted into (8), and (10) is obtained as
Ad, B (t
. WdBO 10)
}\‘klekfl (t) + }\‘kdklek (t)
When 0 < k£ <n, Bernstein basis function is used to expand (10), and we get
k gk-1
\ Ad T -k +1) (a1

T TR(A=D) AN =k +1)

Thus, (5) is proved.
The convex combination algorithm of cytoskeleton data point evaluation is expressed as presented
in Listing 2.

Input: int », float », vector < Point3 > p, vector < float > ;

Output : vector <Point3 > cytoskeleton:

(==

Initialize: d «-1.0 , m«1.0—t ,s<p,. i< o.cytoskeleton = push back(s).k=1,
- While £ less than or equal to »

de A *d*t*(n—k+1);

d<«d/(A_ *k*m+d);

S (l-d)*s, ,+d*p,,

If kequalto n-1

® 9o W

|_ cytoskeleton = push_back( s);
| k<k+];

Listing 2. Calculate points of cytoskeleton based on convex combination optimization (Algorithm 2)

Experimental results

In this work, the configuration parameters of computer hardware include Intel(R) Core(TM)i5-8400
CPU @2.80GHz 2.80GHz, 8G memory, 64-bit Windows 10 Pro, and Intel(R)UHD Graphics 630 NVIDIA
GeForce GTX 1050 GPU. The authors used C++ programming design language and OpenGL 2.2 graph-
ics rendering library. The geometric modeling involves processes of CPU and GPU calculations. In view of
CPU operations, firstly C++ is adopted to realize the geometric shape mesh point evaluation of Algorithm 1
and Algorithm 2. Then, these values are successively bound to Vertex Buffer Object (VBO), Element Buffer
Object (EBO), and Vertex Array Object (VAO), and then imported to the OpenGL graphics rendering library
for GPU operations. Finally, after the processing of vertex and fragment shaders, a visual model is displayed

24



4 W. Yi, Y. Zhao, DOI: 10.18721/JCSTCS.13302>

on the computer screen. In order to verify the modeling efficiency of Algorithm 1 and Algorithm 2 in CAGD,
we perform modeling experiments on the curve and the surface in terms of the two algorithms. As presented
in Table 1 and Table 2, the position vector of curve control vertices and the position matrix of surface control
vertices are provided.

Table 1
Control points of curve modeling, cm
P, P, D, D,
[0.0, 3.0, 0.0] [2.0, 7.0, 0.0] [4.0,7.0,0.0] [6.0, 3.0, 0.0]
Table 2
Control vertices of surface modeling, cm

Py 0 1 2 3

0 [0.0, 0.0, 2.0] [0.0, 1.0, 2.0] [0.0, 2.0, 2.0] [0.0, 3.0, 2.0]

1 [2.0, 0.0, 0.0] [2.0, 1.0, 0.0] [2.0,2.0,0.0] [2.0, 3.0, 0.0]

2 [4.0, 0.0, 0.0] [4.0, 1.0, 0.0] [4.0, 2.0, 0.0] [4.0, 3.0, 0.0]

3 [6.0, 0.0, 2.0] [6.0, 1.0, 2.0] [6.0, 2.0, 2.0] [6.0, 3.0, 2.0]

Without loss of generality, the value of interpolation points 7 is 40, and ®, = 1. The geometric shape
visual results of Algorithm 1 and Algorithm 2 are shown in Fig. 5. The control polygon of Algorithm 2 is
obtained by the convex combination of Algorithm 1. The curves and surface shapes of the desired values
are similar. However, the geometric curvature obtained by Algorithm 2 is larger than the geometric shape
of Algorithm 1.

The theoretical time complexities of two aforementioned algorithms are O(n?) and O(#n). As the num-
ber of interpolation points in geometric modeling tasks is small, the calculation of the modeling results is
completed within 1 ms. In order to further test the calculation efficiencies of two algorithms in rice leaf
cells modeling, the three adjacent mesophyll cells marked in Fig. 1 are selected in this study. For each cell,

Algorithm2

Algorithm1

Fig. 5. Geometric modeling of the two algorithms: @ — curves; b — surface
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I
a) b) ¢) d)

Fig. 6. Simulated results of cells: a — cytoskeleton; b — Filled color cells;
¢ — cells deformation on weight changes; d — Filled color of cells deformation

we adopt C° continuous curve combination. In the process of this experiment, it sets 48,000 rendering
points of cell contour. The achieved results are presented in Fig. 6.

Fig. 6 a, b presents visual images of three cells when all the given control vertexes’” weights @, =1. When
the control vertexes adjacent to cells are assigned with different weights, the cells deform. The correspond-
ing results are shown in Fig. 6 ¢, d. The computational time comparison of two algorithms on the geometric
modeling of three adjacent rice mesophyll cells indicates that Algorithm 2 is 8 ms faster than Algorithm 1.

Discussions

The study on cell morphology by quantitative method needs to be supported by high-precision and
high-tech devices. The development and application of biological microscopy enable the researchers to
collect the geometric information of the microscale objects. A cell is the smallest living system with rel-
atively “short” growth cycle. Traditional biological tests often use biochemistry and genetic methods to
study some profiles of the cell living system to obtain the relevant information of cell growth. However, we
are challenged with a comprehensive information integration problem, which is to study the operation of
cell systems through the integration of multiple systems’ profile knowledge. The virtualization and visual-
ization technologies aim at establishing algorithms and models on computer platform to simulate and ob-
serve the real-world objects as well as to predict the evolution. In addition, it also helps researchers to build
up the cell growth information models at the biochemical, physical and presentation layers. Moreover, it
effectively integrates each layer’s cell growth information [2, 4].

CAGD usually uses polynomial to approximate the curve and the surface. The space formed by these
polynomials is obtained by the affine combination / of the Bernstein basis function, i.e., / =a (1 — ) +
+ b 1. Therefore, in view of Bézier type curve and surface, the improved algorithms are classified into two
types. The first type introduces new combination coefficient variables to increase the degree of shape con-
trol freedom. For example, the combination coefficient (a, , b)) is replaced with (Xnan , knbn). The other
type uses convex combination properties to change the combination ways of polynomials, thus reducing
the computations [28]. The plant cell walls make the cells with the same type connect closely [31]. In
this work, the rice mesophyll cells are taken as example, and the studies of two aspects are integrated. In
addition, this work also discusses the visualization technology of plant call at presentation layer. Moreo-
ver, it studies a set of rapid expression methods in view of plant cell visual modeling. This method designs
the affine combination algorithm of rational shape control factor A, and emphatically analyses the time
complexities of these two algorithms. The modeling calculation time of cell parameter curve and surface
is shown in Fig. 7.

In the process of cell visualization based on curve modeling, as shown in Fig. 7 a, for every 200 inter-
polation points, the execution time of Algorithm 1 and that of Algorithm 2 are 6.551724 millisecond and
2.711598746 millisecond, respectively. The execution speed of Algorithm 2 is more significant in terms
of statistics than that of Algorithm 1. In addition, the p-value of the #-test result of the two groups of data
is 2.5117e-06 (significantly smaller than 0.01). However, in the process of surface modeling, as shown in
Fig. 7 b, for the same interpolation points, the execution speed of Algorithm 2 is faster than that of Al-
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Fig. 7. Time comparison of the two algorithms for cells modeling: a — curves; b — surfaces

gorithm 1, with p-value of 0.6879. Hence, the adoption of Algorithm 2 is an appropriate rapid modeling
approach for cytoskeletal curve’s visual modeling.

Conclusion

The morphology of rice leaves is directly associated with the number and positional arrangement of
cells. The rice cell living system belongs to the scope of micro-modeling. Generally, the modeling is di-
vided into three layers. The bottom layer is a domain layer involving the knowledge field of plant-microbe
chemistry. The intermediate layer is a physical mechanism layer that describes biological phenomena. The
top layer is a representation layer of changes in cell morphology, which involves computer graphics, infor-
matics, and computing technology, and has important research prospect and application value. This work
focuses on the rapid expression method of cell geometric modeling at presentation layer. This work has
four major conclusions.

(1) Based on the rational Bernstein basis function extension space, it is easy to obtain new curve and
surface shape control variables by changing the affine combination coefficients.

(2) The cytoskeletal curve modeling by the convex combination optimization method (Algorithm 2)
proposed in this paper has significant advantage in terms of computation speed over de Casteljau algorithm.

(3) Fixing the control vertex position 3D vectors simulates the deformation of real cell shape by chang-
ing the vertex weights (one-dimensional real number), which is beneficial for simplifying the relationship
between cell stress and strain.

(4) The visual method in this study has universality in CAGD applications, and is easy to be generalized.

This study was supported by the National Natural Science Foundation of China (Grant No. 61762048;
Grant No. 61363041; Grant No. 61562039) and the National Key Research and Development Program of
China (Grant No. 2020YFD1100603).
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METOAUKA TUBPUAUSALUN UHTENNEKTYAJIbHbIX
METOAOB A1 PACITO3HABAHUA 310OBPEAHOIO TPA®UKA

B.E. Yymako6

JOHCKOM rocyaapcTBeHHbI TEXHUYECKNI YHUBEPCUTET,
PoctoB-Ha-[loHy, Poccuitckan ®epepaumsa

B coBpemeHHoM Mupe IT-TexHojoruii HaGAOgAETCS TEHACHIMSI MOCTOSIHHO PACTYILEro
MOTOKa CEeTEeBOTO TpaduKa, CETEBbIX MOAKIIOUYEHU U COOTBETCTBEHHO MOCTOSTHHO PACTYIIETO
KOJIMYECTBA YSI3BUMOCTEN LIEHTPATU30BAHHbBIX U € LEHTPATIU30BAHHBIX CUCTEM. AKTYaJIbHOCTh
TeMBbI 3aKJII0YAETCS B HEOOXOAUMOCTU MOAEPHU3ALNY U YCOBEPILICHCTBOBAHUS YK€ CYLIECTBY-
IOIIMX MEXaHU3MOB [JIs1 0oJiee TOUHOTO PAacIliO3HaBaHUS 3JI0BPEIHOTO TpaduKa U TMOBBIIIE-
HUSI YPOBHS 3alllMIIEHHOCTU Bcelt ceTeBoii MHPpacTpykTyphl. [IpeacTaBieH HOBBIN MOAXO,
K UcclienoBaHuI0 ceTeBoro Tpadguka. OnucaHbl MpeuMylllecTBa MpeajiaraeMoil MeTOIUKM 10
CPaBHEHUIO C COBPEMEHHBIMU CUCTEMaMU OOHAPYXKeHUsI BTOPXKEHUI, OCHOBAHHBIMU Ha CTaH-
MApTHBIX aJrOPUTMAaxX U UHTEJUIEKTYaJbHbIX MeTogax. OO03HauYeHbl HApaBJeHUs B 00JlacTU
MOJIEPHU3ALIMU U YCOBEPLICHCTBOBAHUS AJITOPUTMOB IO OOHAPYKEHUIO CETEBBIX AHOMAU U
ceTeBbIX BTOpxKeHU. OTOOpakeHbl OCHOBHBIE MOMEHTBI PA0OTHI MOACUCTEMBI Kilaccuduka-
LIMU CETeBOTO TpadrKa 1 JIoOTuKa paboThl KaXI0r0 3Tara, MpeacTaBIeHbl pe3yIbTaThl UCCIEI0-
BaHUS U TECTUPOBAHUS CUCTEMbI, OITMCaHbl PEKOMEHAALIMU MO TPUMEHEHUIO U MPaKTUYeCKO
3HAYMMOCTU Pa3pabOTaHHOIO AJITOPUTMA.
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Introduction

At present, the quality of commercial information provides the required economic benefits for any line
of business of modern company, so it becomes important to find methods to protect mission-critical data
from malfeasance. This allows companies to compete successfully in the labor market.

However, the methods applied in modern systems are not sufficiently effective and use outdated al-
gorithms, provided that the exact characteristics of the attacks are known [2—5, 11—15]. Consequently,
network attacks are constantly changing, and network traffic has become imperfect information, which
includes data that is not completely reliable, inaccurate, or uncertain.

In view of this, it can be concluded that nowadays to provide an adequate level of network security the
use of intrusion and anomaly detection systems (IDS/ADS) is a priority in the construction of network
infrastructure of any company.

The aim of the developed method is to increase the efficiency of the IDSs through the proposed tech-
niques for hybridization of intelligent methods.

Scientific novelty lies in the developed method of combined attack detection with the help of a two-
level algorithm for detecting contention mechanisms when classifying mixed network traffic and the possi-
bility of assigning arbitrary nesting of data about a network connection, thereby making it possible to work
with “raw” data rather than using a well-structured signature base structure, which means that hardware
attachment disappears when network anomalies are detected.

Existing methods of operation with the IDS/ADS

Modern IDS and ADS are modular architectures and typically consist of three modules, as follows:

1) The information gathering subsystem module, which serves to accumulate primary information on
the network infrastructure portion protected and collects information both on the circulating network flow
of the enterprise and on the services in operation, and software on protected workstations [1].

2) The module of the analysis subsystem assumes all the functions of detecting intrusion into the net-
work infrastructure by using the existing analyzers which at the system output either confirm the fact of a
host being hacked or a penetration into the enterprise network occurring, or disprove the existence of these
actions by detecting the response of several types, such as false positive or false negative discoveries. As a
rule, such a module works according to the Bayesian statistics rule, using the following common formula:

P(I|A,A,, ..A,)=P(A.A,, . A |I) PU) , (1)
P(ALA,, ...,A)
where I is responsible for detected intrusions, A , ..., A is a recorded sequence of events, while each indi-

vidual event of Am is a feature accumulation for calculating the estimate of the protected infrastructure,
and P(I|A, A, ..., A ) is the empirical probability of the intrusion into the network infrastructure.

3) The event alert subsystem module which is recorded by the IDS/ADS, in some cases with the possi-
bility of access rights differentiation as several information security officers responsible for monitoring the
various parts of the network infrastructure often work in the same enterprise.
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In addition to the conventional and constantly modernized IDSs, there are also developments similar
to the system proposed by the author based on the use of neural networks or fuzzy logic [2—5] used. In the
next section, we will present the advantages of the proposed system as compared to the IDS/ADS and the
systems being developed based on intelligent methods.

Advantages of the proposed system

After analysis and empirical research, it can be concluded that the existing IDSs have the malfunction
module algorithm shown in Fig. 1 and the following drawbacks.

Modern IDS/ADS work on the principle of previously developed antivirus solutions, but to detect in-
trusions instead of malicious section of the code, the malicious section of the record in the header of the
resulting frame is used, which is compared with the available IDS/IPS signature base. Thus, all the above
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Fig. 1. Standard criteria selection algorithm
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mentioned solutions start their activities when a section of the network infrastructure has already become
contaminated. The signature base must be constantly updated as well, otherwise the system can miss mali-
cious traffic due to outdated information. Thus, the flow of network traffic is exposed to zero-day attacks.

Existing systems based on the use of intelligent methods have other disadvantages. The systems devel-
oped on the basis of neural networks are not used in the branch under consideration due to the prolonged
model training and the inflexible structure of work. This causes some difficulties in operation with network
traffic, due to the constantly updated protocols, services and service quality elements (QoS) [6]. Systems
developed on the basis of fuzzy logic have a very complex business logic of the work of the whole system,
due to the constantly upgradable mathematical model of the system operation, which in its turn increases
the malicious traffic detection time, and have a rule base too large to trigger the activation function, there-
by increasing the number of false-negative responses [7].

The hybridization method proposed by the author is primarily aimed at work with input traffic. The
first step of the proposed system is to pre-process raw data through the machine-learning algorithms. This
reduces the load on the fuzzy logic module and the number of rules in the rule base by a several-fold factor,
thereby reducing the operating time of the accumulative apparatus of the activation function triggering.

Research methodology

Currently, network traffic is standardized under different protocols of the common OSI model, which
consists of seven levels and allows different network devices to interact with each other [8]. However, for
an intelligent IDS, the input network flow is raw data and a heap about incoming frame, with introductory
information such as flags, window sizes, packet length and various headers.

The empirical investigation involved the Friday DDos array, which contains a classified set of weekly
network traffic with a number of attacks of different type [9]. The array used consists of 80 columns indi-
cating criteria and 215000 rows indicating the number of network connections received.

As discussed earlier, the standard criteria selection methods have very complex business logic, consist-
ing of different triggers for a positive response to one of the parameters, such as whether the last packet is
used in a session, whether the batch total is correct, which protocol is used. Therefore, all these parameters
slow down the system, which in its turn destabilizes the flexibility, modularity and the operating principle
of the system in real time.

The method of using machine-learning algorithms proposed by the author makes it possible to correct
the deficiencies described above. Thus, machine-learning algorithms to recognize already classified at-
tacks in the Friday DDos set were compared, the results of comparisons are presented in Table 1.

Table 1
Results of comparison of machine-learning algorithms

Accuracy, %
Principal Components Analysis (PCA) 76
Logistic regression 99.7
Support vector machine (SVM) 99.2
K-mean method 99.5
Feedforward neural networks (FF) 89
Decision trees 99

Based on the above table, it can be concluded that four algorithms have shown the highest recognition
accuracy, but only one algorithm, namely the decision tree algorithm, allows for the informative visualiza-
tion of distribution of the recognition weights. This algorithm was chosen, because the visualization gives
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the information security officer a great idea of the stability of the recognition system and the absence of
false positive and negative responses.

Because the data set used consists of multiple features, the task of identifying the main attribute that will
be located in the root tree is a complex process. To solve this problem, the algorithm uses several additional
operations. Consider each of them.

Entropy is used as a definition of the coefficient dimensionality of the information to be analyzed. It is
worth noting that the higher the indicator, the more difficult it is to draw conclusions when collecting data.
This parameter is defined by the formula:

E(T,X)=>Y P(c)E(c), ()

ceX

where T shows the state of the object, X describes the selected criterion, ¢ is one of the notations in the term
set, and E is the probability of the object belonging to a process.
IG is a process that reduces the value of entropy, which is calculated by the following formula:

K
IG = Entropy (before) — z Entropy ( 7 aﬁer), 3)

=

where (before) is a state of the dataset before the partition, (j, after) is respectively a state after partition, K
is a number of criteria that are generated for the further partition.

Gini is a specialized index that determines the value of each element in which the dataset is divided. It
is calculated by the formula:

Gini=1-3 ()" @

i=1

where ¢ is also one of the elements of the state and p is defined by the target variable of success.

GR is defined by a gain factor that helps to solve the problem of data increase during the dataset par-
tition, taking into account the number of branches that will grow as the most significant coefficients are
determined. The formula is as follows:

k
Entropy (before) - Z Entropy ( 7 aﬁer)
GR="—= = : (5)

k
2w, log, w,
j=1

where (before) is a dataset before the partition by criteria, k is a number of the selected parameters for the
partition, (j, after) is a subset obtained after the partition of the dataset.

As a result of the operation of the selected algorithm of 80 indicators, the input data is reduced to 4,
as shown in Fig. 2. Thus, we have 3 levels of immersion and only 4 indicators by which we can classify the
traffic as malicious, by means of the following piece of code shown in Listing 1.

After an analytical review of the existing classification methods, it can be concluded that modern solu-
tions have a number of shortcomings, namely:

— The input data of such systems is a crisp set like {X, u*4 (x)}, where p*4 (x) is an ownership function,
which in its turn forces the systems to standardize their solutions to a certain traffic array, thereby skipping
and not identifying zero-day threats.
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dot data = StringIO()

dt feature names = list (X)

export graphviz(clf, out file=dot data,

filled=True, rounded=True,

special characters=True,class names=['Benign', 'Ddos'],max depth=3,
feature names=dt feature names)

graph = pydotplus.graph from dot data(dot data.getvalue())

Image (graph.create png())

Listing 1. Start of the Decision Trees algorithm

Fwd Packet Length Max =21
gini = 0.491
samplies = 180696
value = [78024, 102572]

—

Total Length of Fwd Packets < 19.0
gini = 0.301
samplies = 125749
value = [23177, 102572]

gini=0.0
samples = 54847

value = [54847, 0]
class = Begins

class = Attack
Bwd Packet Length Min < 1180.0 Init Win bytes Forward < 255.5
gini = 0.017 gini = 0.002
samplies = 23278 samplies = 102475
value = [23073, 205] value = [104, 102367]
class = Begins class = Affack
gini = 0.014 gini = 0.231 gini = 0.083 qgini = 0.0
samples = 23233 samples = 45 samples = 92 samples = 102379
value = [23067, 166] value =[&, 39] value = [68, 4] value = [16, 102363]
class = Begins class = Affack class = Begins class = Attack

Fig. 2. Result of the algorithm operation

— As an activation function, a condition of compliance with a signature base within the standard solu-
tions and a set of several activation functions with fuzzy logic to partition a strongly expanding rule base
are used.

— The size of the rule base is hundreds of thousands of conditions for different protocols, various levels
of interaction, and distinct scenarios of potential penetrations into the network infrastructure.

The solution for hybridization of machine-learning algorithms and fuzzy logic proposed by the author
makes it possible to eliminate the listed disadvantages. It is proposed to use the Mamdani architecture as
a fuzzy logic model, which in our case consists of 4 input functions obtained after the operation of the
machine-learning algorithm, the module of calculation and activation of the activation function, and 1
output function, which is responsible for the classification of traffic as legitimized, malicious or mixed.
The structure of this model is shown in Fig. 3.

As an activation function, we use a triangular function that has three points (a, b, c), two of which
determine the position on the X-axis and one which is the vertex of the triangular function determining
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Fwd Packet Length Max

Total Length of Fwd Packets

Untitled

Bwd Packet Length Min (mamdani)

Qutput

Init Win bytes Forward

L

Fig. 3. Mamdani model structure

the position on the Y-axis [10]. According to this function, its value F (x) is calculated by the following
formula:

1- x, a<x<b,
—-a
F(X): l—x_b, b<x<c, (6)
c—b
0, x¢(a;d)

After processing raw data as incoming network traffic and identifying markers through machine-learn-
ing algorithms, fuzzy logic model identification and activation function construction, direct recognition
of incoming network connections is carried out in several steps, namely:

1. The first step is a procedure of fuzzification. At this stage, the degree of ownership of the function
for the extremities of each input variable was determined. To do this, the following code fragment, shown
in Listing 2, must be executed:

Fwd lo = fuzz.trimf (Fwd Packet Length Max, [0, 0, 211])

Fwd md = fuzz.trimf (Fwd Packet Length Max, [17, 20, 25])

Fwd hi = fuzz.trimf (Fwd Packet Length Max, [22, 27, 27])
Total lo = fuzz.trimf (Total Length of Fwd Packets, [0, 0, 19])
Total md = fuzz.trimf (Total Length of Fwd Packets, [10, 18, 22])
Total hi = fuzz.trimf (Total Length of Fwd Packets, [21, 27, 27])
Init lo=fuzz.trimf (Init Win bytes forward, [0,0,255])

Init md=fuzz.trimf (Init Win bytes forward, [220,250,3007])

Init hi=fuzz.trimf (Init Win bytes forward, [260,300,3007])

Bwd lo = fuzz.trimf (Bwd Packet Length Min, [0,0,1180])

Bwd md=fuzz.trimf (Bwd Packet Length Min, [900,1180,1300])
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Bwd hi=fuzz.trimf (Bwd Packet Length Min, [1190,1300,13007])
tip lo = fuzz.trimf(x tip, [0, 0.2, 0.5])

tip md = fuzz.trimf(x tip, [0.5, 0.65, 0.79])

tip hi = fuzz.trimf(x tip, [0.8, 0.89, 11])

Listing 2. Start of the procedure of fuzzification

2. This was followed by a cut off procedure for one part of a separate rule and ownership function. To
do this, the following code fragment shown in Listing 3 must be executed:

tip activation lo = np.fmin(active rule6, tip 1lo)
tip activation md = np.fmin(serv level md, tip md)

tip_activation hi = np.fmin(active rule7, tip_ hi)

Listing 3. Start of the cut off procedure

3. Then the truncations of the function obtained at the second stage were accumulated by calculating
the maximum value from the presented fuzzy sets. To do this, the following code fragment shown in List-
ing 4 must be executed:

active rulel = np.fmax(qual level lo, serv level 1lo)
active ruled=np.fmax (active rulel,Init level 1lo0)
active rule6=np.fmax (active rule4,bwd level lo)
active rule3 = np.fmax(qual level hi, serv level hi)
active ruleb=np.fmax (active rule3,Init level hi)

active rule7=np.fmax (active rule5,bwd level hi)

Listing 4. Start of the accumulation procedure of the truncated functions

4. The final step is a defuzzification procedure. That is, at this stage, fuzzy procedures were brought
to crisp sets in order to obtain a crisp classification of traffic according to one of the indicators contained
in the term set. The centroid method and the following fragment of the code shown in Listing 5 were used
for defuzzification:

aggregated = np.fmax (tip activation lo,
np.fmax (tip activation md, tip activation hi))
tip = fuzz.defuzz(x tip, aggregated, 'centroid')

tip activation = fuzz.interp membership(x tip, aggregated, tip)

Listing 5. Start of the defuzzification procedure

After the completed stages, the system was tested for recognition of the legitimacy of traffic, potential
attack, zero-day attack and the actual state of the system during the penetration.

Thus, when the values of the attributes selected by the machine-learning algorithm are like presented
in the figure below the operation of the algorithm is tested.

38



V.E. Chumakov, DOI: 10.18721/JCSTCS.13303>

Fwd Packet Length Max

26
a - Attention! Attack

b - Warning! Potential attack

C - Legitimate traffic
Total Length of Fwd Packets

22

Untitled 0.8

Bwd Packet Length Min (mamdani) 08

0.4

i WAV

220

7
0.0 0.2 0.4 0.6 0.8 1.0

Init Win bytes Forward

AL

1200

Fig. 4. Recognition testing on the potential penetration into the network infrastructure
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Fig. 5. System testing to classify network legitimate traffic
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Fig. 6. Recognition testing on zero-day vulnerability
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Fig. 7. System testing for current attack recognition

After a series of experiments, it can be concluded that the system performs its task and classifies net-
work traffic as a potential attack (Fig. 4), legitimate traffic (Fig. 5), a zero-day attack (Fig. 6) or a current
attack (Fig.7).

Conclusion

In conclusion we can say that the developed technique for hybridization of intelligent methods based
on the preprocessing of network traffic, through the machine-learning algorithm and subsystem operation
of fuzzy logic for recognition of malicious traffic, enables a reduction of a number of false responses and
improves the efficiency of detecting network anomalies by an average of 15-17 % compared to the standard
methods in the field under consideration.

The advantages of the developed technique include the possibility to reduce the rule base for fuzzy logic
subsystem by 16 % compared to the existing IDS developments based on fuzzy logic, due to the preproc-
essing of raw data and reducing key parameters by a several-fold factor, on the basis of which the network
traffic classification is carried out. As a result of system testing for 215000 connections after data preproc-
essing, only 4 parameters have been selected and the rule base has only 6 rules.

Thus, a technique for combined searching of attacks based on the detecting of abuse and network
anomalies has been developed during the study. A new approach to network traffic processing is presented,
which consists in predicting the target variable value on the basis of several variables at the input rather than
on the use of known signature bases. The advantages of the proposed anomaly detection system architec-
ture are shown and the results of the testing on weekly network traffic are given.

It can be concluded that the developed approach completely fulfils the given tasks and can be used both
to detect the known, previously encountered attacks and to detect the new ones. The algorithm makes it
possible to reduce the number of questionable and controversial responses and can also be used in the de-
velopment of new solutions for detecting network anomalies and malicious network traffic.
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Development of the industrial Internet concept dictates the need for identification and
improvement of approaches, models, and methods for analyzing the state of the Internet of
Things. Implementation of modern industrial, social, and household systems is impossible
without the use of artificial intelligence methods in the machine-to-machine communication
of individual elements, automatic data collection, analysis, and storage. The paper presents an
approach to identifying the state of devices based on the application of classification technology,
which implements compositions of independently trained algorithms processing time series,
reflecting the functioning of elements during the implementation of processes. The application
of the proposed solution allows parallel processing of information received from the device,
which enables scaling. The developed approach was tested on time series sequences, obtained
experimentally in different operating conditions, and processed by a sequence of classifiers.
The paper presents the results of the probability estimate of erroneously classified states. The
main advantages of the proposed solution are relatively small requirements to computational
resources, simplicity of implementation, and the ability to scale by adding new classification
algorithms.
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PasBuTne KOHIENIMU IPOMBIIIJIEHHOr0 WMHTepHeTa 0O0YCIOBIMBAaEeT HEOOXOTUMOCTh
IMOMCKa M COBEPIICHCTBOBAHUS ITOAXOI0B, MOJENIell 1 METOIOB aHAIN3a COCTOSTHUS DJIeMEH-
ToB MHTepHeTa Bemieit. Peanmsanust coBpeMeHHBIX MHAYCTPUATBHBIX, TIPOMBIIIIICHHBIX, CO-
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LIMAJIbHBIX U OBITOBBIX CMCTEM HEBO3MOXHA 0e3 MPMMEHEHUsI METOIOB MCKYCCTBEHHOIO MH-
TeJUIEKTa MEXMAIIMHHOIO 0OMeHa OTIAeIbHBIX 2JIEMEHTOB, aBTOMAaTUYECKOTO cOopa, aHalI13a,
XpaHeHUs JaHHBIX. B cTaThe MpeacTaBieH MOAXOM K MACHTU(MUKALIMM COCTOSTHUST YCTPOICTB,
OCHOBAHHBII Ha MCIIOJb30BAaHUM TEXHOJOTMH KIacCU(pUKALINHN, peau3yIoleil KOMITO3HIINT
HE3aBUCHUMO OOYYCHHBIX aJITOPUTMOB, 00pabaThIBAIOIIMX BPEeMEHHBIC PSIBI, OTPaKaloIIUX
(yHKIIMOHMpPOBaHME 3JIEMEHTOB BO BpeMsl BEHITTOJHEHMS IIpolieccoB. [IpuMeHeHUe TIpemia-
raeMoro pelleHUs] I103BOJISIET OCYIUIECTBISATh Iapajlie/ibHyl0 00pabOTKy IOCTYIAaloleil OT
yCTpoiicTBa MHMOPMAIIUU, UTO AAaeT BO3MOXHOCTh MacliTabupoBaHusi. PazpadboTaHHBINI nom-
XOJ TIPOTECTUPOBAH Ha IMOCJIEAOBATEIbHOCTSIX BPEMEHHBIX PSIOB, IMOJYYEHHBIX 3KCIEPH-
MEHTAJBHBIM ITyTEM B Pa3IUMIHBIX YCIOBUSIX (YHKIIMOHUPOBAHUS, 00paOOTaHHBIX MOCIEIO0-
BaTEJIBHOCTBIO KiaccuUKaTopoB. [IpuBemeHBl pe3yabTaThl OLIEHKH BEPOSITHOCTH OIIMOOYHO
KJIacCU(UIUPOBAHHBIX COCTOSTHUI. OCHOBHBIMU JOCTOMHCTBAMU IIPEIIOXKEHHOTO PEIICHMUS
SIBJISIIOTCSI OTHOCUTEJbHO HeOOJIblINe TpeOOBaHMUsI K BHIYMCIUTEIbHBIM pecypcaM, IPOCTOTa
peanu3anyu, BO3MOXHOCTHU IO MacIITaOMPOBAHMIO IyTeM J00aBICHUS HOBBIX KJ1acCUpUIIM-
PYIOLIUX aJITOPUTMOB.

KiioueBbie ciioBa: aHaau3 cocrosiHus, MutepHer Beleil, IMCKPUMUHAHTHBINA aHAIU3, MO-
HUTOPUHT COCTOSIHUSI, aJiTOPUTM KJaccuduKaumm, 0aileCOBCKUI KiIacCu(pUKaTOp, IePeBbs
pELIECHUMA.

Ccouika npu nutupoBanun: Cyxonapos M.E., Jle6enes U.C., Tapanun A.B. [IpumeHeHue mno-
cJenoBaTeNbHOCTEeM KiaccuuKaTopoB B 3a/1aUe aHaIM3a cocTossHus yetpoiictB MHTepHeta Be-
meit // Computing, Telecommunications and Control. 2020. Vol. 13. No. 3. Pp. 44—54. DOI:
10.18721/JCSTCS.13304

CTaThst OTKPHITOTO J0CTyMa, pactpoctpansiemas no autieH3un CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

Rapid development of the Internet of Things (IoT) concept based on wireless technologies, cloud com-
puting, and distributed systems is a fundamental trend for information and cyber-physical systems. Imple-
mentation of modern industrial, social, and household systems is impossible without the use of artificial
intelligence methods in the machine-to-machine communication of individual elements, automatic data
collection, analysis, and storage. The common usage of various sensing elements and networks is focused
on the solution of a large number of industrial and household tasks as well as social needs with minimum
human participation. It brings undeniable advantages, on one hand, and determines the necessity to solve
problems of state analysis and reveal functioning anomalies connected with failures, malfunctions, and
incorrect process execution, on the other hand.

Interaction of IoT components with each other through the external environment predetermines the
need to create various condition monitoring systems, which provide secure machine-to-machine com-
munication, network access, data transfer, routing, intelligent data processing, etc. At the same time, it is
necessary to take into account the dynamic development of information systems, assuming simultaneous
use of both “old” and “new” devices of various developers, a large number of exchange protocols, and data
processing in conditions of constant addition of new segments.

Production processes of typification and unification of separate computing elements, lack of proper
physical security of the IoT elements that results from being outside the controlled zone of devices, the
possibility of situations related to firmware upgrades, software updates, information collection, and access
to standard devices allow the use of reverse engineering methods to improve condition monitoring in var-
ious operating modes.

Thus, the task of the condition monitoring system development for IoT devices appears where one of
the directions presents the development of algorithms, models, methods of processing and analysis of the
side channels data containing information about the ongoing process, as is proven in papers [5—S8].
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Execution of instructions and predefined sequences of actions is put in correspondence with the per-
missible values of functioning parameters that are registered through various channels. Detectable values
form time series on the basis of which, with the use of methods of machine learning and statistical analysis,
templates are determined, and normal and abnormal states are calculated.

Available approaches

During the operation of [oT devices, collisions may arise both at the level of the information system and
a stand-alone device. For example, the introduction of software and hardware firmware upgrades, contain-
ing errors in the manufacture of household devices, such as routers, printers, and webcams, was associated
with a number of situations that resulted in the loading of channels. Such loading limited the processes of
receiving and transmitting information, as demonstrated in works [10—12].

To prevent such incidents, improvement and adaptation of models and methods of condition moni-
toring aimed at evaluating functionality and performance take place. These are based on the principles
of statistical analysis, cause-effect analysis, transitions, and formation of precedent and event models, as
described in papers [5—9].

Models based on statistics accumulate information about the functioning parameters in different modes
and states, and later, with the purpose of the abnormal situation detection with the help of methods of neu-
ral networks, Markov models, machine learning, and others, tuples of features are processed, according to
monograph [13] and paper [14].

For the detection of internal failures and malfunctions of functioning devices, monitoring programs
are used that monitor execution of code segments and destabilizing situations such as buffer overflow, as
demonstrated in works [8, 12—16].

Another direction is the processing of side channels, where the state is analyzed using time series of
parameters reflecting changes in CPU utilization, internal memory usage, and intensity of message ex-
change, according to monograph [17] and papers [18—20].

The variety of IoT elements, a large number of objects, interaction protocols, data processing technol-
ogies, heterogeneity of formats, constantly changing architecture, and configuration changes may lead to
various failures and malfunctions affecting the functioning parameters. Analysis of values of side channels
(for example, electromagnetic and acoustic radiations, voltage, and power consumption) during the exe-
cution of various operations and instructions by the device makes it possible to implement external, rela-
tively independent, not consuming computing resources of the IoT devices for the condition monitoring
system [21—23].

Research objective

The development of IoT devices, software, and hardware is carried out using standard microchips and
standard libraries of different manufacturers and developers. Methods of rapid development of software
and hardware parts, which make it possible to use ready-made components of different manufacturers,
lead to the devices starting to represent a “black box”.

IoT devices do not have vast computational resources and have a limited set of executable instructions,
which permits consideration and identification of a relatively small number of states and their transitions.

During operation, the processes of [oT devices run in the dynamics, while many parameters are changed
simultaneously.

The state of the external environment u(z), caused by the receipt of control instructions to the device,
reception and transmission of messages, and the element functioning, determined by the internal situa-
tions of data processing and implementation of computational algorithms, characterized by the transient
characteristics /(f), makes it possible to consider the device as a dynamic system. There are ¢ inputs and
d outputs, according to manual [11]; a control instruction and the values of the environment variables are
supplied to the input. Then signals S(7) (for example, indicating the resource load) appear at the output.
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These signals are recorded by different sensors. The values of signals received through external channels
contain the values of the noise component v(7), determined by the properties of the measuring device,
characteristics of the received signal, etc.

The state model of the IoT device is determined by the ratio presented in paper [12]:
»3
=1

Jj=1

jo i hi(t —T)dt = Zd: jo Fsi(t—),vilt — 1)), (1)

1

where ¢ is the number of source channels; /4 are transient responses of the i-th channel for the j-th channel,
registering sensor values received through the channel; fis the function of measured values.

At discrete instants of time of device operation 7, ¢, ..., f , registration of vectors of numerical sequenc-
es takes place. Values X(7) reflect data received from the sensors, containing a mixture of wanted signal S(7)
and the noise expressed by the parameter v(¢):

X (@) =F[S(0),v(1)], )

where vector X represents the result of mixed, mutually independent signals S(#) with distortion of the
noise component V(7). Vector X represents a time series of values received from recording devices.

Vectors X, X, ..., X reflect the process behavior in multidimensional coordinate space and define a set
of states Z. The states are separated by a set of classes C, where the subsets are divided into dangerous C,
and safe C, states.

Thus, there is a labeled finite training set:

Xz{(xn, s X0 )s (Xpgs ey X,0)s wees (X5 wens xnm)}. 3)

It is necessary to build a classification algorithm a of an input vector X, for the representation Z — C.
Proposed approach

The labeled training set contains values of time series from recording devices in predefined states and
modes of operation. The known states {z, ..., z} € Z are defined only for the objects of the observed se-
quences {(X, ;5 <oy X, )5(X 5 v0s X5) 5 ey (X5 000y X, )}

From the investigated IoT device, a random vector function X(¢) = f(S(¢), v(f)) is observed in the inter-
val f, <t < T, where time series x, = X(?) is registered at discrete instants of time 7, 7, ..., f,.

A set of state classes C = {c, ¢, ..., ¢,} has been determined, in one of which at the discrete instant of
time tjthe system can be located.

There are k classifiers a, I =1, ..., k trained independently of each other; X — a variety of feature
sets; a(x,) — ¢, € C — response of the i-th classifier; {P(c 5 | xi)}?zo A posteriori probability for the i-th
classifier after training; w, =% — weighting factors; a(x) = arg maxz w,B(c; | x;) — the general classifier.

' Jj=0,...,n =0
Such models can be trained independently of each other, which makes it possible to parallelize process-

es. The proposed approach to state identification distinguishes itself by the use of the classification tech-
nology, which implements compositions of independently trained algorithms. These algorithms process
time series and reflect the functioning of the device during the process execution. It makes it possible to
determine the device state without increasing the volume of the stored information.

Experiment
The analysis of the above approach was carried out based on the experiment, during which the state de-

termined by the data processing algorithm of the computational node was identified. Time series reflecting
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computational resource load recorded by the monitoring program were used as input data. The schematic
course of the experiment is presented in Fig. 1.

Various algorithms were run on the computing device. Only background processes were functioning in the
state Z,. In the second case, node C acted as a transit node, transmitting the incoming information without
processing (state Z)). In the third situation (state Z;), besides the processes of receiving and transmitting, pro-
cesses of searching for predetermined information were additionally carried out (Fig. 2—5).

In the course of the experiment, the classification algorithms a, of the input vector X, for the representa-
tion Z — C were considered. Operating classifiers {a,, a,, ..., a,} € k =4 (Naive Bayes classifier, decision
trees, discriminant mining, and k-nearest neighbor algorithm), trained independently of each other, pro-
duced sequences of results Z = {(z:’,z: ='"=Z;" ),(zj‘z’ ,z;"'z ,...,zj; ),...,(z;j ,zjl ,...,zj: ),...,(zj:’ ,zj'k ,...,z;: )}

The resulting class ¢, of the state z, predicted by each model is determined by averaging the values of the
calculated probabilities:

1 K
a, =— w.a\x.).
[ K; k k( 1)

N
N

N | \\\
Data > ’ Processed data
1./
| B
i

Algorithm 1
Algorithm 2

Algorithm 3

Fig. 1. Schematic course of the experiment
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Fig. 2. Example of a sample of resource loading, expressed in percent
(from top to bottom — network and processor, respectively), from time samples
(time reports from 0 to 140) for the state Z,
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Fig. 3. Example of a sample of resource loading, expressed in percent
(from top to bottom — network and processor, respectively), from time samples
(time reports from 0 to 140) for the state Z,
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Fig. 4. Example of a sample of resource loading, expressed in percent
(from top to bottom — network and processor, respectively), from time samples
(time reports from 0 to 140) for the state Z,

Table 1 presents the probabilities of erroneous classification obtained as the result of applying several
“weak” classifiers trained in advance on the labeled sample of classifiers a_: the Naive Bayes classifier,
decision trees, discriminant mining, and k-nearest neighbor algorithm.

Table 1
Probability of erroneously classified sample values

Classifiers Cluster 1 Cluster 2 | Cluster 3 | Total for sample
Naive Bayes classifier 0.18 0.02 0.02 0.07
Discriminant mining 0.16 0.02 0.02 0.07
Decision tree 0.08 0.04 0.04 0.05
k-nearest neighbor algorithm 0.2 0.08 0.06 0.11
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Fig. 6 presents a visualization of the probability estimate of erroneous classification.

The overall accuracy of the approach on the obtained experimental data for the case of full classifi-
cation amounted to 0.93. At the same time, it should be noted that the data were not pre-processed or

cleaned from noise, and the sampling rate of the obtained values was relatively low.

Thus, the proposed approach allows us to determine the class of the current state. The presented solu-
tion can be used as a theoretical basis for the integration of machine learning methods in the state analysis

of the information security of IoT devices.

Analysis of a large number of different dynamically changing indicators in order to determine the states

Conclusions

of IoT devices represents a time-consuming process that requires automation.

The heterogeneous characteristics of sequences received from recording devices in different modes
of operation are unbalanced, and they have “emissions” that cannot always be separately identified by
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different classifiers in a correct manner. Application of a sequence of different classifiers has an impact
on the results of the method and makes it possible to avoid detailed analysis of possible hidden patterns,
deregulation, and correlation of sequences.

The proposed approach is focused on using several classifiers, which produce a response independently
from each other and average the error by “collective voting”.

The use of classifiers in a parallel mode of processing of incoming sequences allows to reduce the pro-
cessing time when determining the current state class.

The main limitation of the proposed approach is the necessity to select synchronized time series from
recording devices, and in case of averaging — the lengths of the considered intervals.

The main advantages of the proposed approach are relatively small requirements to computational re-
sources, simplicity of its implementation, and the possibility of scaling by adding new classifiers.
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Digital-to-analog converter (DAC) is widely used in modern integrated electronics,
converting digital signals into analog ones. This paper considers an R-2R structure DAC, its
operation principle and static characteristics: integral non-linearity (INL) and differential non-
linearity (DNL). For the accuracy of this DAC conversion, it is important that the element
resistance ratio is maintained for the entire circuit. The authors considered the influence of
random and systematic errors of DAC elements resistances on the transfer function and static
characteristics of DAC, as well as the use of special DAC element placements to compensate for
systematic errors. Systematic errors are presented as three types of gradients: linear, quadratic
and central quadratic. These gradients were modeled in MATLAB. Using the MATLAB script,
the authors calculated the static characteristics of the R-2R DAC for two resistor placements:
regular and common centroid, taking into account the impact of three different gradients. These
placements were compared based on the modeling and calculation results.
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MOAE/IMPOBAHUE BO3AENCTBUA TEXHOJIOTUYECKOIO
PA3BPOCA HOMUHAJIOB 3JIEMEHTOB
HA CTATUMECKUE XAPAKTEPUCTUKU LA TUTNA R-2R
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HAIT mumpoko MCHOJB3YIOTCS B COBPEMEHHOI MHTETpajJbHON 3JEKTPOHUKE, OCYIIECT-
BsAs mpeoOpa3zoBaHue LHUMPOBOro CUrHaja B aHaJaoroBblii. B crathe paccmatpuBaetcs LIATT
cTpykTypsl R-2R, ero mpuHIMI pabOThl M CTaTMYECKUE XapaKTEePUCTUKHW: WHTETpabHas
HenuHeHocTh (INL) u nuddeperHuunanbHas HeauHeiHocts (DNL). i TouHOCTH Tipeod-
pazoBanust maHHoro LIAIT BaxkHO, YTOOBI COOTHOIIIEHUE COIPOTUBIICHUN 3JIEMEHTOB COXpa-
HSUIOCH JUIST BCeil cxeMbl. MI3ydeHO BAMSIHUE CIYyYalHBIX U CMCTEMaTUUYCCKUX MOTPEITHOCTEH
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HOMMWHAJIOB PE3UCTOPOB Ha BBIXOJHYIO U cTaTuueckue xapakrepuctuku LIAIT, a rakke ncromnb-
30BaHUE CIEIMabHBIX paccTaHOBOK aneMeHToB LIAIT aist koMmneHcauuym cucTreMaTuyeckux
norpemHocTeil. CucTeMaTuyeckre OIIMOKHU MPEeNCcTaBAeHbl B BUJIE TPEX TUIIOB I'PaUEHTOB:
JIMHEHOTO, KBaAPATUUYHOIO M LEHTPAJbHOTO KBaApaTUYHOTO. BhIMoMHEHO MoaeanpoBaHUe
naHHbIx rpanueHToB B MATLAB. C nomonibsio ckpunta MATLAB cnenaH pacueT ctaTUdecKux
xapaktepuctuk LIATT R-2R ¢ yueToM BO31eiiCTBUS TpeX pa3IMIHbBIX TPAINEHTOB MIPU IBYX pac-
CTAaHOBKAX PE3UCTOPOB: «OOBIUHASI» U «C OOIIMM IIeHTpoM». [1o pe3ynbrataMm MomeInpoBaHuUs
U pacyeTa BBIMIOJTHEHO CPaBHEHUE TaHHBIX PACCTAHOBOK.

KioueBnie cioBa: udpo-aHaaoroBblii npeodpaszoBarteib, R-2R, 1uHeiHbIM IpagueHT, KBa-
npatuuHbiii rpagueHT, MATLAB, paccTtaHoBKa ¢ 0O0OLIMM LIEHTPOM.
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commons.org/licenses/by-nc/4.0/).

Introduction

Digital-to-analog converters (DAC) are widely used in modern complex mixed-signal integrated cir-
cuits, performing a conversion of a digital signal into an analog one. There are various types of DACs,
which convert input signals with different resolutions into the output analog voltage or current. All digi-
tal-to-analog converters can be divided into the two main groups: serial and parallel DACs [1].

A DAC based on resistive matrix R-2R belongs to the parallel DACs of the binary architecture, since
the output signal is formed by summing the voltages from the switched weighting elements [2]. In general,
the weighting elements are resistances and, according to the weighting method, they are formed as a resis-
tive ladder [1]. The schematic of an ideal 8-bit R-2R DAC is shown in Fig. 1.

As a rule, DAC converts an input signal from the digital binary code to the output continuous voltage.
The output analog signal formed as a sum of the voltages at the DAC inputs is multiplied by the appro-
priate weighting coefficients. In the ideal case, when manufacturing DACs, there is no weight element
ratio error, so the resistor ratios from the R-2R ladder are precisely matched and the DAC weights can be
2CW=i+D) where “N” is the DAC resolution, “;” is the bit number [3]. In reality, there are always random
and systematic errors due to imperfectly matched resistors from the R-2R ladder [4]. To minimize DAC
conversion error, it is necessary to maintain a certain ratio between R and 2R resistances [5—6].

Random errors are the component (e.g. weighting components — resistors) errors that occur during
chip production. They can be calculated within the normal distribution with the manufacturer’s specified
variation. Systematic errors are the errors caused by external factors affecting all weighting elements simul-
taneously and depending on the placement of each element on the chip [7].

Vout

2R

Fig. 1. Schematic of an ideal R-2R DAC based on a resistive ladder
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The problem of systematic errors

In this paper, we will consider systematic errors affecting R-2R resistances. To reduce random errors,
geometric dimensions of the weighting components can be increased [8—10]. Therefore, random errors
become insignificant and the impact of systematic errors increases. Thus, the impact of a systematic error
typically prevails over that of a random error.

Under certain assumptions, systematic errors can be represented with some accuracy in the form of a
linear or quadratic gradient [11—13] describing the deviation of the weight elements (resistances) placed
on a chip. In order to solve the problem of the negative impact of these gradients, which leads to increased
DAC integral and differential non-linearities, designers widely use gradient-compensated placement for
the weighting elements where gradient is compensated and the matched resistance ratio for all elements is
preserved [14].

On the one hand, the optimal placement of DAC array elements in terms of minimizing the area oc-
cupied on the chip and the absence of parasitic capacitances implies simplification of the connection and
reduction of parasitic capacitances [1]. However, this placement can be susceptible to various systematic
errors which have a negative impact on DAC characteristics [15].

Simulation by MATLAB script

In order to find a compromise between gradient compensation and connection simplification, it is
necessary to evaluate DAC characteristics (in particular, integral and differential non-linearity) for the
given placement of the weighting elements (resistors). The MATLAB script used in this paper can simulate
horizontal and vertical gradients on the weighting elements placed on the chip. The script allows to model
three types of the gradient: linear, quadratic and central quadratic (Fig. 2).

The script also calculates the actual weighting coefficients and the DAC transfer characteristic taking
into account the non-idealities of the resistance values. The R-2R array element placement is formed as
a number matrix with the element numeration strictly ordered as shown in Fig. 3. The proposed script is

Fig. 2. The gradient map simulation: a — linear; b — quadratic; ¢ — central quadratic
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Vout

R1 R3 R(2k-1) RQ2(k+1)-1) R135

RO R2 R4 R2k R14 R16

Fig. 3. R-2R weighting elements

suitable for any number of the weighting elements on a chip, as well as for any DAC resolution; the calcu-
lation of integral nonlinearity (INL) and differential nonlinearity (DNL) is also included in the MATLAB
script.

Comparison of the various ways of placing R-2R array elements on a chip is studied and static DAC
characteristics are evaluated (in particular, INL and DNL) for a given type of gradient and the placement
of DAC weighting elements on the chip. The script produces the following graphs:

1. Transfer characteristic — relationship between the value of the output voltage V  and the given DAC
input code.

2. DNL — deviation of an output step from the ideal analog LSB value scaled to the value of conversion
step (LSB).

3. INL — deviation of the actual transfer characteristic from the ideal transfer curve for each output
level scaled to the value of conversion step (LSB) [16].

Comparison of two placements

In this paper, we consider two choices for the placement of the 8-bit DAC weighting elements: with
a common center (“common-centroid”) and without compensation for distortion (“regular”). The first
one was designed to achieve full compensation of the linear gradient and the second one was chosen as the
simplest in terms of connections and the area on the chip.

The “common centroid” placement is an example of a linear gradient compensation layout, but it
occupies a large area on a chip and it is difficult to connect the elements with each other due to the signifi-
cant distance between them and possible connection crossings [17]. The “regular” layout without gradient
compensation was chosen as the smallest placement area with the simplest connection of elements. Script
examples with these placements are shown in Fig. 4. Numbers from 0 to 16 in the matrix denote R-2R

a) Rmatrix =
[16 4 6 8 18 12 16 ; b)
14 57 9 11 13 14 ;
15 4 6 8 10 12 -1 ; Rmatrix =
3210 -1; [@1357 91113 15 ;
-1-1-1-1-1-1-1; 124681@ 12 14 16 ;
101232 -1; -1246810 12 14 16 ; ] ;

-112 1@ 8 6 4 15 ;
14 13 11 9 7 5 14
16 12 18 8 6 4 16 ;] ;

Fig. 4. Code example of the weighting elements matrix:
a — “common centroid” placement; b — “regular” placement
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Fig. 5. INL plots for the central quadratic gradient simulation:
a — “common centroid” placement; b — “regular” placement

matrix elements according to the numeration in Fig. 3, which includes the resistance of the given weighting
element. The number “—1” denotes an empty cell.

Three types of gradients were simulated separately: linear, quadratic and central quadratic. The max-
imum gradients value was limited to 20 %. Each gradient was set on both axes. Taking the gradients into
account, DAC output characteristics were calculated for two placements (“common centroid” and “re-
gular”), as well as DNL and INL, scaled to the value of the minimum step of the transfer characteristic,
which is LSB (least significant bit). The results of the modeling are given in Table 1.

Table 1
Simulation results
Maximum value of DNL, LSB Maximum value of INL, LSB
Gradient type « ,, “common “ ” “common
regular” layout centroid” layout regular” layout centroid” layout

Linear —6.894 ~10-1 13.590 ~10-14
Quadratic -3.027 —0.901 6.234 2.174
Central quadratic 0.742 —3.553 0.910 8.191

For the linear gradient, the best placement was of the “common centroid” type. According to the
modeling result, it allows INL of the order of 10-'* LSB, which is comparable to the accuracy of MATLAB
calculations.

For the quadratic gradient, the “common centroid” placement is less suitable than for a linear gradi-
ent, as INL in this case reaches 2.174 LSB. This value is higher than acceptable (INL can be considered
acceptable if not higher than =1 LSB, acceptable DNL does not exceed +0.5 LSB). However, compared
to the “regular” placement, the “common centroid” placement result was better.

For the central quadratic gradient, the best placement was the “regular” one. It gives the maximum
DNL =0.742 LSB and INL = 0.910 LSB, while in the “common centroid” arrangement these values are
—3.553 LSB and 8.191 LSB, respectively. INL plots for this gradient are shown in Fig. 5.

Conclusion

This paper considered the non-linearities in the R-2R DAC static characteristics caused by systematic
errors of the weighting elements (resistances). A MATLAB script was developed to simulate these errors
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in the form of matrix gradients and to calculate the static DAC characteristics taking into account these
gradients for different weighting elements placement. INL and DNL were estimated for three types of
gradients (linear, quadratic, central quadratic) and for two types of placements (“regular” and “common
centroid”). The result shows that the “common centroid” placement is better for both linear and quad-
ratic gradients. On the other hand, the “regular” placement is better for the central quadratic gradient. In
addition, the MATLAB script written in the process of the research can be further used to model gradient
impact on various R-2R DAC weighting element placements and DAC static characteristics.
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YCTPOUCTBO TEJIEMETPUMU U KOHTPOJIA TEXHUYECKOTO
COCTOAHUA XUMUYECKUX UCTOYHUKOB TOKA

Nn.l. banaéax, A.J1. banabaH, A.A. XoBnaue8, E.B. LLlunuH

HOHO-PoCCUIACKUIA TOCYAapCTBEHHbIN MOJIMTEXHUYECKUIN YHUBEPCUTET
(HON) um. M.U. Nnatosa, r. HoBo4yepKacck, Poccuitickaa Peaepaums

OnucaHo yCTPOWCTBO TeAEMETPUU U KOHTPOJISI TEXHUUYECKOTO COCTOSIHUSI XUMUUECKUX
MCTOYHUKOB ToKa. KoHTpoJlMpyeMbIMU MapamMeTpaMu SBJSIIOTCS OCTaTOYHAasl €MKOCTb, Ha-
NpsKeHWe, pa3psaHblii TOK, TeMaepaTypa UCTOYHUKOB Toka. [TpuBeneHa yHKIMOHaJbHAas
CcXeMa YCTpOiicTBa, 0COOCHHOCTBIO KOTOPOU SIBIsSIeTCS oOecredeHne ralbBaHUIECKOM pas-
BSI3KM IIENU MCTOYHUKA TOKa M YCTPOMCTBA KOHTpOJs. s obecrieueHUsT TaJlbBaHUIECKOM
pa3BI3KM IIPEIIOXKEHO HCII0Jb30BaTh CXEMOTEXHMYECKOE pelleHHe MJIsI 0eCKOHTaKTHO-
o U3MEPEHUs TOKa C LeJbl0 CHUXEHUS TOTPEIIHOCTU MPU U3MEPEHUM TOKOB Pa3IMUHOM
BeJIMUUHBI. [ oOMeHa ¢ CUCTEMOM BEpPXHEro YpOBHSI MCIIOJb30BaH aCUHXPOHHBIN Ma-
pajienabHO-TIOCAe0BaTebHbIM UHTEepdelic nepenauyn JaHHbIX. ONUcaH aaropuTM padoThl
YCTpO#iCcTBa TeJeMeTPUM, KOTOPBIM pealn3oBaH I MUKpoKoHTposaepa 1887BE4Y. Ilpu
pa3paboTKe yCTpOKCTBA OCHOBHAS TPYIHOCTb 3aKJl0yaaach B HEOOXOAUMMOCTU OOECIIEUUTh
MUHUMaJbHbIE MaccorabapuTHbIC MapaMeTPbl U MCIOJb30BaTh 3JEKTPOHHBIE KOMITOHEHTHI
TOJIBKO OTE€UYECTBEHHOTO MPOU3BOJICTBA B paMKax peaJu3alu CTpaTeruu MMIopTo3amelle-
HUS B 93KOHOMUKe Poccun.
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Introduction

Chemical current sources (CCS) are widely used in everyday human life (uninterruptible power sup-
plies, cars, household appliances, etc.) and in various industries (for autonomous power supply of civilian,
military, space and other specialized equipment).

When supplying power to industrial facilities, two types of CCS are used: primary batteries and second-
ary batteries. The most common batteries are saline, alkaline, lithium. Lithium cells and batteries from the
listed are the most energy-intensive and capable of delivering powerful current pulses.

The problem of diagnosing the state of CCS and the possibility of predicting their performance is one
of the central problems of the production and operation of current sources [1]. According to the require-
ments for the operation of lithium CCS for long-term and high-quality operation, as well as their timely
replacement, it is necessary to ensure control of the main parameters — residual capacity, voltage and
discharge current.

There is a term “smart” CCS [2]. It is a current source, which contains a parameter monitoring device
and sends information about the current state of the battery, discharge current, voltage, capacity and tem-
perature of the battery to the monitoring system in real time. Such control devices must have minimum
weight and dimensions.

Reducing the influence of the human factor, labor intensity of maintenance and the need for remote
diagnostics during battery operation is an important task and requires introducing monitoring and diag-
nostics devices into the electric power facilities [3—10]. In addition, one of the problems arising during
the operation of lithium batteries is the absence or insufficient number of effective methods and devices
for non-destructive and continuous monitoring of parameters in all operating modes, including during
operation [11].

There are many methods for determining capacity. These can be methods based on measurements of
the open circuit voltage [12], discharge voltage [13—19], internal resistance of a CCS [20—23], as well as
density, optical refractive index, dielectric constant of the electrolyte, intensity of infrared radiation emit-
ted by the outer surface of the CCS [24, 25].

For lithium power sources, the number of successfully tested methods is limited due to the peculiarities
of such power sources. These methods include: impedance measurement, fluctuation of the discharge
voltage, assessment of the discharge current at constant and pulse current, microcalorimetry [1].

The method of potentiostatic diagnostics of the capacity of an active electrode of a nickel-cadmium
battery, which is based on the relationship between the current arising during potentiostatic polarization of
a nickel oxide electrode, and the residual capacity is given in [26]. However, this method for determining
capacity is only intended for a nickel-cadmium battery.

Devices for monitoring the state of CCS are proposed in [27—32]. A device for measuring direct cur-
rent with galvanic isolation was proposed in [33]. The disadvantage of these devices is that they do not
simultaneously measure the voltage, discharge current, residual capacity and temperature of the CCS. In
addition, the overall dimensions of the devices are not indicated.
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A computer system for monitoring the parameters of power supplies consisting of CCS is proposed in
[34]. The monitored parameters include voltage, current and discharge time. However, the system does
not take into account the residual capacity of the CCS, and also has large weight and size characteristics.

The known devices for monitoring the parameters of the CCS do not meet all the necessary require-
ments for the quantity and quality of the monitored parameters, permissible weight and dimensions, and
the possibility of information communication with upper-level systems.

The authors have developed a device that allows continuous monitoring of the CCS parameters. The
introduction of a telemetry and parameter control device into the CCS makes it possible to create a
“smart” battery and to simplify obtaining objective information about the current state of the battery. The
information obtained will make it possible to analyze the operation of batteries in order to increase their
reliability, determine ways to improve equipment and establish the causes of its failures.

Within the framework of the implementation of the import substitution strategy in the Russian econo-
my, only domestic-made electronic components were used in the development of the device.

Functional scheme of the device

The developed device consists of the following functional units: non-contact current measurement
unit, voltage measurement unit, temperature measurement unit, microcontroller (MC), power supply.
The functional scheme of the current measurement unit is shown in Fig. 1.
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Fig. 1. Functional scheme of the current measurement unit
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The non-contact current measurement unit implements the circuit design developed by the authors
for the contactless current measurement, in which three current measurement subranges are used in order
to reduce the error. Contactless measurement is implemented using a compensation current sensor of
our own production, since the existing current sensors either cannot be used in terms of design, weight or
dimensions, or are not produced in the Russian Federation (for example, manufactured by LEM [35]).

The current sensor consists of a toroidal ferromagnetic core, a compensation coil L1, consisting of
10,000 turns, and a Hall sensor Ul PKHE61A1 [36], which is installed in the gap of the core with a wound
compensation winding.

The proposed circuitry principles of non-contact current measurement make it possible to galvanically
isolate the battery circuits and control circuits in order to prevent the destruction of the controlled battery
in the event of the control device malfunction.

The amplified voltage from the Hall sensor is used in the compensation type sensors to generate a com-
pensation current /, in the secondary winding. As a result, a magnetic flux is created, which compensates
for the magnetic flux created by the primary current /,. If the magnetic flux is fully compensated (equal to
zero), then the magnetic potential of the two windings is identical [37].

The Hall sensor is powered by a current stabilizer. One of the parameters of the Hall sensor is the resid-
ual voltage, so the device is included in the circuit to compensate for the residual voltage.

The measured current creates a magnetic flux in the magnetic circuit, which induces an electromotive
force (EMF) in the Hall sensor, proportional to the discharge current. The EMF signal from the terminals
of the converter is amplified by the measuring amplifier (MA) and fed to one of the inputs of the differen-
tial amplifier.

A signal from a digital-to-analog converter (DAC) is fed to the second input of the differential amplifier
through a repeater. The digital-to-analog converter is controlled through a shift register to save discrete
pins of the microcontroller.

This is necessary to compensate for the offset voltage at the output of the instrumentation amplifier
and the possible uncompensated residual voltage of the Hall sensor at the input of the measuring amplifier.

The signal goes to the compensation winding L1 from the output of the measuring amplifier and, then,
goes to the load resistors (shunts) R, , R, or R,,, which are earthed by means of switching devices con-
trolled by the MC. The current flowing through the winding and one of the load resistors creates a mag-
netic flux in the opposite direction in the magnetic circuit.

Thus, a negative feedback magnetic system is created. In this case, the following equality must be sat-
isfied

Id' Wdzlc ' Wc’

where [, is a discharge current; W, is the number of conductors through which current flows 7, (W, = 1),
1 is a compensation current flowing through the coil; W is the number of turns of the compensation coil.

The sensor operates at almost zero magnetic flux, which eliminates the temperature drift of the sen-
sor’s conversion factor. Thus, the resulting compensation current /, flowing through the coil accurately
represents the discharge current /, to be measured. A voltage proportional to the primary current /, can be
obtained by a series connection with the secondary winding of the load resistor-shunt.

The use of three different size load resistors-shunts allows changing the range of current measurement
and allows you to reduce the error when measuring currents of different magnitude. The voltage drop
across resistors R, , R, or R, ., created by the compensation current, is converted by the normalizing am-
plifiers into a normalized signal, which passes through a low-pass filter (LPF) and then is transmitted to
the input of an analog-to-digital converter (ADC) built into the microcontroller.

The voltage measuring unit must be galvanically isolated from the rest of the circuit of the parameter
monitoring device in order to exclude the failure of the developed device in the event of a malfunction of
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the controlled object. In this regard, a DC/DC converter is used to power the voltage measuring unit, which
is controlled from the MC through a galvanic isolation and a switching device. In addition, the controlled
voltage of the CCS is also supplied through the switching device not to constantly load and discharge the
battery.

Since the value of the monitored voltage can reach +40 V, there is a voltage divider at the input helping
to adjust the input resistance of the voltage measuring unit and reduce the voltage to be applied to the input
of the measuring amplifier. The MA amplifies the voltage and transmits it to the input of the low-pass filter,
from the output of which, through the repeater, the voltage signal is fed to the input of the ADC unit with a
built-in Serial Peripheral Interface (SPI). The ADC unit is exchanged through galvanic isolation with the
microcontroller and digitally transmits the measured voltage value using the SPI interface.

The temperature measuring unit contains a resistive temperature sensor built into one of the arms of the
bridge measuring circuit. The bridge is powered by a voltage stabilizer connected to one of the diagonals
of the measuring bridge. The voltage signal from the other diagonal of the bridge is fed to the input of the
measuring amplifier, amplified and fed to the input of the low-pass filter and transmitted to the ADC built
into the microcontroller.

The microcontroller is one of the central blocks of the device. It is designed to collect and process in-
formation about the magnitude of current, voltage, solve computational problems, including the problem
of calculating the residual capacity of the battery, communication and data exchange with the upper-level
system and the control panel.

The data on the discharge current, capacity of the monitored battery and voltage will be transmitted via
the asynchronous parallel-serial data interface. The array returned by the device will consist of 48 bits and
6 eight-bit words (8 digits for markers of discharge current, voltage and temperature, and 16 digits for ca-
pacity). The first word is a marker for the beginning of the information transfer. The second word contains
information about the current of discharge. The third and fourth words contain information about the
capacity of the monitored battery. The fifth word contains voltage information. The sixth word contains
information about the temperature of the battery.

Algorithm

The operation algorithm of the telemetry device and control of the technical state of chemical current
sources is shown in Fig. 2.

At the first stage, the MC modules are initialized (interrupt controller, analog-to-digital converter,
watchdog timer, input-output ports, interfaces and others). After that, the device proceeds to the cyclic
measurement of the monitored parameters: discharge current /,, voltage and residual capacity of the CCS.

The discharge current measurement subroutine is responsible for current measurement (Fig. 3), the
voltage measurement subroutine is responsible for voltage measurement.

If the value of the discharge current /, is in the range from 40 to 120 A then the discharge current / is
assumed equal to /,and the subroutine ends.

In the opposite case, a more accurate determination of the current is required. For this, the load R, is
disconnected and it is determined whether the measured value of the discharge current /, belongs to the
range from 5 to 40 A. If it does, then the R, load is switched with the control signal from the MC and the
voltage is measured at the ADC2 input. After that, the value of the discharge current /,, is determined and
the subroutine ends. The magnitude of the current corresponds to the voltage signal fed to the ADC2.

If the measured value of the discharge current /, does not belong to the range from 5 to 40 A then the
readings are in the range from 0 to 5 A. Similar to the previous steps: the load R, , is switched, the voltage is
measured at the input of ADC3 and the value of the discharge current / , is determined, which corresponds
to the voltage signal received by the ADC3. Then the subroutine ends.

The residual capacity of the CCS is calculated at the next stage by the measured value of the discharge
current as the difference between the nominal value of the capacity Q =~ and the capacity of the discharge Q..
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t n
QSC = Qnom _Qd = Qnom _I[ddt = Qnom _ZIdAti’
0 i=1

where O is the nominal value of the controlled CCS capacity (technical datasheet value); O, is the value
of the capacity for which the CCS was discharged; /_ is the current value of discharge current; Atl. is the
time elapsed since the last measurement of the discharge current.

The device exchanges data (discharge current /,, voltage, residual capacity and temperature of the
CCS) with the upper-level system by means of telemetry after each measurement cycle. When a control
panel is connected, the measured values are transmitted to it. It can be used to configure the device.

The algorithm is implemented in software using the 1887VE4U microcontroller [38]. The program
is written in a high-level language C (ISO/IEC 9899:1999) in a software development environment Keil
uVision. It consists of a head module and subroutines [39].

Conclusion

The device for telemetry and control of the technical state of chemical current sources developed by the
authors allows analyzing the operation of both batteries and autonomous devices in order to increase their
reliability, determine ways to improve equipment and establish the causes of its failures.

A three-dimensional model of the developed device for telemetry and control of the technical state of
chemical current sources is shown in Fig. 4.

Device characteristics: voltage measurement range from 0 to +40 V, current from 0 to 120 A, capacity
from 0 to 511 A/h and temperatures from 0 to +100 °C.

The error in measuring current and capacity does not exceed 5 %, in voltage and temperature is not
more than 1 %. The values of the discharge current, voltage and capacity are transmitted to the upper-level
system via an asynchronous parallel-serial interface; it is possible to connect a control panel. Operating
temperature range varies from 0 to +50 °C, relative humidity 60 % at a temperature of +25 °C.

It should be noted that in connection with the state policy of import substitution and the development
of the production of a domestic electronic component base, the device includes domestic components only.

Fig. 4. Three-dimensional model of the device for telemetry and con-

trol of the technical state of chemical current sources
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Electrohydrodynamic phenomena are effective in various applications of electric fields when
controlling volumes, jets and flows of dielectric liquid. Nowadays, one of the most important
issues in this area is the implementation of gas saving technologies as well as incensement of
their efficiency. It is possible to raise the accuracy of current flowmeters of variable pressure
drop on narrowing devices (ND) (which occupy around 70-80 % of the whole world market)
by applying innovative compensatory flowmeters with electrohydrodynamic (EH) pressure
compensation. At the same time negative inverse connection covers all the signal conversion
chain, which makes it possible to exclude an error of each link inside the conversion chain
after ND. This article describes the stages of development of an innovative electrohydrodynamic
pressure compensation gas flowmeters with electrohydrodynamic inverters (EHI-2F) by using
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ANHAMUYECKOE KOHCTPYUPOBAHMUE
BbICOKOTO4YHbIX PACXOAOMEPOB lrA3A

A.U. HazopHuiu, B.H. TuceHko

CaHKT-lMeTepbyprckmii NoAUTEXHUYECKUI yHMBEpcUTeT MeTpa Beankoro,
CaHKT-MeTepbypr, Poccuitickan Peaepaums

DrexTporuaponHaMuyeckue siBieHus 3(PpHEeKTUBHBI B pa3NUUHBIX MPUITOXKEHUSIX DJIeK-
TPUYECKUX TOJIeil TMpU yHpaBieHUU O0BbEMaMU, CTPYSIMU M TMOTOKAMU TUITEKTPUUECKUX
xxunkocteil. [ToBbICUTh TOUHOCTHh HanboJIee pacipoOCTPAHEHHBIX B MUPE PACXOJOMEPOB Tepe-
MEHHOTO Ieperaaa faBJIeHW il MOKHO B pa3padOTaHHBIX TPUHIIMIINAIbHO HOBBIX KOMIIEHCAIIM -
OHHBIX pacxXoJoMepax ¢ dJieKTporuapoauHamuyeckoi (BI/]) KoMmIeHcalMel Mo NaBAEHUIO C
WCTIOJIb30BaHNUEM 2JIEKTPOTUAPOAMHAMUYECKUX 00paTHBIX TTpeodpaszoBaTesieil ¢ NByX(a3HbIM
nuanektpukoM — DTOTI-2@. [Tpu 3TOM OTpULIATEIHLHONM 0OPATHOM CBSI3BIO OXBATHIBAETCS BCS
mpsiMasi LIeTib MpeoOpa3oBaHUs CUTHAJIOB MOcIe cyXkatoliero ycrpoiictsa (CY), 4To mo3BoJsieT
MCKIIIOUUTh MOrPEIIHOCTh BceX 3BeHbeB Mocjie CY pacxomoMepa. B craThe paccMoTpeHBI (C
KCITOJIb30BAHUEM METOJ0B TMHAMUYECKOIO0 KOHCTPYMPOBAHUS U MTPUMEHEHUEM 3JIEKTPO-BbI-
YUCIUTETbHBIX MAllMH) 3Talbl pa3pabOTKM MHHOBAIIMOHHBIX KOMIIEHCAIIMOHHBIX T10 JaBjie-
nuto DIJ] pacxomomepos raza ¢ DTOIM-2d, KOHKYPEHTOCTIOCOOHBIX HAa PHIHKE 110 MoKa3aTe-
JISIM TOYHOCTH, OBICTPOMIEMCTBUS M YyBCTBUTEIBHOCTH K Tiepemnany nasieHuit Ha CVY.

KnoueBble c1oBa: pacxogoMephl raza, TOUHOCTh, KOMIICHCALIMOHHBIE CXEMbI, KOMITEHCAIUsI 11O
JABJIEHUIO, 2JIEKTPOTUAPOAMHAMUYECKUE OOpaTHble Mpeodpa3oBaresiv, NUHAMUYECKOE KOH-
CTpyHUpOBaHUE.
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Introduction

Papers [1—17, 20, 21] show effective use of electrohydrodynamic phenomena in various applications of
electric fields when controlling volumes, jets and flows of dielectric fields.

Nowadays, one of the most important issues in this area is the implementation of gas saving techno-
logies as well as incensement of their efficiency [1, 18, 19]. It is possible to raise the accuracy of current
flowmeters of variable pressure drop on narrowing devices (ND) (which have around 70-80 % of the whole
worldwide market) by applying innovative compensatory flowmeters with electrohydrodynamic (EH)
[1, 2, 20] pressure compensation. At the same time negative inverse connection covers all the signal conver-
sion chain, which makes it possible to exclude an error of each link inside the conversion chain after ND.

The fact is that at the moment, there are compensating flowmeters of variable pressure differential de-
veloped and implemented, in which the error of the “displacement-electrical signal” conversion (displace-
ment compensation schemes) and the “force-displacement” conversion (force compensation schemes)
is eliminated, while the “pressure-force” conversion remains not covered by the reverse compensation
connection. The principles of pressure compensation are described in [22, pp. 13—17], and the principles
of force compensation are described in [23, pp. 28—42]. The principle of pressure compensation, that is,
as mentioned earlier, the coverage of the entire signal transformation chain by compensatory respond, has
not yet been implemented and studied.

This article describes the stages of development of fundamentally new electrohydrodynamic pressure
compensation gas flowmeters with electrohydrodynamic inverters (EHI-2F) by using dynamic design (de-
sign of the controlled equipment and selection parameters of the control system to ensure the required dy-
namic indicators) and computer methods [7, 12]. They are competitive on the market in terms of accuracy,
speed and sensitivity to pressure drop on the ND.

Further we will consider only the signal conversion chain after the narrowing device of the electrohy-
drodynamic gas flowmeter in more detail. Fig. 1 shows the following symbols:

W, (s) is the transfer function of the link “differential pressure change on the narrowing device (ND)
and on the the EH inventer with a two-phase dielectric (EHI-2F) — movement of the working dielectric
fluid between the coverings of the capacitive undercompensation sensor (CUS)”

Q) Ap(t)  e(t) Ah, (1) AC, (D) AUy (1) AU, (1)
—» ND Wis)  —o Wa(s) |l Wi(s)  f—o Wi(s) N
Apy (D)

Wi(s)

Fig. 1. Structural diagram of the compensation electrohydrodynamic flowmeter
with EHI-2F (electrohydrodynamic inverter-2F)
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W (s)= = ; 1
1(S) e(s) T’s* +2eTs+1 W)

W,(s) is the transfer function of the dynamic element “movement of the working fluid between the
coverings of the capacitive undercompensation sensor — change in the capacitance of the capacitive under-
compensation sensor”

W, (s)=""2 0 = ks 2)

W (s) is the transfer function of the element “change in capacitance-voltage at the output of CUS (ca-
pacitive undercompensation sensor)”

AU (s) &k
W (s)=——"==2; 3
i (s) AC, (s) s ©)
W (s) is the transfer function of a high voltage amplifier
W, (s) = AU,(s)  k, @)

AU (s) T+l

W (s) is the transfer function of the element “voltage on the electrodes of an EHI — pressure in a fluid
at the output of an EHI”

VVS(S):AA%((Z)):ICV (5)

here, k and 7; are the transfer coefficients and time constants of the corresponding dynamic elements.

Selection of design parameters of the electrohydrodynamic gas flowmeter
using dynamic design and computer methods

Further increase in the accuracy and speed of compensatory EH flowmeters can be achieved by select-
ing transfer coefficients and time constants of elements within the framework of the dynamic formation
technology [12], but with a stable compesation scheme.

Let us demonstrate this by the example of choosing the parameters of the element “differential pressure
change on the narrowing device (ND) and on the the EH inventer with a two-phase dielectric (EHI-2F)
— movement of the working dielectric fluid between the coverings of the capacitive undercompensation
sensor (CUS)”.

Determination of stability boundaries of the electrohydrodynamic
compensation system in the plane of unknown parameters 7> — k,

We find the stability region of the compensation circuit in the plane of the variables of these parameters
and the characteristic equation of the closed compensation circuit of the transducer of pressure difference
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on the control system into an electrical signal as the sum of the numerator and denominator of the transfer
function of the open compensation system:

A(s)=TTs* +(TT,+T7 )8  +(T, + T,) 8 + s+ ks ey = 0. (6)

Taking into account [1], we have the initial data: k, —?, le -2,1,=0,154s;k, =801,6- 107" 2;
k3=0,2-1012X;k4:103;T4=1-103S;k5:4'109%. "

Denoting the variable le = 1, and another unknown parameter k1 =, we find the boundary of the os-
cillatory stability of the compensation converter of the pressure difference on the CS into an electric signal
(see Fig. 1) in the plane of the unknown parameters of the flowmeter.

At the same time, we focus on the Mikhailov frequency stability criterion, assuming at the same time
that the pressure difference on the control system of the flowmeter changes according to a harmonic law
with a circular frequency ®. The choice of this stability criterion was based on the fact that it is applicable
to both open and closed control systems. At the same time, the Mikhailov stability criterion does not limit
the order of the differential equation describing the control system. To highlight the region of stability of
the flowmeter, we are interested in the boundary of the oscillatory stability, when the Mikhailov hodo-
graph, the real and imaginary part of the characteristic complex of the compensation scheme (Fig. 1) built
in the coordinates, passes through the origin (Fig. 2).

The characteristic complex of the closed compensation circuit (Fig. 1) is obtained from the charac-
teristic equation (1) by replacing the Laplace operator s with jo: s = jo, where j = J-1 , O is the circular
frequency of the harmonic input signal of the pressure differential at the ND of the flowmeter.

Then equation (1) can be represented as

rQ(S)+uP(s)—R(s)=O, (7)

where R(s) is a polynomial, in which neither T nor [ are included.

‘ [L,A(w)

Fig. 2. Possible Nyquist hodographs from different values of unknown parameters 7> and k,
of the compensation electrohydrodynamic gas flowmeter: stability operation
of the flowmeter (1); at the stability boundary (2); unstable operation of the gas flowmeter (3)
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From the equations (1), (2) we can find the characteristic complex of a closed system, substituting s =
= j into the characteristic equation.

To separate the stability region of the compensation system for measuring the pressure difference on the
control system (Fig. 1) for two unknown parameters T and [, first of all, it is necessary to find the boundary
of its stability when the Mikhailov hodograph passes through the origin at some frequency, not changing
its smooth spiral shape. Wherein:

RA(jo)=0
e (J(D) . (8)
I,A(jo)=0
Then, taking into account (2), (3) for the oscillation stability boundary, we have:
{th(co)ﬂ,lPl (0)=R (o) .
20, (0)+ P, (0) = R, (o) ©)

where, O (®), P (®), R (®) are the corresponding polynomials with T, p1, and the constant term in (2)
with even degrees m, which corresponds to ReA(j®) = 0; QZ((D), P (»), R (w) are polynomials with uneven
degree ®, which corresponds to ImA(jw) = 0.

Thus, we have two equations with two variables that are solved for T and [ using determinants:

R (o) F(o)

o R, (0) PB(o) _ R ()P (0)-F(0) R, (o) :Al(m) (10)
0.0) B(@)] 0(0)A(0)-R©)0(0) Al0)
0.(0) (o)
0(o) R (o)

"= 0, (0) R, (o) :Ql(m)'Rz (0)-R (©) 0, () _4 () (1)
0(0) R(o) 0O(0)p(0)-F(0)(0) Alw)’
0,(0) B(o)

where

Taking into account equation (1) and substituting the numerical values of the parameters, we have:

0 (0)=T,0'=10"0"; 0, (0)=-0"; B (o) =kkkk, =64128-107";
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Fig. 3. Selection of unknown parameters from the range of stable operation of elec-
trohydrodynamic flowmeter in the plane of parameters le =1,k =u

P, (0)=0;

R(0)=(T,+T,)0’ =155-10"0*; R, (0) = ,T,0' —0=154-10"0" - o.

We use the NAG1 program to calculate the values of T and p. We introduce the coefficients of poly-
nomials with degrees ®. We consider values of frequencies of possible flowmeter operation from 10~* to
10* 1/s. A printout fragment of the PC calculation results to build a D-partition curve is shown in Appendix 1.

On the plane of the parameters T and p, we plot the corresponding interconnected points. Herewith
frequencies are not indicated on this curve, but only the direction of the frequency increasing is indicated.
Moreover, T is plotted on the abscissa axis, and L is on the ordinate axis. The geometrical location of these
points when ® varies is the oscillatory boundary of the stability of a closed system (Fig. 1). Thus, we obtain
the D curve — the plane partitions of the selected parameters T, i (Fig. 3).

To know which side the stability region of the system is located in the plane of the parameters T — [, we
perform the hatching of the D-partition curve. For this, we indicate the direction of frequency increasing
® on the D-partition curve. The hatching is as follows. If one presumably stands on the D-partition curve
and moves along it in the direction of frequency increasing ®, and if the main determinant A(®) > 0 is
positive, the curve is dashed with a double hatch to the left, which is the case here. We find special lines that
are determined by equating the first and last coefficients of the characteristic equation (1) to zero. They
coincide with the coordinates (Fig. 3). The special straight line along the axis does not hatch, since the
sign of the determinant does not change at the intersection. The special straight line on the abscissa axis
is dashed with a single hatching in the direction of the hatching of the D-partition curve, since there is an
asymptotic convergence.

The area limited by shading inward is the area of stable operation of the flowmeter, which is confirmed
by further calculations using the NAG?2 program. From this area, select a point with coordinates (Fig. 3):

k =pn=0,43-10"; T> =1=0,007s. (12)

Selection of design parameters of a gas flowmeter based
on the research results that ensure stable operation of the flowmeter

Based on the unknown parameters found in (12), we developed the design of the EHI-2F with ca-
pacitive output, which combines module transducer of the differential pressure on the flowmeter control
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Ap
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NS

N
N
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Fig. 4. Construction (based on the research results) of EHI-2F and a capacitive
undercompensation sensor of an electrohydrodynamic gas flowmeter

system into the displacement of the working fluid (transformer oil), the EHI-2F as well as CUS electrodes
(Fig. 4) in the single formation. Here, 1, 2 are high-voltage electrodes EHI-2F; 3,4 are lining CUS.

The design parameters in Fig. 4 are selected on the basis of (12) taking into account the following con-
ditions [1]:

2 2
=R (13)
pg (R -r)

2

l, (Rl_r) l,
R -R; +R12(l—ll)+R32 -7’

(14)

As a result, the following rational parameters were selected to ensure the competitiveness of the develo-
ped innovative compensatory gas flowmeter on the market: R, = 15.75 mm; R, = 12.85 mm; R, = 11.9 mm;
r=10.95mm; /=60 mm; /= L =55 mm.

Conclusion

This article considered the use of compensating flowmeters of variable pressure drop with electro-
hydrodynamic pressure compensation to improve the accuracy and sensitivity of measuring the flow of
transported liquids and gases. In addition, the article discussed the basic construction principles of the
electrohydrodynamic compensation using the dynamic design methods and automatic control theory. At
the initial stage, the transfer functions of all the links included in the EHI block diagram were defined. The
article further identified the transfer functions in an open-loop mode and selected the settings of the two
unknown parameters of the inertial link electrohydrodynamic system: transmission coefficient k and time
constant le. In the plane of flowmeter operability boundary, we identified the range of its stable operation.

81



4 Computing, Telecommunications and Control

Vol. 13, No. 3, 2020
>

With the selected design values of the flowmeter parameters, a point with coordinates (0.00043;

0.00725) was selected. This point is included in the stability area of the compensation scheme. This is the

novelty and practical significance of the research.

Since in formulas (13, 14) we have interrelated design parameters that can be chosen in various combi-
nations, with the abovementioned design parameters, numerous know-hows that have independent value
on the market are provided in the developed innovative compensation gas flowmeter. The introduction of
these flowmeters into the existing channels for the transportation of natural fuels will create a competitive
advantage for the fuel suppliers by potentially reducing the product cost.

Appendix 1

Printout fragment of the PC calculation results to build a D-partition curve

Nagorny A.I.
System order 4

Coefficients of polynomials

pl
0 6.41E-0004
1 0.00E+0000
2 0.00E+0000
3 0.00E+0000
4 0.00E+0000

®
1.0E-0004
5.0E-0004
1.0E-0003
5.0E-0003
1.0E-0002
5.0E-0002
1.0E-0001
2.5E-0001
5.0E-0001
1.0E+0000
1.5E+0000
2.0E+0000
2.5E+0000
3.0E+0000
3.5E+0000
4.0E+0000
4.5E+0000
5.0E+0000
5.5E+0000
6.0E+0000

82

p2 ql
0.00E+0000 0.00E+0000
0.00E+0000 0.00E+0000
0.00E+0000 0.00E+0000
0.00E+0000 0.00E+0000
0.00E+0000 1.00E-0003

T
1.000000E+0008
1.000000E+0007
1.000000E+0006
4.132412E+0004
1.000000E+0004
4.001632E+0002
5.000371E+0001
2.501130E+0001
3.998246E+0000
9.996460E-0001
4.442312E-0001
2.498210E-0001
1.598332E-0001
1.109497E-0001
8.147399E-0002
6.234288E-0002
4.922652E-0002
3.984440E-0002
3.290265E-0002
2.762285E-0002

2.401447E-0006
2.456843E-0004
4.301442E-0004
6.143256E-0003
2.401345E-0002
6.133251E-0001
4.771442E+0000
9.600130E+0000
6.006021E+0001
2.401930E+0002
5.403989E+0002
9.606787E+0002
1.501034E+0003
2.161466E+0003
2.941977E+0003
3.842569E+0003
4.863245E+0003
6.004008E+0003
7.264861E+0003
8.645809E+0003

q2 rl 12
0.00E+0000 0.00E+0000 0.00E+0000
0.00E+0000 0.00E+0000 -1.00E+0000
0.00E+0000 1.55E-0001 0.00E+0000
-1.00E+0000 0.00E+0000 1.54E-0004
0.00E+0000 0.00E+0000 0.00E+0000

n D

6.412800E-0016
3.408876E-0014
1.348264E-0012
5.815066E-0010
2.484800E-0009
4.412800E-0008
2.356800E-0007
6.916217E-0006
8.020811E-0005
6.414724E-0004
2.164753E-0003
5.131010E-0003
1.002120E-0002
1.731629E-0002
2.749724E-0002
4.104500E-0002
5.844054E-0002
8.016481E-0002
1.066988E-0001
1.385234E-0001
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6.5E+0000
7.0E+0000
7.5E-+0000
8.0E+0000
8.5E+0000
9.0E-+0000
9.5E+0000
1.0E+0001
1.5E+0001

2.6E+0002
5.1E+0002
7.6E+0002
1.0E+0003
1.3E+0003
1.5E+0003
1.8E+0003
2.0E+0003
2.3E+0003
2.5E+0003
2.8E+0003
3.0E+0003
3.3E+0003
3.5E+0003
3.8E+0003
4.0E+0003
4.3E+0003
4.5E+0003
4.8E+0003
5.0E+0003
5.3E+0003
5.5E+0003
5.8E+0003
6.0E+0003
6.3E+0003
6.5E+0003
6.8E+0003
7.0E+0003
7.3E+0003
7.5E+0003
7.8E+0003

2.351391E-0002
2.025358E-0002
1.762330E-0002
1.547061E-0002
1.368650E-0002
1.219140E-0002
1.092610E-0002
9.845800E-0003
7.021560E-0003

-1.392071E-0004
-1.501553E-0004
-1.522687E-0004
-1.530197E-0004
-1.533701E-0004
-1.535614E-0004
-1.536772E-0004
-1.537525E-0004
-1.538042E-0004
-1.538413E-0004
-1.538687E-0004
-1.538896E-0004
-1.539059E-0004
-1.539188E-0004
-1.539293E-0004
-1.539378E-0004
-1.539449E-0004
-1.539508E-0004
-1.539559E-0004
-1.539602E-0004
-1.539639E-0004
-1.539671E-0004
-1.539699E-0004
-1.539723E-0004
-1.539745E-0004
-1.539764E-0004
-1.539781E-0004
-1.539797E-0004
-1.539810E-0004
-1.539823E-0004
-1.539834E-0004

1.014685E+0004
1.176800E+0004
1.350926 E+0004
1.537063E+0004
1.735212E+0004
1.945373E+0004
2.167547E+0004
2.401735E+0004
3.521780E+0004

1.733120E+0007
7.870795E+0007
2.188252E+0008
4.948673E+0008
9.865324E+0008
1.796032E+0009
3.048092E+0009
4.889949E+0009
7.491358E+0009
1.104458E+0010
1.576440E+0010
2.188812E+0010
2.967552E+0010
3.940894E+0010
5.139321E+0010
6.595568 E+0010
8.344621E+0010
1.042372E+0011
1.287234E+0011
1.573224E+0011
1.904741E+0011
2.286408E+0011
2.723075E+0011
3.219817E+0011
3.781933E+0011
4.414948E+0011
5.124612E+0011
5.916901E+0011
6.798014E+0011
7.774377E+0011
8.852640E+0011

1.761196E-0001
2.199685E-0001
2.705508E-0001
3.283477E-0001
3.938400E-0001
4.675087E-0001
5.498348E-0001
6.412992E-0001
7.316953E-0001

1.127115E+0004
8.506648 E+0004
2.815066E+0005
6.607116E+0005
1.282801E+0006
2.207896E+0006
3.496116E+0006
5.207580E+0006
7.402409E+0006
1.014072E+0007
1.348264E+0007
1.748829E+0007
2.221777E+0007
2.773123E+0007
3.408876E+0007
4.135051E+0007
4.957658 E+0007
5.882709E+0007
6.916217E+0007
8.064193E+0007
9.332649E+0007
1.072760E+0008
1.225505E+0008
1.392102E+0008
1.573152E+0008
1.769256 E+0008
1.981015E+0008
2.209031E+0008
2.453904E+0008
2.716236E+0008
2.996628 E+0008
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8.0E+0003 -1.539844E-0004 1.003968E+0012 3.295682E+0008
8.3E+0003 -1.539853E-0004 1.134259E+0012 3.613998E+0008
8.5E+0003 -1.539862E-0004 1.276871E+0012 3.952177E+0008
8.8E+0003 -1.539870E-0004 1.432559E+0012 4.310821E+0008
9.0E+0003 -1.539877E-0004 1.602099E+0012 4.690532E+0008
9.3E+0003 -1.539883E-0004 1.786292E+0012 5.091909E+0008
9.5E+0003 -1.539889E-0004 1.985961E+0012 5.515556E+0008
9.8E+0003 -1.539895E-0004 2.201951E+0012 5.962071E+0008
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