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DATA PROCESSING BY END DEVICES IN IoT SYSTEMS
A.Yu. Anufrienko

National Research University Higher School of Economics,
Moscow, Russian Federation

This paper presents a correlation method for processing data on end devices and reducing
the amount of data transmitted over the network. Instead of expensive and complex network
devices, developers can use cheap and proven low-speed Internet of Things (ZigBee, NB IoT,
BLE) solutions for data transfer. The novelty lies in one of the features of this approach: the use
of components for analysis, rather than a complete copy of the signals, as well as processing
directly on the sensor. The advantage of this approach allows you to reduce the number of
operations and complexity of implementation, in contrast to other methods focused on the
cloud computing paradigm. We provide results for correlation values and the number of logical
elements (LE) when implemented on the FPGA, depending on the number of elements in the
correlator. This allows to maintain a balance between the required calculation accuracy and
spent hardware resources, as well as to simplify the end device.

Keywords: Internet of Things, industrial 10T, correlation, FPGA, matched filter, autocorrelation.
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OBPABOTKA AAHHbIX KOHEYHbIMUA YCTPgﬁCTBAMM
B CUCTEMAX MHTEPHETA BELLLEU

A.10. AHygpueHko

HaumMoHanbHbIM UcCcnenoBaTeIbCKUN YHUBEPCUTET «BbICLLAsA LWKOMA SKOHOMUKU Y,
MockBa, Poccuiickaa ®egepauns

IMpencraBiaeH KOPPEIIIUOHHBIN MeTOHd I 0O0pabOTKM MTaHHBIX Ha KOHEUHBIX YCTPOWi-
CTBaX M COKpAIlcHUSI 00beMa IepeIaBaeMbIX IO CETU TJaHHBIX. BMeCcTO JOpOTHX M CIIOKHBIX
CETEeBBIX YCTPOMCTB pa3pabOTUMKKM MOTYT IPUMEHSITH AelleBbie U MPOBEPEHHbIE HU3KOCKO-
pocTtHbIe pemeHus MatepHera Bemeii (ZigBee, NB 1oT, BLE) mis nepenaun nanHbix. Ho-
BU3HA COCTOUT B OJHOM M3 0COOCHHOCTE! 3TOTO MOAXOjJa — MCIIOJb30BAaHUM JUISI aHalu3a
He TMOJIHOM KOTIMU CUTHAJIOB, a X KOMIIOHEHTOB, a TaKxe 00paboTKe HEIMOCPEICTBEHHO Ha
ceHcope. JaHHBII TTOAXO MTO3BOJISIET YMEHBIINTh KOJMYECTBO OTlepalliii M CIIOXKHOCTh pe-
aNn3alny B OTJIMYME OT MHBIX METOIOB, OPUEHTUPOBAHHBIX HA MapaauTrMy OOJauHBIX BBI-
yuciaeHuii. [1puBeaeHbl pe3yabTaThl AJIS1 3HAYEHUM KOPPEISILUKU U KOJMYECTBA JIOTUYECKMX
anemeHTOB (LE) mpu peanuszanun Ha [TJIMC B 3aBUCMMOCTH OT KOJMYECTBA DJIEMEHTOB B
KoppensaTope. DTo MO3BOJISIET cOOJI0AaTh OalaHC MeXAy TpeOyeMOil TOUHOCThIO pacueTa U
3aTpauyeHHBIMU aIlllapaTHBIMKA pecypcaMu, a TakxKe YIIPOCTUTh KOHEYHOE YCTPOMUCTBO.

KnroueBble cioBa: MiHTepHeT Bellleil, mpoMbIlIeHHbIA MHTepHeT Belueii, Koppeisuus, [IJINC,
COIJIACOBAaHHBIN DUIBTP, aBTOKOPPEISAIIS.

Ccouika npu muTupoBanuu: Anufrienko A.Yu. Data processing by end devices in IoT systems //
Computing, Telecommunications and Control. 2020. Vol. 13. No. 2. Pp. 7—13. DOI: 10.18721/
JCSTCS.13201
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Introduction

Data are generating by End devices in Internet of Things systems: mainly group of sensors, social media,
and applications. This massive data generation results in ‘‘big data’’, but not all kinds of data are valuable.
Generally, the structure of IoT consists of five layers: Perception Layer, Network Layer, Middleware Layer,
Application Layer, and Business Layer. Some of the Internet of Things architectures targeted to cloud com-
puting at the center and a model of end-to-end interaction among various stakeholders in a cloud-centric
IoT approach [1]. Cloud computing frees the enterprise and the end user from the specification of many de-
tails. This feature becomes a problem for latency-sensitive (industrial) applications, which require minimized
delay. Fog computing extends the cloud computing paradigm to the edge of the network. The Fog vision was
conceived to address applications and services that do not fit the paradigm of the Cloud well [3].

Typical architecture and components of IoT systems are presented in [1—4]. The systems include mod-
ules consisting of sensors, actuators and modems — devices that generate and transmit data. A number
of sensors read and report the status of monitored objects. Industrial equipment may have thousands of
points for data generation. The module may also have actuators for affecting the logical state of the tool.
Modems transmit data to the next level — gate. The gate is usually a hardware component that interacts
with a number of modules. The gate also interacts with a platform where the data are saved, processed and
provided to end users. The platform (web-based platform) has a number of core components like storage
systems, databases, Al and BI tools and an app engine support. So, one of specific devices in the system is
the module because the quality of the final results and big data are depending on this device. Typical case
for IoT system is transmitting data from modules to an IoT platform (cloud) as is, and deep processing
with BI and Al tools.

The volume of generated data is often large, so its transfer to the cloud is limited by the network band-
width. In industrial IoT applications 100 % of data should be analyzed, but not 100 % of the data should be
saved. In addition, there are a lot of other applications (connected cars, smart city, assessments) when sev-
eral groups of sensors are used in the tests or operations. In aviation, an aircraft engine can have as many as
250 sensors. A twin-engine aircraft on a 12-hour flight can produce up to 844 TB of data [5]. Widely used
IoT wireless technologies have typical throughput of 10—250 kbps, and end devices may be autonomous
(have an autonomous power supply) and low powered. In addition, there are not enough storage systems
for terabytes and petabytes of raw data. This example demonstrates the complexity of using cloud-oriented
approaches to analyze high-speed data streams.

The purpose of this paper is to review the existing data processing methods (cloud-edge) and research
required computing resources and correlation efficiency depending on the complexity of data processing
when processing on devices.

Clouds and endpoint architectures

One of the most commonly used approaches for IoT systems is the sampling rate adaptation [6—9].
A sampling rate is a rate at which a new sample is taken from a continuous signal provided by the sensor
board. This rate can be adapted according to the input acquired from the monitoring area. If no significant
change is noticed for a certain period of time, the sampling rate could be reduced for the upcoming period,
and in contrast, if an event is detected, the sampling rate is increased. This sampling rate adaptation is
based on event detection [7]. Data reduction approaches focus solely on reducing the number of trans-
missions while maintaining a fixed sampling rate [9]. The most popular of them all is the dual prediction
scheme [10]. A prediction model capable of forecasting future values is trained and shared between the
source and the destination, thus enabling the source sensor node to transmit only the samples that do not
match the predicted value.
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Another variation is a spatial-temporal correlation based approach for sampling and transmission rate
adaptation in cluster-based sensor networks [11]. The correlation between sensor nodes and the new sam-
pling rates of each sensor is calculated. This approach does not require any algorithm to be implemented
on the sensor level, the only task performed by the sensors consists exclusively in sampling and transmis-
sion. All the work is done on the Cluster-Head (CH) level, where at the end of each round (duration pre-
defined by the user) the CH runs an algorithm that finds the spatial correlation among the data reported
by the sensors belonging to the same cluster. Then, it transmits to one of them its new sampling rate for the
next round according to its level of correlation with other neighboring sensors in the cluster. The sampling
rate scheduling follows a strict protocol that keeps the sampling rate of the sensors showing high correla-
tion with a large number of nodes at an optimal maximum level [11].

In paper [12], the authors propose to capture such sensor data correlation changes to improve the
performance of [oT (Internet of Things) equipment for anomaly detection. In a feature selection method,
first cluster correlated sensors together to recognize the duplicated deployed sensors according to sensor
data correlations, and monitor the data correlation changes in real time to select the sensors with corre-
lation changes as the representative features for anomaly detection. Curve alignment and dynamic time
warping (DTW) [13] are methods used for measuring similarity between two time series (data sequences).
However, DTW methods do not assume a consistent time lag, and calculate an optimal matching between
two given time series with certain restrictions to maximize a measure of their similarity [12]. But these
methods involve working with big data at the cloud side.

There are two key issues:

1) Limited IoT network throughput and large amount of data.

2) Limited calculation resources near the sensors.

The general task for an IoT system is a reliable transmission of the data from the sensors to the platform
for further analysis and visualization as Fig. 1a shows. As already mentioned, not all data should be trans-
ferred and stored for subsequent processing. For deep and precision analyzing, critical modes possess the
utmost importance, especially at the assessment stage.

1.End device 2. Concentrator 3.Cloud 4.Analytics 5.Service
MODULE

[m]

w

Sis] by PLATFORM USERS

a) E g MODULE ||~ (cLoup)

z =) =—————
MODULE |7~ TERMINAL

S0« Mormalizer& '/_ \
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} bl o Mormalizer &
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5,(0)
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5.0

Fig. 1. Typical architecture of IoT systems (a) and simplified block diagram
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Design and results

To achieve the required results, we could use correlation methods. For many years, correlation meth-
ods have been applied in radar and sonar systems for range and position finding in which transmitted
and reflected waveforms are compared. In robotic vision, they are used for remote sensing by satellite
in which data from different images are compared. One of the applications of correlation is correlation
detection implemented by the matched filter, which maximizes S/N ratio at its output. And output result
of the matched filter is the autocorrelation at lag zero of input signal and its locally saved copy. But in IoT
systems, we operate only with random signals, opposite to radar applications. The cross-correlation [14]
between two digital sequences, each containing N data and normalized to the number of samples might
be written as:

()= 2 50,0+ ) n

where, the correlation should be calculated with lags. In case when sequence x (n) = x,(n), the process is
known as autocorrelation and can be written as:

3 (0) = Y () =S, @

where §'is normalized energy of signal.

The cross-correlation values computed according to the above equations depend on the absolute values
of the data. But it is often necessary to measure cross-correlations in a fixed range [—1; +1]. This can be
achieved by normalizing the values by an amount depending on the energy content of the data. And the
normalized expression for r,, becomes:

1,(J))
N-1 N-1 ’ 3
H[fo(n)*zxﬂn)] @)

pL(J)=

where “+1” means complete coincidence (100 % correlation). Despite the fact that the result in the range
[—1; +1] is convenient for understanding and analysis, the computational complexity of the denominator
(3) is high and requires relatively large computational resources, especially the division operation.

In this paper, we analyze required computing resources and correlation efficiency depending on the
complexity of the filter. Matched filters are detecting signals by comparing (determining the correlation) a
known signal or pattern with a received signal. So, the number of samples of a known signal (saved copy)
defines the number of taps of the matched filter. On-sensor processing concept means a combination of
sensor and processor functions in a single device (System-on-chip). The module consists of a sensor, an
analog-to-digital converter (ADC) and a fast processor. There are several types of devices suitable for the
prototyping tasks — microcontrollers (MCU), digital signal processors (DSP) and field programmable gate
arrays (FPGA). Most microcontrollers have a built-in sensors and ADC, but the operation frequency of
the MCU is limited. In parallel processing, when a matched filter stores a set of local signals, implemen-
tation on the DSP is not the optimal solution. FPGA devices are more optimal for fast parallel processing
in case of a matched filter. Cyclone IV FPGA family [16] was used as a base for system prototyping. The
models were implemented with MATLAB. FPGA implementation used Verilog HDL. As it was said ear-
lier, Signal-to-Noise ratio at filter’s output depends on the quality of a stored copy of a signal. In a digital

10
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Fig. 2. Correlation values and number of logic elements (LE)
depending on the number of taps in the correlator
(A) — correlation; () — N of LE

system, it means a number of samples of one signal. And the number of samples defines the number of taps
in the filter. We used triangular waveforms described by 4, 8, 12, 16, 20, 24, 28 and 32 samples in the exper-
iment. Thus, eight 14-bit matched filters were implemented in the FPGA in accordance with the models
made in MATLAB. The use of FPGA resources is analyzed only for multipliers and integrators, shown in
Fig. 1b. The amount of logical resources required for the division and square root operations is constant.
The results of modeling and implementation are shown in Fig. 2.

199 LEs, 63 registers are required for the 4-tap filter, and a correlation value of 0.91 is reached. And
2646 LEs, 477 registers are required for the 32-tap filter, and a correlation value of 0.948 is reached. In
case we need to analyze 100 types of signals in a data stream, 19 900 LEs will be necessary in the first case
and 264 600 LEs in the second. Of course, operation frequency will be lower in the second case. Fmax for
Cyclone IVisequal to 133 MHz, and the presented method gives a delay of 2 clocks, which is unattainable
for MCUs and DSPs, and with parallel processing on the FPGA the performance gain will be more signif-
icant. The cost of an FPGA device suitable for implementing 100 32-tap filters can be 10 times higher than
that of a simple FPGA device. For ASIC implementation, the number of gates is also crucial.

Conclusion

The key results presented in the article are summarizing fast data processing based on correlation with
orientation to FPGA/ASIC. Correlation processing allows to reduce the amount of data transmitting from a
sensor to the cloud and to simplify the IoT network architecture. Sensor-based data processing has more ad-
vantages than the cloud computing approach, where less than 100 % of the data is required for transmission,
storage, and analysis. The applications are especially important in industrial systems (industrial IoT). Due to
the large number of multiplications and divisions, correlators require a large amount of hardware resources.

Simulation results show the effectiveness of event detection. The dependence of the required hardware
resources of the FPGA on the correlation value increases non-linearly. As the number of taps increases,
the performance of the system (Fmax) decreases, so it is important to maintain a balance between accu-
racy and resource consumption. However, instead of expensive and complex network devices (Fog, Edge,
Cloud computing), engineers can use cheaper IoT solutions. In future designs, it is more promising to use
SoC solutions that include sensors, ADCS, microcontrollers and logic cores.
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B/IMAHUE NPOCTPAHCTBEHHOW OBPABOTKU CUTHAJIOB
rHCC HA HABUTALUUOHHO-BPEMEHHDIE ONMPEAENNEHUA

M.A. KydpaweBa, A.C. [JaBvideHKo

CaHkT-NeTepbyprcknii nonnTeXHUYECKUn yHUBepcuTeT MNeTpa Benunkoro,
CaHkT-MeTepbypr, Poccuiickas Peagepaumn

IToBhIIeHME TTOMEXO3alINIIEHHOCTH — BaXkHasl 3ajgada, TpeOyolass pelieHus B COBpe-
MEHHOM NPUEMHOM allliapaType CUTHAJIOB TJI00AJTbHBIX HABUTAIIMOHHBIX CITYTHUKOBBIX CH-
creM. OmHUM n3 Hanmbojee 3(PGEeKTUBHBIX METOIOB SBJISIECTCS MPOCTPAaHCTBEHHAsA (PUIBTpa-
LIMsI HA OCHOBE aJallTUBHBIX aHTEHHbIX pelieToK (AAP). OnHako aHTeHHas! pellleTKa MOXET
MPUBOIUTDH K MOSIBJCHUIO AOIMOJHUTEIbHBIX OIIMOOK B pelleHUM HaBUTAllMOHHOM 3amadu,
YTO JIeJIaeT HEBO3MOXHBIM MCHOJb30BaHue AAP mis1 mpuiiokxeHUil, TpeOYIOIIUX TOYHOTO
MO3UIIMOHUPOBAHUS M TOYHOW BpeMeHHON cMHXpoHMU3auuu. [IpoBeeHO 3KCIIepUMEHTaJb-
HOE€ CpaBHCHWE HAaBUTAIIMOHHEBIX pEIICHN, MOJTYIEeHHBIX HA OCHOBE CUTHAJIOB C OMMHOYHOMU
AHTEHHBI ¥ Ha OCHOBE CUTHaJIa Ha BeIxome AAP. Pe3ynbTaThl Imokasaiau, 4TO MCIIOJIb30Ba-
Hue AAP B coctaBe MpUEMHON HAaBUTaLIMOHHOM ammapaTypbl MOXET IIPUBECTU K 3alepPXKKe
BbIIAauM CUTHaja 1 pps Ha BeJUYMHY, IIPOMOPLUMOHAIbLHYIO BpeMEHM 3adepKKKM CUTHala B
uugponoii yactu AAP. Pe3ynbraTel aKcriepuMeHTa Takke nmokasanau, 4yTo AAP MoxkeT npuBe-
CTH K TOSIBJIEHUIO OIIMOKU B MTO3UIIMOHUPOBAHUM NpruéMHMKA. [IpeayioxKeHbl BapUaHThI 10
YMEHBIICHUIO BIUSTHUS AAP Ha pelleHre HaBUTAIIMOHHOM 3a1adu.
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pelieTka, 1 pps-CUTHaJl, MECTOIIOJIOKEHNE, HABUTALIMOHHBI MPUEMHHUK.

Ccpuika npu mutupoBanun: Kudriasheva P.A., Davydenko A.S. The impact of GNSS spatial sig-
nal processing on position and time measurements // Computing, Telecommunications and Con-
trol. 2020. Vol. 13. No. 2. Pp. 14—23. DOI: 10.18721/JCSTCS.13202

CTraThsl OTKPHITOTO J0CTYyMNa, pactpoctpansemas no gutieH3un CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

Nowadays global navigation satellite systems (GNSS) find a wide range of applications in various fields
of science and technology. GNSS allows determining position and speed of objects with high accuracy, to
determine angular orientation and provide time synchronization of GNSS consumer equipment.

The main vulnerability of GNSS is caused by GNSS equipment susceptibility to intentional interfer-
ence (jamming signals). One of the main research directions in GNSS is increasing the intentional inter-
ferences resistance of GNSS consumer equipment.

Reliable operation of GNSS receivers in the presence of jamming signals can be maintained by inter-
ference filtration techniques (time-frequency, polarization, spatial filtration), but the most effective and
universal one is supposed to be spatial filtration on adaptive antenna arrays [1-5]. Spatial filtration tech-
nique is based on processing signals received on spaced antenna elements.

An adaptive antenna array (AAA) is a set of antenna elements whose channels gain can be controlled
in amplitude and phase, that feature allows to shape desired radiation pattern of the AAA. To suppress
interference, it is necessary to generate zeros of the radiation pattern at the interference arrival directions.

AAA research usually evaluates interference suppression performance and little attention is given to
the impact of AAA on signals of interest, particularly on GNSS signals. In practice, the use of weighting
processing, non-identical frequency characteristics of receiving channels, the use of antenna elements
with non-identical radiation patterns can lead to the formation of additional amplitude-phase shift at the
AAA output signal [6-8], the shift can introduce additional error in the solution of the navigation problem.
Due to this additional error, the range of AAA applications as a part of navigation equipment (that requires
high-precision positioning and/or accurate timing synchronization) can be reduced.

In papers [8—12] the influence of AAA on the operation of a GNSS receiver is shown by estimation
of intermediate parameters of GNSS signal processing: pseudo-ranges and code or carrier phase biases.
These papers do not describe how pseudo-ranges or phase biases could affect positioning or time synchro-
nization pulse generating. In addition, the final result depends on the type of AAA algorithm used. In [13]
the measured time delay is achieved in a few decimeters. In [14] after estimating the offset, the receiver
offset errors could be compensated either in the navigation processor or in the tracking loop of the GNSS
receiver. The simulation demonstrated centimeter-level bias correction accuracy.

The navigation solution can be produced on the basis of code or phase measurements [8—12], but in this
work, we pay attention to code measurements.

The purpose of this research is to identify the impact of AAA on the navigation solution by comparing
the accuracy of the navigation solution with and without using AAA. As the measure of AAA impact on
navigation solution we used the deviation of coordinates in rectangular coordinate system relative to ref-
erence point and average time delay of synchronizing 1 pps pulses using AAA instead of a single antenna
element for measurements.

Adaptive antenna array

Interference filtration by AAA is based on the principle of spatial selectivity. The main characteristic
of AAA is the radiation pattern (RP) — dependence of the AAA gain on signal arrival direction. In order
to suppress interference, it is necessary to shape the RP’s zeros in the direction of the interference arrival.
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Fig. 1 shows the structural diagram of AAA with N antenna elements. Interferences and signals of
interest from satellites are received by antenna elements. Signals from each antenna element pass to the
radionavigation receiving device, then analog-to-digital conversion (ADC) of the signals occurs, and the
further processing is performed with digitized signals.

ADC-block forms X (k) = [x1 (k) x,(k)...x (k)]Tsamples of input signals for all AE, digitized input
signals are further multiplied by complex-conjugated W =[w,,w,, ...,w, ] weight coefficients and the
obtained products are summed up. The sample of AAA output signal for the £ moment of time is calcu-
lated as follows:

V(o) =X () = 3w, (6),

the superscript H denotes Hermitian transpose, asterisk * denotes the complex conjugation.

Further, AAA weight coefficients are calculated on the basis of X(k) and Y(k) samples, AAA weights
enable generating the AAA RP for interference suppression. There is a great variety of AAA algorithms
based on following criteria: minimum mean square error, minimum output power, maximum SNR at the
AAA output, etc. If navigation chips are used as GNSS consumer equipment, the AAA output signal is
converted to analog form (DAC) (Fig. 1). The output signal of AAA is free of interference signals and used
for calculation of navigation solution at the receiver.

Experimental setup

The purpose of the experiment is to determine AAA impact on navigation solution, evaluate the ac-
curacy of the consumer’s position and the accuracy of the moment 1 pps signal arrives from navigation
receiver. The structural scheme used for measurements is shown in Fig. 2.

The list of the equipment:

navigation reception antenna L1 GPS/GLONASS Tallysman 33-7972-00-1500 (1 piece);

navigation receivers: u-blox LEA-MS8T (2 pieces) (accuracy of positioning — 2.5 m, accuracy of 1
pps-signals delivery < 20 ns);

a sample of a 4-element AAA for GNSS signals;

a two-channel device for recording moments of 1 pps signals arrival from navigation receivers;

PC with installed software for operation with navigation receivers and software to form1 pps-signals
records.

A mixture of real satellite signals with AWGN is received on two antenna modules. A single antenna
represents the first antenna module and the second is the sample of AAA. AAA is capable of operating in

AAA processor
Wi
X2 ™ Y
RF2 |—» ADC ——— N DAC
Wa
l RFN |—] Abc —
Wn Navigation
AAA Algorithm receiver

Fig. 1. Structural diagram of AAA with N antenna elements
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Single Navigational
—> ) ——— NMEA messages ——————— PC
antenna receiver 1
| 1pps A— 2
Navigational
AAA —> NMEA messages

receiver 2

l

1pps

1pps-recording device
(2 channels)

Fig. 2. Block diagram of the measuring equipment

the L1 frequency range of GNSS GPS and GLONASS. Signals from antenna modules are transmitted
to inputs of corresponding navigation receivers, where the complete cycle of satellite signals processing is
performed, as a result of which the solution of navigation task is evaluated, i.e. position and 1 pps-signal.

Both navigation receivers send NMEA messages to the PC via a serial port once per second and the PC
writes them to a text file. Geographical coordinates (latitude, longitude, height) and their corresponding
time are extracted from NMEA messages (GGA — Global positioning system fix data) and transformed
into rectangular coordinates (x, y, z). Receivers also output a 1 pps signal at 1 Hz. The time of arrival of
1 pps signals is recorded by a two-channel 1 pps-recorder. The 1 pps-recorder contains a 240 MHz refer-
ence clock. There is also a counter incrementing every cycle of the reference clock. The second counter
fixes moments of 1 pps arrival from a navigation receiver. The second counter increments after 1 pps tag
is received and fixes the value until the next 1 pps tag is received. Obtained values of the second counter
are recorded into a separate text file with a rate of 2 kHz. Recording is performed simultaneously via two
channels from identical navigation receivers. As a result, two-channel record is formed containing arrival
moments of the 1 pps signal samples relatively reference 240 MHz clock. Thus, the 1 pps edge is measured
with 4 ns precision.

Experimental results

The purpose of the experiment is to compare navigation solution obtained based on signals received at
a single antenna element; the measuring device is in the stationary state during measurements.

Comparison of delay of 1 pps signals with AAA relative to 1 pps signals from single antenna is carried
out at generation of 1 pps signal on the basis of GPS satellites constellation. The experiment involves com-
paring the delay of 1 pps without an intentional interference and in the presence of one. However, in the
presence of the interference, the navigational receiver is not able to get solution. Therefore, the following
sets of records were made to make comparison of the operation navigation receivers with antenna and AAA
possible in the presence of interference:

1. All receivers are configured to receive GPS signals. Records are made without intentional interfer-
ence.

2. The receiver with the single antenna operates on GLONASS signals, the receiver with AAA operat-
ed on GPS signals. Records are made without intentional interference.

3. The receiver with the single antenna operates on GLONASS signals, the receiver with AAA operates
on GPS signals. Records are made in the presence of 1 MHz wideband interference in the GPS signal band.

Each record set contains: records of NMEA messages from each navigation receiver; a two-channel re-
cord 1 pps signals from receivers. Measurements are made under conditions of direct reception of satellite
signals during 20 minutes, the rate of navigation solution output — 1 Hz.
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All coordinates are measured relatively (X , Y ., Z ) — the reference point measured with centim-
eter-accuracy by the Trimble R7 GNSS Receiver. Based on the obtained records sets, we transformed
the geodesic coordinates to rectangular and constructed histograms of rectangular coordinates (x, y, z)
(Fig. 3—5). We also calculated sample mean and standard deviation of relative coordinates and tabulated

the results (Table 1).

] le antenna

Relative probability

Relative probability

Single antenna
AAA

0.1} 1
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Fig. 3. Histograms of measured coordinates, both receivers operate on GPS, without interference
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Fig. 4. Histograms of measured coordinates, receiver with single antenna operates
on GLONASS, the other — on GPS, without interference
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Fig. 5. Histograms of measured coordinates, receiver with single antenna operates

on GLONASS, the other — on GPS, the presence of 1 MHz wideband interference for GPS

Tablel
Sample mean and standard deviations of measured coordinates
in relation to the reference point
No. of the l?nn(‘;zr&?:l Mean Mean Mean Std Std Std
records set . XX )m|(Y-Y )m|(Z—Z ), m|X—X ), m|[(Y-Y ), m|(Z—Z ), m
Of recelver ref’ ref’ ref’ ref’ ref’ ref’
Single 713 438 | —11.73 1.59 0.97 2.63
1 antenna
AAA —4.39 —3.34 —10.09 0.79 0.84 1.88
Single —6.83 444 | 1973 1.46 1.50 1.42
) antenna
AAA —7.38 —0.01 —12.36 0.88 0.76 1.62
Single 449 4.87 ~3.05 2.15 1.42 4.00
3 antenna
AAA -9.26 —3.56 —28.76 2.34 0.72 4.83

We have estimated the delay of the 1 pps signals introduced by the AAA in relation to 1 pps signals gen-
erated from the receiver with the single antenna on the basis of two-channel 1 pps signal records. Estimated
delays are summarized at Table 2 and are equivalent to the time delay introduced by the AAA.

Using the data from Table 2, we can estimate the delay Az,

GPS

introduced by the AAA generating a 1 pps

signal on GPS signals in the presence of interference based on the estimate of the 1 pps signal delay for the
third set of records (during the third recording, a single antenna receiver generates a 1 pps signal via the
constellation GLONASS):

§=At —At,
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Aty = At + 6,

where Atl,z’3 — estimates of 1 pps signal delay for the first, the second or the third set of records (from Ta-

ble 2) determined for AAA; J — difference of 1 pps signal delays caused by operation on different GNSS;
AtGPS — the estimate of the 1 pps delay introduced by AAA signal using GPS constellation in the presence
of intended interference. Table 3 contains AAA estimated delays for 1 pps signal without and with the in-
terference effect. Without interference, the AAA sample introduces a delay of 22.2 ps. In the presence of

wideband interference, the 1 pps signal is delayed by 22.145 ps.

Table?2
Estimated offset of the 1 pps signal when using AAA
in relation to the 1 pps signal from a single antenna
Set of Initial conditions Histogram Estimated
records with coordinates | AAA delay, us
All receivers are configured to receive GPS signals. .
1 Records are made without intentional interference Fig. 3 22.200
The receiver with the single antenna operates on
’ GLONASS signals, the receiver with AAA operates on Fie 3 22157
GPS signals. Records are made without intentional & )
interference
The receiver with the single antenna operates on
3 GLONASS signals, the receiver with AAA operates on Fie. 3 22,102
GPS signals. Records are made in the presence of 1 MHz & )
wideband interference in the GPS signal band

The delay introduced into the signal by AAA is supposed to be constant and can be attributed to the
structure of analog and digital parts of AAA, i.e. signals received at AAA antenna elements are delayed
within analog paths of RF-block. Fig. 6 shows a structure diagram of a digital signal processing block for
one of the AAA channels. The main contribution to the delay of AAA signals (Table 3) is made by the
group delays of digital filters used for signal resampling (down- and upsampling) and filters for correction
of phase frequency characteristics of AAA receiving channels; the delay can also be formed by the AAA
algorithm (the use of spatial-time processing additionally requires delay taps in each AAA channel).

Table3
Comparison of 1 pps delay for AAA using GPS constellation

Estimated AAA delay for GPS constellation, ps
no interference 22.200
1 MHz wideband interference 22.145

Conclusion

By comparing the accuracy of the evaluated navigation solution without and with the use of AAA, we
found that the AAA sample delays the output of the 1 pps signal by 22.2 ps in relation to the 1 pps signal
from a single antenna element.

The results of coordinate measurements (Table 1) show that without interference the sample mean and
standard deviation of the measured coordinates with the single antenna and the AAA slightly differ from
each other. In the presence of wideband interference (record set 3), the standard deviation of the vertical
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ADC DAC

Downsampling
filter

—= Bandpass filter — Corr:;::;lng —= AAA Algorithm —» Upsfailrtr:::hng —— Bandpass filter

DSP-block for one channel of AAA

Fig. 6. Structure diagram of a digital signal processing block for one of the AAA channels

coordinate component std(Z — Z ) increases by a factor of 2 compared with measurements without the
interference. Sample mean coordinate mean(Z — Z ) with the single antenna is — 3.05 m, and mean(Z —
— Z ) with AAA is — 28.76 m. In case of interference effect, the use of AAA made the displacement of
the measured Z coordinate, at the same time std(Z — Z ) with single antenna and with AAA did not differ.

The results showed that the use of AAA as a part of GNSS receiving equipment made an impact on
the navigation solution. The AAA influence on the time component can be compensated by the config-
uration of navigation receiver, the output 1 pps signal delays according to the measured delay value from
Table 3. Influence of AAA on navigation parameters, such as, coordinates and speed, can be reduced only
by reduction of AAA group delay or by taking into account AAA characteristics for navigation solution
calculation.
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For the successful development of an integrated transceivers, it is necessary to use the principles
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HUCXOAALWEE MPOEKTUPOBAHUE UHTEIPAJIbHbIX
NMPUEMHbBIX U NEPEAAIOLUX YCTPOUCTB: OCOBEHHOCTH
U METOAUKA NMPENMNOAABAHUA C UCINOJIb3OBAHUEM
CAINP ADVANCED DESIGN SYSTEM (ADS)

E.B. banawio6

CaHkT-NeTepbyprcknii nonnTeXHUYECKUn yHUBepcuTeT MNeTpa Benunkoro,
CaHkT-MeTepbypr, Poccuiickas Peagepaumn

TpeboBaHUST K CTEIIEHW WHTETpPallMi, CTOUMOCTH, SHEProMOTPeOIIeHNI0 TPUEMHO-TIEPE-
TAIOIINX YCTPOMCTB MOCTOSTHHO BO3pacTaioT. B cBsI3M ¢ 3TUM B HacTosIIee BpeMs TpUEMHBIE
¥ TIepeAalolre yCTPOCTBA CTPOSTCSI Ha OCHOBE MHTETPAbHBIX cXeM. JIJIsT yCIIeITHOM pa3pa-
OOTKM MHTETPAJBbHOTO MPUEMHO-TIEpENaIoNIeTo YCTPOMCTBa HEOOXOMMMO TIPH TIPOEKTUPOBA-
HUM MCMOJIb30BaTh MPUHIIMIIBI HUCXOISIIETO MpOoeKTUpoBaHus (top-down design) m CKBO3-
HOTO IIPOEKTUPOBAHMSI, PeaIM30BAHHbIC B CUCTEMAaX aBTOMAaTU3MPOBAHHOTO IIPOEKTUPOBAHMSI
PaIno3JIEKTPOHHBIX YCTPOUCTB. B cTaThe paccMOTpeHbI 0COOEHHOCTH M METOIMKA OO0YUEHHSI
CTYICHTOB pa3pab0OTKe MHTETPATbHBIX TPUEMHBIX U TTEPEHAIOIINX YCTPOMCTB B COOTBETCTBHUY C
MIPUHIIUIIOM HUCXOMASIIETo MpoeKTupoBaHus. [IpemioXeHHasI METOAMKA 00yJIeHMS MTO3BOJISIET
CTyJE€HTAM Hay4MUThCs MCIIOJb30BaTh CPEACTBA CUCTEMHOIO M CXEMOTEXHMYECKOTO MOIE/IM-
poBaHUS Ha TIpUMEpe CUCTEMbI aBTOMaTU3UPOBAHHOTO TpoekTupoBaHug Advanced Design
System (ADS) komnanuu Keysight 1 ocBOUTbh MaplIpyT NIPOEKTUPOBAHUS, BKIIIOUAIOIIUI Clie-
NIYIOIIME 3TAmbl: MPOSKTUPOBAHNE HA YPOBHE CUCTEMBbI, IIPOCKTUPOBaHNE HA YPOBHE CTPYK-
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TYPHO#I CXeMBbI, MIPOSKTUPOBAHNE HA YPOBHE IPUHIIUITNAJIBHOM CXeMBI M IIPOCKTUPOBaHUE Ha
YPOBHE KOMITOHOBKHU KpHCTaJlla.
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Introduction

Modern digital communication systems are built using complex signal processing algorithms, and the
complexity of systems increases as new modulation schemes, multiple access protocols and communica-
tion standards are introduced [1-5]. Requirements for the integration degree, cost, power consumption
and time to market for a transceiver are constantly increasing. In this regard, at present, transceivers are
built using integrated circuits (IC). Integrated circuit includes not only functional units and transceiver
blocks, but in some cases, transceivers are fully implemented in the form of an integrated circuit.

For the successful development of an integrated transceiver, it is necessary to use modern design
principles and tools. This need arises from the fact that the transceivers of any modern digital commu-
nication system represent a set of software and hardware, which are developed in close connection with
each other [6-11]. Thus, the transceiver consists of a digital part and an analog part. The digital part per-
forms digital signal processing using algorithms specified at the software or hardware level. The analog
part implements analog signal processing, including the processing at high frequencies. For example,
the requirements for the schematic and parameters of the transceiver blocks of the analog and high-fre-
quency parts follow from the specification and the design features of the whole system. At the same
time, in contrast to the design using discrete elements, the cost of an error in the IC transceiver design
is high due to the impossibility of adjustments after the manufacture of the IC chip without redesigning
and manufacturing the IC. In this regard, at present, the design of transceivers is carried out on the ba-
sis of the principle of top-down design [12] and the principle of end-to-end design flow implemented
in electronic design automation (EDA), for example, Advanced Design System (ADS) from Keysight
Technologies.

The principle of top-down design implies design with sequential simplification of the task by dividing
it into several separate subtasks. Initially, the system is described at a high level, and then gradually divid-
ed into separate parts with more detailed description until the granularity is sufficient to implement the
system at the level of schematic and IC layout, or until the granularity is sufficient for coding. Three levels
of design are distinguished: design at the system level, design at the block diagram level, and design at the
schematic diagram level. Each design level uses its own methods of modeling the system or device. A fourth
design level — design at the chip layout level can be added to these three.

The end-to-end design flow implies the organization of teamwork on a project in a single development
environment that supports various design and simulation tools with the transfer of the results of one design
stage to the next. At the same time, changes made at any stage should be reflected in all parts of the project
at once.

The developers of digital communication systems, transceivers and their individual parts for the suc-
cessful solution of his task must have not only knowledge sufficient to solve a specific problem, but also an
understanding of the entire design route of the transceiver and the place of the task they are solving specif-
ically among other tasks solved by their colleagues.

In this regard, it seems expedient to train engineers and specialists in the field of design of transceivers
on the basis of teaching methods involving the principles of top-down and end-to-end design flow. This
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will not only create a holistic view of the students about the subject, but also teach them the principles of a
modern approach to designing receivers and transmitters.

Peculiarity of integrated transceiver design

The signal processing of digital communication systems is realized using digital or analog signal pro-
cessing based on hardware and software. The hardware can include the following main components re-
sponsible for the signal processing steps:

— digital signal processor (DSP);
digital signal processing circuits;
analog-to-digital and digital-to-analog converter;
analog part of the transceiver;

— high-frequency part of the transceiver.

Various stages of signal processing can be implemented both in the digital and in the analog domain.
For example, consider the implementation of a superheterodyne receiver in Fig. 1. The receiver front-end
in Fig. 1 consists of band-select filter (BSF), the low-noise amplifier (LNA), mixer (Mixer 1), image-re-
ject filter (IRF) and intermediate-frequency amplifier (IFA). The signal spectrum is first transferred to the
intermediate frequency fIF by means of the mixer (Mixer 1), and then, by means of I/Q demodulator, the
passband signal is demodulated.

The signal is demodulated in the analog domain using a quadrature demodulator based on two mixers,
Mixer 2 and Mixer 3, and low-pass filters (LPF) (Fig. 1 a). Then the signal is amplified by baseband am-
plifier (BBA) and the analog-to-digital conversion is carried out by means of a digital-to-analog converter
(ADC) and further signal processing is realized in the digital domain (DSP). In the second case (Fig. 1 b),
signal demodulation is carried out using I/Q demodulator implemented in the digital domain and located
after the analog-to-digital converter (ADC). It consists of the two multipliers and the FIR digital filters.
Such a receiver is often called a Low-IF Receiver, or Digital IF Receiver.

At present, due to the rapid development of microelectronics, several trends are observed in the de-
sign of transceivers. Firstly, the development of integrated technologies, especially CMOS technology,

I/Q Demodulator
a) ADC BBA 1pp_______
Mixer 2

1

b)

Fig. 1. Block diagram of the receiver with implementation of the demodulator
in the analog domain (a), in the digital domain (b)
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has made it possible to implement the system-on-a-chip (SoC) concept, when both digital, analog and
high-frequency parts of the transceiver are integrated on a single chip. Thus, there is a trend towards com-
bining different parts of the receiver on a single integrated circuit chip. Secondly, an increase in the clock
frequency of digital circuits made it possible to implement digital signal processing at those frequencies
at which previously processing was carried out only in the analog domain. Thirdly, the development of
microwave microelectronics has made it possible to use new frequency ranges for data transmission, which
were not previously used in consumer electronics. For example, in the frequency range up to 10 GHz, dig-
ital signal processing methods have become possible, and in the frequency range up to 100 GHz, personal
local networks operate. Fourthly, sophisticated digital modulation schemes are now being used to increase
the data rate through the performance of digital circuits.

The complexity of the structure of the transceivers makes it necessary to use special approaches, soft-
ware tools and design routes in their development.

Top-down design and software tools

Top-down design refers to design that progressively simplifies a task by breaking it down into several
distinct subtasks. At the beginning of the design, the basic requirements for a digital telecommunications
system are formulated, for example, the probability of erroneous reception, frequency band, modulation
type, etc. At this point, the structure of the telecommunications system as a whole and the implementation
features are still unknown. For example, it is not known what part of signal processing will be implemented
in the form of hardware, and what — in the form of software, it is not known what parameters low-noise
amplifier should have, etc.

Therefore, initially the system is described at a high level, followed by step-by-step division into sepa-
rate components with a more detailed description. This process continues until the granularity is enough
to implement the system at the level of circuit schematic and integrated circuit layout, or until the granu-
larity is sufficient for coding. This approach allows you to split the task into separate subtasks, the solution
of which will ultimately comply with the expected result at the beginning of the system design.

Therefore, for example, a block diagram of the linear path of the receiver can be represented as a set
of typical functional units — amplifiers, frequency converters, automatic gain control (AGC) devices, etc.
Each typical unit can be represented by connecting several operational links — amplifier stage, frequency
filter, etc.

Four levels of design are distinguished depending on the level of detail of the task [12]:

— System Level,

— Block Level,

— Circuit/Transistor Level,

— Layout Level.

Fig. 2 illustrates a flow chart of the top-down design and bottom-up verification process. At the design
stage at the system level, based on the existing specification, the structure of the telecommunication sys-
tem is developed, which makes it possible to implement the given specification. In this case, the descrip-
tion of the components of the system is carried out with a high level of abstraction, i.e. without considering
the implementation features. For example, a transmitting-receiving device includes a low-noise amplifier,
which at the design stage at the system level can be described by the mathematical operation of multiplying
a signal by a constant.

After the structure of the system is defined, the design moves to the block diagram level. At this stage,
the system is divided into an analog part and a digital part. The digital part consists of the digital signal
processing algorithms that will be implemented at the hardware level and at the software level.

Further, the analog and digital parts of the system are also divided into component parts, sub-blocks.
The description of the constituent parts is carried out already at the functional level, considering the
implementation features. For example, a low-noise amplifier at this design level will be described by
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Fig. 2. Top-down design flow chart

a functional model that considers harmonic distortion and amplifier noise. However, the behavioral
model will only describe the behavior of the amplifier and will not consider its implementation at the
circuit level.

After the structure of the system and the parameters of the system blocks have been determined, design
begins at the level of circuit schematic. Analog circuits are described as a netlist of IC elements, and digital
circuits are described as a netlist of logical elements. For example, as a result of designing an integrated
low-noise amplifier, the circuit schematic of the amplifier and the parameters of the circuit elements, the
geometric dimensions of transistors, resistors, capacitors, etc. will be determined.

After the circuit schematics are developed, the design phase begins at the level of the chip layout. At
this stage, the integrated circuit is represented by a set of polygons that characterize the layered structure
of the integrated circuit. For example, as a result of designing an integrated low-noise amplifier, the ar-
rangement of the circuit elements will be determined, and the conductors connecting the circuit elements
will be drawn.

At any stage of the design, it may turn out that the requirements for the parameters of the device being
developed cannot be met. In this case, it is necessary to return to a higher level of design and formulate
realizable requirements.

The development of transceivers at the modern level involves computer-aided design using simulation
of both individual blocks of the system and the entire system. Computer-aided design is made possible by
simulating the characteristics of a device or system being developed. Since each design level assumes its
own level of abstraction when describing the device being developed, the modeling principles should be
different. There are several types of modeling tools:

— system modeling simulator;

— mixed-mode signal simulator;

— circuit simulator;

— electromagnetic simulator and extraction of parasitic parameters of the crystal layout.

System modeling tools are typically used for system-level modeling. This is based on methods of digital
signal processing at the software level. These modeling tools differ, as a rule, in a large set of libraries with
models of communication channels of transceivers and models of their sub-blocks, functional units and
operational links.

Mixed-mode signal simulator are based on an approach that simulates the operation of complex digital
circuits and digital signal processing implemented at the hardware level.
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Circuit simulator is used to simulate circuits at the transistor level, which allows you to obtain the most
accurate characteristics of the device in development. But due to the complexity of the mathematical ap-
paratus, the application of this approach to large circuits is limited.

Electromagnetic simulator and parasitic extraction tools enable the simulation of high frequency pas-
sive devices and IC interconnects.

However, the scope of the modeling tool can cover not one, but several levels of design due to the ex-
pansion of their functionality. For example, mixed-mode signal simulators can be used for system-level
simulations, but the simulations are less convenient. The number of libraries with models of communica-
tion channels, transceivers and their components in digital-analog modeling environments is very limited
today.

It is advisable to carry out all stages of IC development in one software environment, which makes it
possible to implement the principle of end-to-end design. It implies organizing work on a project, transfer-
ring the results of one design stage to the next and reflecting changes in all parts of the project. Therefore,
software developers strive to cover all stages of development in one software environment.

Historically, Advanced Design System (ADS) produced by Keysight EEsof EDA and AWR Design
Environment produced by AWR Corporation are dedicated to MMIC and RF IC design, so the focus has
been on frequency domain circuit simulation and electromagnetic analysis. To model the whole system,
system simulation tools are used with functional models of analog devices and the launch of circuit simu-
lation when using system modeling.

The Virtuoso Design Environment produced by Cadence Design Systems and Tanner produced by
Mentor Graphics were originally focused on the development of digital, mixed signal, and analog ICs
using silicon-based technology. The main modeling tools here are mixed-mode signal simulation and cir-
cuit analysis of ICs in the time domain. To analyze the parasitic effects of the IC layout, the method of
extracting parasitic parameters is used, which allows taking into account the influence of the parasitic
effects of the IC layout in circuits with a large number of active elements at relatively low frequencies. For
system-level design, mixed-mode modeling tools with a limited set of libraries are available.

With the development of integrated electronic technologies and the integration of all elements of
transceiver on a single chip, it becomes necessary to use a wider set of modeling tools, which forces
developers to create software that can interact with competitors’ products. For example, Keysight Tech-
nologies releases the Goldengate software product, which integrates into the Virtuoso design environ-
ment from Cadence Design Systems and provides a development environment in which all functions
are implemented.

After the layout of the chip has been developed, it is necessary that the system will meet the require-
ments. For this, bottom-up verification is used (Fig. 2). As part of the bottom-up verification, during a
simulation, the parameters of the developed device are determined, and then the obtained parameters are
used at the next higher stage of verification. For example, after electromagnetic analysis and during a sim-
ulation at the level of the circuit schematic of the low noise amplifier, the decoupling parameter between
the output and the input can be determined. This parameter can be substituted into the functional model
of the amplifier at the block level simulation. If the obtained result does not meet the specification, it is
necessary to repeat the design.

Teaching method in compliance with the top-down design methodology

At Peter the Great St. Petersburg Polytechnic University (SPbPU), within the framework of the inter-
national educational master’s degree programs “Microelectronics of Telecommunication Systems”, stu-
dents are trained in the transceiver design in accordance with the principle of the top-down design. In a
number of courses, students study the principles of transceiver design methods for digital communication
systems. Students begin to study the principles of constructing transceiver at the system level, then come to
the block level. After that, the construction of blocks of transceivers at the transistor level is studied.
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The training begins with an examination of the principles of constructing modulators and demodula-
tors, block diagrams of receivers and transmitters. During the training, students have the opportunity to
explore signal processing at various stages and carry out simulations using system simulation tools. So,
when studying the design principles of transceivers at the system level, students study the principles of
pulse code modulation and passband modulation and detection, block diagrams of modulators and de-
modulators, block diagrams of linear paths of transceivers, and have the ability to simulate their work using
EDA Advanced Design System. At this stage, the functioning of both digital and analog and high-frequen-
cy parts of the transceiver is considered. Therefore, for example, in Fig. 3 shows a block diagram of the
transceiver with NRZ pulse modulation, taken from a student’s laboratory work, and an eye diagram of the
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Fig. 3. Block diagram (a) and eye diagram (b) of a communication system with NRZ pulse modulation
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Fig. 6. Schematic diagram of a low-noise amplifier (¢) and simulation results, gain (b) and noise figure (c)

signal at the input of the receiver. A block diagram of the transceiver with 4-QAM pulse modulation and
the results of modeling the signal spectrum at the receiver input and the signal constellation at the detec-
tor input is shown in Fig. 4. In the course of laboratory work, students have the opportunity to investigate
signals at various nodes of the circuit and obtain the dependence of the bit error probability on the noise
power in the communication channel.

After studying system-level design, students move on to design at the block level. At this stage, students
study electrical functional models and parameters of physically realizable units of transceivers, which take
into account their noise and nonlinear properties. Students study the influence of the physically realizable
block parameters on the characteristics of the entire system. So, for example, Fig. 5 shows a block diagram
of the receiving device taken from a student’s laboratory work, during the simulation of which the student
is introduced to such parameters as the noise figure, the 1 dB compression point.

Moving on to the circuit level, students start the implementation of the main units (amplifiers, mixers,
reference oscillators) at the transistor level using PDK of manufacturing integrated circuits. So, for exam-
ple, one of the student’s tasks is to design a low-noise amplifier and simulate its main parameters (Fig. 6)
using circuit simulation.
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Such an approach in teaching students allows not only to create a holistic view of the subject and basic
principles of functioning of transceivers, but also to introduce them to both the top-down design method
and the design environment itself.

Conclusion

At the current stage of development of digital communication systems, transmitting and receiving de-
vices are a combination of hardware and software. In their development, it is necessary to use the princi-
ples of top-down design and modern design tools. An engineer participating in the development of a trans-
ceiver must not only be able to solve his highly specialized task, but also understand the principles of the
operation of the system as a whole in order to successfully interact with colleagues within the framework
of a large project. In this regard, the use of the methodology for teaching students in accordance with the
principles of the top-down design seems appropriate, since this allows not only to introduce the principles
of design but also to use development tools. Advanced Design System produced by Keysight Technolo-
gies is a good choice of a software tool to study the transceiver top-down design. The EDA ADS provides
an opportunity to cover whole design stages from system level design to layout level design and includes
system, circuit and electromagnetic simulator to the digital signal processing algorithms, behavioral and
circuit modeling. Thus, the students could study the end to end design, that gives them perceptual unit of
such a complicated topic as the top-down design of transmitter and receiver.
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ABTOMATUYECKOE ®OPMUPOBAHUE UCMPABJIEHUN
OWNBOK NMPOrPAMMHOIO KOAA HA OCHOBE
AHAJIU3A NMPOTPAMMHDLIX PENMO3UTOPUEB

A. benvckuu, B.M. MubikcoH

CaHKT-lMeTepbyprckmii NoAUTEXHUYECKUI yHMBEpcUTeT MeTpa Beankoro,
CaHKT-lMeTepbypr, Poccuitickan Penepaums

OmnucaH pa3pabOTaHHBIN MOAXOA K aBTOMAaTU3MPOBAHHOMY UCIPABICHUIO ITPOTPaMMHBIX
OIIMOOK Ha OCHOBE aHajM3a YCIEIIHbIX MCITPaBIEHUN TMPOEKTOB AJs S3bIKa MpOTpaMMU-
poBaHusa ABAP, umeromuxcst B OTKpBITHIX peno3utopusx. [loaxon ocHoBaH Ha reHepaluu
KaHAWAATOB Ha MCHpaBaeHUs (MMaTyeil) rmo 3apaHee onpeacJeHHbIM 1adJloHaM U paHXUpPY-
eT MOoJyYeHHbIe pe3yJbTaThl MO BEPOSITHOCTU YCIIELIHOTO MPUMEHEHUs, onpeaeaseMoii Ha
OCHOBAaHUH BEPOSITHOCTHOM MOIEJIH, TTOJIYICHHOM C TTOMOIIBIO METOIOB MAaIIMHHOTO 00yYe-
Husa. BeposgtHocTHAsg Momesb GOPMUPYETCS 3a CUET OOyYeHUS Ha CBOMCTBAX, M3BJIeKaeMBbIX
U3 JaHHBIX YCIEIIHBIX WM HeycIelHbiX natyeit ABAP-miporpaMm, TOCTYIMHBIX B OTKPBITBIX
peno3uTtopusix. PazpaboTaHHbBIN MOAXOI MPOTECTUPOBAH KaK Ha UCKYCCTBEHHBIX TIpUMepax,
TaK U Ha peaJibHbIX MpoekTax Ha s3bike ABAP ¢ ommbkamu. B pesynbrate npoBeaeHHBIX
9KCIIEPUMEHTOB YCIleTHO C(hOPMUPOBAH PsIJ MaTuyeil, KOTOpble MOKa3aJu CBOIO paboOTOCIO-
COOHOCTh. Pe3ynbTarel 1Mo TOYHOCTU M 3G (HEKTUBHOCTH COITOCTABMMBI MJIM IIPEBOCXOIST
pe3yJabTaThl 9KCIIEPUMEHTOB B aHAJIOTUUHBIX paboTax APYyTUX aBTOPOB.
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Introduction

In recent years the size of software has been constantly growing and the development cycle is shorten-
ing, which usually leads to a total decrease in the quality of software products. This is unacceptable in areas
such as embedded systems in medicine, energy, engineering, the financial sector, and others, or even it can
lead to significant material losses or danger to human life and health.

To overcome these problems, developers use various methods to improve the quality of software, like
testing, verification, or the static analysis of software. However, all common methods of improving the
quality of software have certain limitations and they cannot fully guarantee the quality of programs. For
example, testing may detect errors in software, but it cannot guarantee that there are no errors in the tested
software. In addition, there are entire classes of programs, such as parallel systems, whose behavior may
be non-deterministic and whose testing is inefficient. Formal methods, such as deductive verification and
static analysis, are still limited by the size of the analyzed programs and can only be applied to a narrow
area of software projects.

Recently, software engineering has actively been conducting research in the field of analysis and ap-
plication of the accumulated experience of millions of programmers in writing hundreds of thousands of
software projects. This experience is recorded in software repositories (Version control systems, VCS) as a
history of changes to projects and comments to commits, as well as in task and error management systems
(issue tracking and bag tracking) as a history of changes to tasks and errors. There are a large number of
methods that analyze the accumulated information and extract it from the knowledge, which is used in
solving various problems of software engineering. These methods have proven themselves well in various
areas of software engineering. Recently, these approaches have been applied in the field of detecting and
correcting software errors, using not only the artifacts of analyzed software projects, but also the previously
untapped potential of information, which is stored in hundreds of thousands of software repositories and
allowing to reuse and generalize the experience of millions of developers.

This paper describes the results of the research in the field of automated error correction of software
code based on the experience of analyzing successful fixes (patches) of many projects for the ABAP pro-
gramming language [1], which is widely used in SAP software products.

The article is organized as follows: The first section contains a description of the task and a brief over-
view of the subject area. The second section illustrates the scheme and verbal description of the method,
which is developed by the authors. The third section is devoted to the detailed description of the developed
method and includes algorithms, a mathematical model, and the technologies and used methods. The
fourth section shows the results of testing of the developed method and the analysis of the results. In con-
clusion, the results are summarized, the results are evaluated and plans for further research are formulated.

Related work

Nowadays, there are various technologies that allow for the automatic generation of bug fixes in pro-
grams (patches). The following methods can be the most representative of these technologies.

GenProg [2], relifix [3], Astor [4], and history-based program repair [5] methods, which are based on
genetic programming technology. This class of methods is a method of stochastic problem solving, which
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is based on the ideas of evolutionary genetics, which include the genotype (the genetic material of an indi-
vidual) stored in memory, differential reproduction of these genotypes, and variations, which are created
by processes, which are similar to the biological processes of mutation and crossover [6].

Methods SemFix [7], JFIX [8], CRSearcher [9], Qlose [10], Semantic program repair using a refer-
ence implementation [11], Static automated program repair for heap properties [12], Automated program
repair with canonical constraints [13], which are based on the semantic approach. The main idea of these
methods is to define a set of restrictions for an expression with an error by applying methods of symbolic
program execution [ 14] and solving these restrictions by using various SMT solvers [15].

Methods R2Fix [16], Prophet [17], ELIXIR [18], Data-Guided Repair of Selection Statements [19],
which are based on a class of machine learning methods [20]. The main idea of these methods is to build
machine learning models [21], which is based on the source code of programs with errors and their correc-
tions, as well as comments and other data from source code repositories such as GitHub and others. Then the
trained model is used for classification tasks, for example, to solve problems of detecting errors in the source
code of the program or determining suitable patches that are classified on the same parameters as the error.

The main disadvantage of methods, which are based on genetic programming technology, is the ran-
dom selection of all possible patch variants without analyzing both the source code context with an error
and similar patches. Also, methods, which are based on the semantic approach, already widely analyze the
source code context with an error, but do not use the experience of similar patches to strengthen the algo-
rithm for automatic patch generation. At the same time, methods, which are based on the class of machine
learning methods, are the closest in implementation to the given task for the authors, since they analyze
both the source code context with an error and similar patches.

Thus, the goal of this research is to develop a method to automatically generate bug fixes for software
code based on the previously accumulated experience of creating patches. The method has to have an al-
gorithm, which is based on machine learning methods and allows for the automatic generation of patches
for various types of errors of the program code without using specifications and other means of automated
code generation.

Overview

The main idea of the proposed method is to automatically generate patches for errors in ABAP
programs by generating candidate patches based on predefined templates and ranking the results by
the probability of successful application, which is determined based on a probabilistic model, which
is obtained by using machine learning methods. In turn, the probabilistic model is formed by learning
from the data of successful and unsuccessful patches of ABAP programs. The main idea of the method
is presented in Fig. 1.

The method contains two main contours — "Machine learning model training" and "Patch generation
and ranking", which contain the following seven functional blocks.

Block 1 "Forming an abstract syntax tree". The abstract syntax tree (AST) [22] is based on the source
code with an error and a patch. Two independent AST are formed by applying the recursive descent meth-
od [23] based on the text of the source code of the ABAP program containing the error and the correction
of this error (patch). Further work on the analysis of the source code of the ABAP program is performed
on the AST, which gives a more accurate data of the types of elements of the ABAP program (variables,
constants, operators, etc.) and their relationships.

Block 2 "Determination of the features of a successful patch". The features of successful patches were
formulated to train the probabilistic model, which are determined by analyzing the AST of the source code
with an error and the AST of the source code of the patch, which is obtained in block 1. For example, if the
program correction was formed by adding a check for an empty variable value before executing the division
operator, this feature can be used as a feature of the successful patch and used for training the probabilistic
model.
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Fig. 1. Scheme of the proposed method

Block 3 "Model training". In this block, the machine learning model is trained based on the features of
successful patches, which are obtained in block 2. As a result, the trained model can be used to predict the
success rate of any ABAP patch.

Block 4 "Forming an abstract syntax tree from source code with an error”. The source code of the ABAP
program that needs to be automatically generated for a patch is used to generate the AST, similar to block 1.

Block 5 "Generating candidate patches based on templates”. Data of all variables and constants based
on the AST is extracted from the program with an error. Furthermore, the array of possible conditions is
generated from the data of all variables and constants. Finally, patches are generated using templates based
on the received array of variables/constants and the array of possible conditions.

Block 6 "Defining features of generated patches”. The features of generated patches in block 5 are de-
termined in the same way as successful patches in block 2 are.

Block 7 "Ranking of the generated patches based on the features of the trained model". The probability
of a successful patch is determined for each generated patch based on the trained model, which is obtained
in block 3 and the features of the generated patches, which are obtained in block 6. The resulting list of
generated patches is sorted in descending order of the probability of a successful patch. Generated patches
with the highest probability of successful patches are considered target patches.

Our approach

Let's look more detailed at the stages of the method and the nuances of implementing the methods and
models, which are shown in Fig. 1.

Generating AST from source code

The program must be translated into a formalized view to perform the analysis that is suitable for fur-
ther processing. In this paper, we use an abstract syntax tree. Since there is no official grammar for parser
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generators (for example, for ANTLR) for the ABAP language, the authors developed a lightweight parser
based on the recursive descent method. The actual formation of the AST from the source code is per-
formed in blocks 1 and 4, which are shown in Fig. 1. The goal of it is to more accurately determine the
types of objects and their relationships for further analysis of ABAP programs. The simplified algorithm for
parsing ABAP programs is presented as pseudocode in Listing 1.

In line 1 of the algorithm, the input data is the array of st € S, which is the source code lines of the
ABAP program. In lines 2-8, the array of lexemes L is generated for each string of s#r in the source code.
In lines 9-13, the array of tokens 7 € T'is formed by defining the following data for each lexem / from the
array of lexemes L:

— the token type 7, (header, operator, brackets, number, variable, type), which is defined by assigning
each token to a programming language object class;

— the error flag of the error token b, is determined by fulfilling the condition: if the source code line str
contained an error, then all tokens 7, which were related to tokens L, will have the value true.

— In lines 14-20, the array of nodes AST P is formed from the token array 7. Each node p € P is the
following:

(p,ll1t|b) € P,

where p,—a reference to the parent node p € P; [ — alexeme; ¢ — a node type, which is determined from
the token type #; b — the error flag of the node is determined from the error flag of the error token b..

The array of nodes AST P is formed using the recursive descent method, which consists of recursively
traversing the entire array of tokens 7 € T and building their relationships through references p, according
to the grammatical rules of the programming language ABAP, which is shown in Fig. 2.

1 Input: S
2 for s in S do {
3 for element in str do {

4 L) = element

N
——

6}

T for /in L do {

8 =1

9 it = defClass(l)
10 1(by) = defBug(sir)
11}
12 for <I. t. b=in T do {
13 P(pp) = defParent(P)
14 P(H)=1
15 P(t)=t
16 P(b)=b:

17}

Listing 1. AST generation algorithm
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Fig. 2. Grammatical rules of the programming language ABAP

Defining patch features

Patch features are defined in blocks 2 and 6, which is shown in Fig. 1. The authors of the method
formulated 15 patch features based on the results of many years of experience working with the ABAP
programming language on real projects and creating thousands of bug fixes, as well as on the results of
analyzing patches to ABAP programs from open source repositories, which are shown in Table 1. These
features are extracted from the source code of ABAP programs with an error and a patch. Previously, to
determine the features the method defines the differences between Pbug AST source code with an error
and Ppmh AST source code with a patch in the form of node indexes of the beginning of the difference
idx, (P ) and the end of the difference idx d(Ppmh). Also, a list of all patch variables v € V(Pp ) is

start™\" patch
defined within idx_ (P ) andidx, AP,

start\" patch

Model training

Model training is performed in block 3 in Fig. 1. There are a number of models with their own advan-
tages and disadvantages to solve classification problems with a teacher in machine learning. The authors
of the method chose the logistic regression model [24], because with a small number of properties, this
model shows better performance with similar accuracy than other machine learning methods, such as neu-
ral networks or the support vector machine. Moreover, the logistic regression model is more convenient to
implement and adapt [25], and is also widely used in similar works by other authors.

The following matrix m x 15 is used to train the model:

atch

atch) :

11 F]Z F13 F14 F]5 F16 F[7 F18 Fl9 F110 FI][ F1]2 F[13 F114 F115

21 22 23 24 25 26 27 28 29 210 211 212 213 214 215

F | F F F F F F F

ml m2 m3 m4 ms mé m7 ms Fm9 ml0 lei Fm12 mli3 le4 Fm15

where m — number of examples in the form of features Pb”g and Pp (see the section Defining patch fea-

tures).

atch

40



A. Belskii, V.M. Ttsykson, DOI: 10.18721/JCSTCS.13204>

Tablel
Patch features

Feature name

Algorithm for determining

Type of error F,

Determined manually, possible options:
1 — division by 0.

2 — using an empty pointer.

3 — error in the conditional operator.

4 — error in the loop condition

Type of modification

1. Adding a check. If the nodes in the tree P, ., Within zde(P ) and
idx,, AP e)» Where l=if,To F,= 1.
2. The change of the if condrtron If the nodes in the tree P e Within

idx, (P

start\" patch

themarep € P

) and idx,, (P ), where v/ # if, but the tree nodes associated with

where 3/ =if, then F, = 2.

patch’®
the patch £, 3. The ch’énge ef the loop condition. If the nodes in the tree P e Within
zdxm,(P wep) and idx, (P ), where V[ # loop, but the tree nodes associated with
them are p,€ P mch, where 3/=1loop, then F, = 3.
4. Otherwise PI)
The tree nodes with error P, o are defined by defining idx_ ( bug) and idx, ( bug)
of the tree nodes Pbug, where 9b = true.
Further, the place where the patch modification occurs is determined by the
Location of the patch following rule based on the location data zdxm,(P o) and idx, AP ) of the tree

modification F,

nodes Ppatch and the location data 1dxstart(Pbug) and 1dxend(Pbug) of the tree
nodes Pbug:

1. Ifidx (P g) >=idx, (P ) and idx, (P, ) >=idx,, (P,...), then F, = 0.
2. If ldxmm(P P <idx, (P mh) and idx, (P, ) = idx, (P mch), then F, = 1.
3. Nnave F, = )

If operator is present
at the error location
F

4

If the tree nodes Pbug, where 3b = true and 3/=if, then F, = 1 else 0

Loop operator is
present at the error
location F

If the tree nodes Pbug, where 3b = true and 3/ = loop, then F; =1 else 0

/,*,+,- operators are
present at the error
location F6

If the tree nodes Pbug, where 3b = true and 3/= /,*,+,-, then F, = 1 else 0

Call operator is
present at the error
location F,

If the tree nodes Pbug, where 36 = true and 3/==>, then F, = 1 else 0

Variable is present at
the if operator at the
patch F,

Defining the tree nodes P , Within idx (P

o) and idx
Further, if in the defined nodes 3/ =v, then ;7 =1lelse 0

end

(P._ ), where 3/ = if,

patch

Variable is present at

the loob operator at Defining the tree nodes P , within idm”(P ) and idx, d(P on)» Where
p op 3/ = loop. Further, if in the defined nodes 3/=v, then F,=1else0
the patch F,
Variable is present at _
Defining the tree nodes P, within idx mﬂ(P o) and ldxen d(P o) Where 1=/,

the /,*,+,- operators
at the patch F)

* +,-. Further, if in the deﬁned nodes /=, then F,=1 else 0
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Variable is present at
the call operator at

Defining the tree nodes Pp within idx (P ) and idx

Further, if in the defined nodes A=y, Stuﬁten ;7” = 1 elseefl)d

(P ),where3/==

patch

the patch F|
Varlabl.e IS present Defining the tree nodes P, , where 3b = true, and 3/ = if. Further, if in the
at the if operator the Fs
. defined nodes 3/=v, then F'_ =1 else 0
error location F,

Variable is present at
the loop operator the
error location F|

Defining the tree nodes P, , where 3b = true, and 3/ = loop. Further, if in the

defined nodes 3/ = v, thenbﬁ" =1lelse0

Variable is present at
the /,*,+,- operators
the error location F,

Defining the tree nodes P, , where 36 = true, and 3/=/,*,+,-. Further, if in the
defined nodes 3/ =v, then F =1lelse 0

Variable is present at
the call operator the
error location F||

Defining the tree nodes P, , where 3b = true, and 3/ =

=>. Further, if in the
defined nodes 3/ = v, then 1*& =lelse0

The training is performed for the logistic regression model:

prediction = o7

The main idea of training a logistic regression model is to determine coefficients 0 for features F
successful patches (see the section Defining patch features), which can then be used to build a forecast
prediction for any generated patches ABAP programs based on their features. The coefficients 0 are
determined using the gradient descent method [26], according to which the following calculations are
performed simultaneously:

0,=6, —axi(prediction -),
m

0,=6, —0L><i(prediction—y)><F1 +&><61,
m m

1 A
0,5 =0, —ax—( prediction—y)x F;; +—x6,5,
m m

where y — the result of successful application Ppa o 1O Pbug (it is set manually, 0 — unsuccessful patch, 1 —
successful patch); o — the coefficient of speed of learning (it is set manually and is used to regulate the
accuracy and speed of the determination process 0); A — the regularization coefficient (it is set manually
and used to reduce the likelihood of model overfitting).

When calculating the coefficients 0 the cost function J is also calculated, which should tend to zero at
each iteration of the calculation and reflects the progress and correctness of the gradient descent method:

1 m
mx;( ;X og(pre zctlon) ( y,)x og( pre zctton))+ o
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1 Input: Ppx
2 vy = defVarible(Pry)
3 for vaur in Pax do {

4 forym:in Va do {

5 CNDsxfcndp) = v = v
6 CNDy(endpx) = Vs <vix2
7 CNDglendp) = Vi1 =viin2
8 CNDgxlendp) = vaxrFvm:
9 }

10 CNDp( criday) = vaxr is initial

H CNDsx(cnidax) =vax1 is not initial
12}

13 for cndpx in CNDpx do {

14 GeneratePatchAddIf (endps:)

15 GeneratePatchEditlf (ends:)

16 GeneratePatchEditCycle (cndyy)
17}

Listing 2. Algorithm for generating candidate patches based on templates

Generating candidate patches based on templates

The generation of patch candidates by templates is performed in block 5 in the method diagram in Fig. 1.
The generation of patch candidates by predefined templates is performed from the source code objects of
the ABAP program with an error. This algorithm is presented in Listing 2.

Line 2 defines the array of variables Vﬁx of the tree nodes Pﬁx, which was obtained by forming AST (see
the section Generating AST from source code) from the text of the program to automatically generate the
patch for. The array of variables Vﬁx is determined from / of the tree nodes Py € Pﬁx, where 3b = true and
3¢ = Variable. In lines 3-14, the array of conditions CNDﬁX is generated by executing the Cartesian product
of the array of variables Vﬁx and the array of degrees of comparison (>, <, =, #, is initial, is not initial). In
lines 15-17, patch candidates Pﬁxpm are generated by adding a check (if statement) with the condition cnd L
from the array of conditions CNDﬁx before the error location. In lines 15-18, patch candidates Pﬁxpa o AT
generated by replacing a condition in the check statement (if) with cndﬁx from the array of conditions CNDﬁX
in the error location. In lines 15-19, patch candidates Pﬁxpm are generated by changing the condition in the
loop operator to cndﬁx from the array of conditions CNDﬁx in the error location.

Further, the features for the generated patch candidates Pﬁxpmh are defined (see the section Defining
patch features) and the application success rate is determined (see the section Ranking generated patches
based on features and the trained logistic regression model).

Ranking generated patches based on features and the trained logistic regression model

The ranking of generated patches based on features and the trained logistic regression model is performed
in block 7 in Fig. 1. The success rate predictionﬁxpm is determined for each generated patch candidate
Pﬁxpmh (see the section Generating candidate patches based on templates) by applying the trained logistic
regression model:
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1

prediction; ..., = ey

where 0 obtained in the process of training the logistic regression model (see the section Model training);
Fﬁx obtained in the process of defining patch features for patch candidates P (see the section
cpatch Sfixpatch
Defining patch features).
Further, Pﬁxpmh with the maximum value of prediction i eparch is selected, which means that the candidate
patches with the highest probability of application success are selected based on the analysis of existing

patches.
Evaluation

The method was tested on 10 projects in the ABAP language with errors. Some of the examples were
prepared by the authors in accordance with the required types of errors for evaluating the method's
performance, while the other part — real projects. The test results are shown in table 2.

Table?2
The results of the test method
Number | Number of The patch
Name of the source of lines candidate | Execution was
Type of error .
code example of source patches time, sec | successfully
code generated generated
ABAPEXxception.abap' Division by 0 34 300 66 Yes
mycalculator.abap? Division by 0 25 100 14 Yes
SubRoutines.abap® Division by 0 59 1200 836 Yes
. Calling a function
{:‘J’;QRCP ~usingclassHana. using an empty 27 800 371 No
P pointer
Calling a function
zma_dp_strategy.prog.abap’ | using an empty 33 700 285 Yes
pointer
Calling a function
zcl _pi_static.clas.abap® using an empty 46 100 12 Yes
pointer
TestCodeWithIfBug.abap’ Error in the if 17 200 37 No
operator
TestCodeWithIfBug2.abapt | ETOr in the if} 50 9 Ila
operator
TestCodeWithCycleBug. | Error in the loop 13 20 8 |
9
abap operator

! https://github.com/naveenkumarbaskaran/SAP_ABAP19Jan/blob/efc47953337bb8fbacee506ee9a3c701bfadf498/ ABAPException.abap
2 https://github.com/naveenkumarbaskaran/SAP_ABAP19Jan/blob/master/mycalculator.abap
* https://github.com/naveenkumarbaskaran/SAP_ABAP19Jan/blob/master/SubRoutines.abap

* https://github.com/naveenkumarbaskaran/SAP_ABAP19Jan/blob/master/AbapRep_usingclassHana.abap

5 https://github.com/Huargh/OO-Design-Patterns-in-ABAP/blob/master/src/zma_dp_strategy.prog.abap
¢ https://github.com/ivangurin/abapPI/blob/5f30db0cc7a408a759ad833fe14f6e803b1b46bf/sre/zcl pi_static.clas.abap
7 https://github.com/AlekseiBelskii/AlexB/blob/master/TestCode WithIfBug.abap

8 https://github.com/AlekseiBelskii/AlexB/blob/master/TestCode WithIfBug2.abap

? https://github.com/AlekseiBelskii/AlexB/blob/master/TestCodeWithCycleBug.abap
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TestCodeWithCycleBug?2. | Error in the loop

abap' operator 13 >0 12 0

276 3520 1650 6/10

The first column shows the project name with an error and a link to Github source code repository.
The second column shows the type of error that patches were generated for. The third column shows the
number of lines of source code with an error. The fourth column contains the number of error correction
candidate patches generated for each project. The number of candidate patches was formed in an amount,
which was enough to get the expected result. The fifth column shows the time it took to generate candidate
patches for each project with an error. The last column shows whether patches were successfully generated
for each project with an error or not. Patch is considered successfully generated if the desired patch is
found among all the generated patch candidates with the highest probability of success prediction  paich”

The method was tested on a stand with the following characteristics: Intel Core i3-7100U 2.40 Ghz,
4.00 Gb RAM, Windows 10. As a result of the experiments, 6 patches were successfully found for 10
programs with an error of 1650 seconds, which indicates the reality of using machine learning methods
for automatic patch generation, but at the same time, the obtained accuracy and the speed indicate the
necessity for additional tests, better training of the logistic regression model, increasing the power of the
test stand, as well as other improvements to the method. These improvements are expected to be developed
and implemented in future works.

Conclusion

During the research, the method was developed to automatically generate bug fixes for ABAP programs
based on the analysis of existing patches, which generates candidate patches for ABAP programs and
ranks the results using machine learning methods. The obtained preliminary test results suggest that using
machine learning methods to solve problems of automatic error correction in programs is a promising
direction for software engineering. Directions for further development of the work:

» conducting deeper testing of the method on a wider set of real projects;

« extending the method to support new programming languages;

+ extending the set of the extracted features and the list of error types to fix;

+ use more complex machine learning models to improve the performance of the method.

REFERENCES

1. SAP SE. ABAP—Keyword Documentation. Available: https://help.sap.com/doc/abapdocu_latest index
htm/latest/en-US/index.htm —2019.

2. Le Goues C., et al. Genprog: A generic method for automatic software repair. IEEE Transactions on
Software Engineering, 2012, Vol. 38, No. 1, P. 54.

3. Tan S.H., Roychoudhury A. relifix: Automated repair of software regressions. Proceedings of the 37" In-
ternational Conference on Software Engineering. IEEE Press, 2015, Vol. 1, Pp. 471—482.

4. Martinez M., Monperrus M. Astor: A program repair library for java. Proceedings of the 25" International
Symposium on Software Testing and Analysis. ACM, 2016, Pp. 441—444.

5. Le X.B.D., Lo D., Le Goues C. History driven automated program repair. 2016.

6. Forrest S. Genetic algorithms: Principles of natural selection applied to computation. Science, 1993,
Vol. 261, Pp. 872—878.

! https:/github.com/AlekseiBelskii/AlexB/blob/master/TestCode WithCycleBug2.abap

45



4Computing, Telecommunications and Control Vol. 13, No. 2, 2020

7. Nguyen H.D.T., et al. Semfix: Program repair via semantic analysis. Proceedings of the 35" International
Conference on Software Engineering (ICSE). IEEE, 2013, Pp. 772—781.

8. Le X.B.D., et al. JFIX: semantics-based repair of Java programs via symbolic PathFinder. Proceedings of
the 26th ACM SIGSOFT International Symposium on Software Testing and Analysis, ACM, 2017, Pp. 376—379.

9. Wang Y., et al. CRSearcher: Searching Code Database for Repairing Bugs. Proceedings of the 9" Asia-Pa-
cific Symposium on Internetware, ACM, 2017, P. 16.

10. D’Antoni L., Samanta R., Singh R. Qlose: Program repair with quantitative objectives. Infernational
Conference on Computer Aided Verification. Springer, Cham, 2016, Pp. 383—401.

11. Mechtaev S., et al. Semantic Program Repair Using a Reference Implementation. Proceedings of ICSE,
2018.

12. van Tonder R., Le Goues C. Static Automated Program Repair for Heap Properties, 2018.

13. Hill A., Pasareanu C.S., Stolee K.T. Automated program repair with canonical constraints. Proceedings
of the 40" International Conference on Software Engineering: Companion Proceeedings. ACM, 2018, Pp. 339—341.

14. Cadar C., et al. KLEE: Unassisted and Automatic Generation of High-Coverage Tests for Complex
Systems Programs. OSDI, 2008, Vol. 8, Pp. 209—224.

15. De Moura L., Bjerner N. Z3: An efficient SMT solver. International Conference on Tools and Algorithms
for the Construction and Analysis of Systems. Springer, Berlin, Heidelberg, 2008, Pp. 337—340.

16. Liu C., et al. R2Fix: Automatically generating bug fixes from bug reports. Proceedings of the 6" Interna-
tional Conference on Software Testing, Verification and Validation, IEEE, 2013, Pp. 282—291.

17. Long F., Rinard M. Automatic patch generation by learning correct code. ACM SIGPLAN Notices,
2016, Vol. 51, No. 1, Pp. 298—312.

18. Saha R.K., et al. Elixir: Effective object-oriented program repair. 2017 32' IEEE/ACM International
Conference on Automated Software Engineering (ASE), 1IEEE, 2017, Pp. 648—659.

19. Gopinath D., et al. Data-guided repair of selection statements. Proceedings of the 36" International Con-
ference on Software Engineering. ACM, 2014, Pp. 243-253.

20. Dietterich T.G. Machine learning. Encyclopedia of Computer Science. John Wiley and Sons Ltd., GBR,
2003, Pp. 1056—1059.

21. Witten I.H., et al. Data Mining: Practical machine learning tools and techniques. Morgan Kaufmann,
2016.

22. Cui B., et al. Code comparison system based on abstract syntax tree. Proceedings of the 3¢ IEEE Inter-
national Conference on Broadband Network and Multimedia Technology (IC-BNMT). IEEE, 2010, Pp. 668—673.

23. Matthew S. Davis. An object oriented approach to constructing recursive descent parsers. SIGPLAN
Not., 2000, 35, 2, Pp. 29—35. DOI: https://doi.org/10.1145/345105.345113 — 2000

24. Kleinbaum D.G., et al. Logistic regression. New York: Springer-Verlag, 2002.

25. Kalantar B., et al. Assessment of the effects of training data selection on the landslide susceptibility
mapping: A comparison between support vector machine (SVM), logistic regression (LR) and artificial neural
networks (ANN). Geomatics, Natural Hazards and Risk, 2018, Vol. 9, No. 1, Pp. 49—69.

26. Ruder S. An overview of gradient descent optimization algorithms. arXiv preprint arXiv:1609.04747.
2016.

Received 10.03.2020.

CINMUCOK JIUTEPATYPbI

1. SAP SE. ABAP—Keyword Documentation // URL: https://help.sap.com/doc/abapdocu_latest_index
htm/latest/en-US/index.htm—2019.

2. Le Goues C., et al. Genprog: A generic method for automatic software repair // IEEE Transactions on
Software Engineering. 2012. Vol. 38. No. 1. P. 54.

46



4 A. Belskii, V.M. Ttsykson, DOI: 10.18721/JCSTCS.13204>

3. Tan S.H., Roychoudhury A. relifix: Automated repair of software regressions // Proc. of the 37" Internat.
Conf. on Software Engineering. IEEE Press, 2015. Vol. 1. Pp. 471—482.

4. . Martinez M., Monperrus M. Astor: A program repair library for java // Proc. of the 25" Internat.
Symp. on Software Testing and Analysis. ACM, 2016. Pp. 441—-444.

5. Le X.B.D., Lo D., Le Goues C. History driven automated program repair. 2016.

6. Forrest S. Genetic algorithms: Principles of natural selection applied to computation. Science, 1993,
Vol. 261, Pp. 872—878.

7. Nguyen H.D.T., et al. Semfix: Program repair via semantic analysis // Proc. of the 35" Internat. Conf.
on Software Engineering. IEEE, 2013. Pp. 772—781.

8. Le X.B.D., et al. JFIX: semantics-based repair of Java programs via symbolic PathFinder // Proc. of the
26" ACM SIGSOFT Internat. Symp. on Software Testing and Analysis. ACM, 2017. Pp. 376—379.

9. Wang Y., et al. CRSearcher: Searching Code Database for Repairing Bugs // Proc. of the 9" Asia-Pacific
Symp. on Internetware. ACM, 2017. P. 16.

10. D’Antoni L., Samanta R., Singh R. Qlose: Program repair with quantitative objectives // Internat.
Conf. on Computer Aided Verification. Springer, Cham, 2016. Pp. 383—401.

11. Mechtaev S., et al. Semantic Program Repair Using a Reference Implementation // Proc. of ICSE.
2018.

12. van Tonder R., Le Goues C. Static Automated Program Repair for Heap Properties. 2018.

13. Hill A., Pasareanu C.S., Stolee K.T. Automated program repair with canonical constraints // Proc. of
the 40" Internat. Conf. on Software Engineering: Companion Proceeedings. ACM, 2018. Pp. 339—341.

14. Cadar C., et al. KLEE: Unassisted and Automatic Generation of High-Coverage Tests for Complex
Systems Programs // OSDI. 2008. Vol. 8. Pp. 209—224.

15. De Moura L., Bjerner N. Z3: An efficient SMT solver // Internat. Conf. on Tools and Algorithms for
the Construction and Analysis of Systems. Springer, Berlin, Heidelberg, 2008. Pp. 337—340.

16. Liu C., et al. R2Fix: Automatically generating bug fixes from bug reports // Proc. of the 6" Internat.
Conf. on Software Testing, Verification and Validation. IEEE, 2013. Pp. 282—291.

17. Long F., Rinard M. Automatic patch generation by learning correct code // ACM SIGPLAN Notices.
2016. Vol. 51. No. 1. Pp. 298—312.

18. Saha R.K., et al. Elixir: Effective object-oriented program repair // 2017 32" IEEE/ACM Internat.
Conf. on Automated Software Engineering. IEEE, 2017. Pp. 648—659.

19. Gopinath D., et al. Data-guided repair of selection statements // Proc. of the 36" Internat. Conf. on
Software Engineering. ACM, 2014. Pp. 243—-253.

20. Dietterich T.G. Machine learning. Encyclopedia of Computer Science. John Wiley and Sons Ltd.,
GBR, 2003. Pp. 1056—1059.

21. Witten I.H., et al. Data Mining: Practical machine learning tools and techniques. Morgan Kaufmann,
2016.

22. Cui B., et al. Code comparison system based on abstract syntax tree // Proc. of the 3" IEEE Internat.
Conf. on Broadband Network and Multimedia Technology. IEEE, 2010. Pp. 668—673.

23. Matthew S. Davis. An object oriented approach to constructing recursive descent parsers // SIGPLAN
Not. 2000. 35. 2. Pp. 29—35. DOI: https://doi.org/10.1145/345105.345113 — 2000

24. Kleinbaum D.G., et al. Logistic regression. New York: Springer-Verlag, 2002.

25. Kalantar B., et al. Assessment of the effects of training data selection on the landslide susceptibility
mapping: A comparison between support vector machine (SVM), logistic regression (LR) and artificial neural
networks (ANN) // Geomatics, Natural Hazards and Risk. 2018. Vol. 9. No. 1. Pp. 49—69.

26. Ruder S. An overview of gradient descent optimization algorithms // arXiv preprint arXiv:1609.04747.
2016.

Cmamos nocmynuaa 6 pedakyuro 10.03.2020.

47



4Computing, Telecommunications and Control Vol. 13, No. 2, 2020 >

THE AUTHORS / CBEAEHUA Ob ABTOPAX

Belskii Aleksei
Benabckuii Anekceii
E-mail: belskii.alexey@gmail.com

Itsykson Vladimir M.
Nupikcon Baagumup MuxaiiioBuy
E-mail: vlad@icc.spbstu.ru

© CaHkT-MNeTepbyprckuii NonUTEXHUYECKUIn yHuBepeuTeT MeTpa Benunkoro, 2020

48



System Analysis and Control

DOI: 10.18721/ICSTCS.13205
Y/IK 519.8(075.8)

SYNTHESIS OF DECENTRALIZED ROBUST
STABILIZING CONTROL FOR THE SYSTEMS
WITH PARAMETRIC PERTURBATIONS

V.N. Kozlov, V.N. Shashikhin

Peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation

The paper considers the problem of robust stabilization of large-scale systems with parametric
perturbations within set number intervals. Design of systems with robust properties is among the
most important problems of control theory. It allows to describe dynamics of the initial object
by a mathematical model using a vector differential equation with interval coefficients. The
paper states the problem of synthesis of stabilizing control with a pre-assigned degree of robust
stability for closed systems. Scalar optimization function and Lyapunov—Razumikhin function
were used to identify many stabilizing regulators. Parameters of robust control regulators are
determined by the solutions of two Riccati equations: the first one corresponding to the nominal
parameters of the object and the second — to variations of the object parameters. Sufficient
conditions for robust stability of the closed system are obtained.

Keywords: robust control, large-scale systems, parametric perturbations, decentralized structure,
Lyapunov—Razumikhin functions, pre-assigned degree of robust stability.

Citation: Kozlov V.N., Shashikhin V.N. Synthesis of decentralized robust stabilizing control for
the systems with parametric perturbations. Computing, Telecommunications and Control, 2020,
Vol. 13, No. 2, Pp. 49—-60. DOI: 10.18721/JCSTCS.13205

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.org/
licenses/by-nc/4.0/).

CUHTE3 AELUEHTPAJIN3OBAHHOIO POBACTHOIO
CTABUWIU3UPYIOLWEIO YNPABJIEHUA CUCTEMAMMU
C NAPAMETPUMECKUMU BOSMYLULEHUAMMU

B.H. Ko3n08, B.H. lllawuxuH

CaHKT-lNeTepbyprcknii nonnuTeEXHUYECKUn yHnBepcuTeT MNetpa Benunkoro,
CaHkT-MeTepbypr, Poccuiickas Pepepaumn

Paccmorpena 3amaya poGacTHOM cTaOMIM3AllMU KPYITHOMACIITAOHBIX CUCTEM C MapamMe-
TPUYECKUMU BO3MYIIEHUSIMU, KOTOPBIC JIEKAT BHYTPYU 3aJaHHBIX YMCIOBBIX ITPOMEXYTKOB.
[TpoexTpoBaHUE CUCTEM C pOOACTHBIMH CBOMICTBAMMU SIBJISICTCS OMHOM M3 BaXKHEUIITNX 3a1a4
TEOPUM aBTOMATHMUYECKOTO YIpaBJeHMs. DTO IO3BOJISIET ONMHUCHIBATH TUHAMHUKY MCXOMTHOTO
00beKTa C MOMOIIbIO BEKTOPHO-MATPUYHBIX AU GepeHMalbHbIX YPABHEHUI ¢ MHTEPBalb-
HBIMM Ko3gduumeHTamu. s Kimacca 3aMKHYTBIX cUcTeM copMylIupoBaHa 3agadya CUH-
Te3a CTaOUIU3UPYIONIETO YIPaBIEHUS ¢ 3aJaHHON CTeMeHblo podacTHOM ycToitunBocTu. C
HCIOJIb30BaHUEM CKAJISIPHO-ONTUMU3AIMOHHBIX GYHKUIMI 1 GyHKIUH JIsmyHoBa—Pa3ymu-
XIWHA BBIACISIETCS MHOXECTBO CTAOMIM3UPYIOIINX peryasiTopoB. [lapaMeTpBl peryisiTopoB
OITPEHENISIIOTCST PEIICHUSIMA ypaBHeHUST PUKKaTtu, cBI3aHHOTO C HOMUHAJIBHBIMU ITapaMe-
TpaMu 00beKTa, U YpaBHeHUs] PUKKATH, COCTaBJIEHHOTO /I BapualMii TapaMeTpOB 00beK-
ta. [ToJydeHbl JOCTaTOUYHbBIE YCIOBUS CYIIECTBOBAaHUS yIIpaBieHUs, 00eCIIeYrBaIOLIETO PO-
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0acTHYIO CTAOMIN3aIUIO UCXOQHON CUCTEMbI. 3aMKHYTasl CUCTEMa UMeeT 3aJaHHYIO CTeIIeHb
po0acTHOI YCTOMYMBOCTH.

KnoueBble cioBa: po6acTHOe yrpapiieHHe, KPYITHOMACIITAOHbIE CUCTEMbI, MapaMeTpuIecKue
BO3MYIICHUS, IEeIeHTpaIN30BaHHAS CTPYKTypa, yHKunm JIsmyHoBa—Pa3ymuxumHa, ycTomdam-
BOCTb C 3aJJaHHOM CTEIIeHbIO pOOACTHOCTH.

Ccbuika npu nutupoBanuu: Kozlov V.N., Shashikhin V.N. Synthesis of decentralized robust sta-
bilizing control for the systems with parametric perturbations // Computing, Telecommunications
and Control. 2020. Vol. 13. No. 2. Pp. 49—60. DOI: 10.18721/JCSTCS.13205

CTraThst OTKPHITOTO J0cTyna, pactpoctpansiemast mo aureH3uu CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

The defining property of a systems with inexact parameters is the presence of boundaries of a set of
initial states and a set of possible trajectories. The systems of this class are of interest not only because
of the plentitude of new mathematical problems, but also due to widespread applications of the theory
of control of large-scale dynamic systems for the management of both technical objects and economic
processes [1-6].

The history of the problem of robustness of the basic dynamic characteristics with respect to various
perturbations goes back to the studies of Russian scientists A.A. Andronov and L.S. Pontryagin. To date,
a wide range of methods has been developed providing invariance of the characteristics of systems with
respect to parametric perturbations based on a variational approach (introducing feedback concerning
sensitivity functions), the introduction of a loop with an infinitely large gain, and organization of sliding
modes. However, they provide stability only under insignificant variations in parameters.

Modern approaches are focused on ensuring robust stability and quality under significant parametric
perturbations. In most cases, these approaches use the robust control synthesis based on solving interval
matrix equations of Lyapunov, Sylvester, and Riccati [7, 8, 10-15], or the approaches based on the theory
of dynamic games using the strategies of guaranteed result [9, 16].

This paper considers the solution to a robust stabilization problem for systems with parametric pertur-
bations, which are described by interval values of the matrix elements. The author develops an approach to
the formation of sufficient conditions for the stability of continuous systems and the synthesis of stabilizing
controls with a given measure of robustness, based on using the scalar optimization function of the set and
the Lyapunov—Razumikhin interval function [16, 17].

The technique of synthesis of control with robust properties with respect to parametric perturbations
uses two-sided target inequalities that determine the requirements for the upper and lower boundaries of
the degree of stability of a closed system.

Formulation of the problem

Consider a mathematical model of a large-scale object with parametric perturbations in a form of a
system of differential equations with interval coefficients

X=2x+§u=(AD+;10)x+l§u,x(0)=xo, (1)

where x € R” is a vector of phase coordinates; u € R™ is a vector of control actions; A4 € IR is an interval
~ n - ~ . ~ N . .

matrix of system parameters, A =(d,,j)_ o &[j = [a. 'a,j] IR ; 4, = blockdiag {An} is a diagonal

L,]= ~ N j

=i
¥ i=1

matrix with the blocks equal to the diagonal blocks of the matrix A ; glo = block {Aij } - is a non-diagonal
i,j=
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I

matrix, the blocks of which are non-diagonal blocks of the matrix A4 ; B eIR™" is a matrix of the control
action transmission.

The requirements to the dynamic properties of the system are determined by a given degree of stability,
which characterizes, on one hand, the location of the eigenvalues of the matrix of the closed system in
the open left half-plane, and, on the other hand, the attenuation of some function characterizing the
generalized distance from the integral curves of the system to the origin of the phase space coordinates.
In this case, it is necessary to provide the required degree of stability in the presence of parametric
perturbations.

The degree of stability of the interval system when changing the elements of the matrices A4 and B
is defined by the interval number & =[a;a].

The index of robust stability is understood as a number e

e=0,5wid & / med a,

characterizing the relative change in the degree of stability of the interval system. Here & is the width and
0. is the median of the interval number Q..

The synthesis of a stabilization system under conditions of parametric uncertainty consists in deter-
mining control in the form of feedback with respect to the state vector u = U(x,t), which ensures the fulfill-
ment of target conditions in the form of two-sided inequalities

M”x()”exp[—a(t - to)] < ”x(t, fys Xo» A, B)” <

_ @)
<M |[-a(t-n)]

determining the minimum and maximum rate of the phase coordinate decay in the transition mode for
all possible variations of the parameters (4 € 4, B € B ). Here exp [—&(t —1, )] is the interval function,
which is a natural interval extension of the real function exp [—(x (t—1,) |

exp[—d(t ~t, )] = [exp[—a(t ~t, )], exp[—g(t —t, )ﬂ

Introduce the interval Lyapunov function
V(x)szﬁx:[xTﬁx ;xTﬁx}, 3)

which is a natural interval extension of the scalar Lyapunov function, and P= [E ;P] eIR™" is a sym-

metric positive definite interval matrix (any P € Pisa symmetric positive definite matrix). The Lyapunov
function (3) allows reformulating the problem of ensuring dynamic stability (2) as the problem of deter-
mining control law with feedback 'that provides a given decay rate of the Lyapunov interval function on the

trajectories of perturbed motion V(x) < —Zdﬁ(x),
V(x)<-2a(x), 4)

where O = [g; &] € IR isthe lower and upper boundaries of the required degree of stability of the closed

system; T7(x) is the derivative of the Lyapunov interval function (3), calculated by virtue of system (1),
closed by the regulator u = U(x.,?).
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Synthesis technique

The essence of the problem of the robust control synthesis lies in the non-uniqueness of the mapping
given by the differentiation operator in the system of equations with an indefinitely set right-hand side.
To each fixed point (x,0) of the phase space and the number equal to the value of the positively defined
function V(x,0) at this point, there is a corresponding set of values of the functional V(x) on the set of tra-
jectories x, coming to this point.

A condition for the effective application of the direct Lyapunov method to the problems of robust sta-
bility of the systems with interval coefficients is either the knowledge of the vortices {x }, the segments of
the solutions of the system of differential equations that come to this point and correspond to the equiv-
alent initial conditions satisfying the relation |x, (to, X, 4,B )” < g, or the possibility of constructing esti-
mates based on using scalar optimization functions of the sets of specified vortices.

Using a centered representation of interval matrices A and B , the system (1) is reduced to a form [16]

xz(A0 +62[)x+(BO+8§)u, x(O)zxo, (5)

where 4, =med A€ R™ , B, =med B R™™ are the matrices of median (nominal) values of
the parameters of the studied system, whereas 8A = [—rad ;1; +rad ;1:| eIR™ , 8B = |:— rad B; +

+rad B J e IR™™ are interval matrices characterizing the parameter variations.
Denote by (x(0)) the vortex of integral lines with the vertex at the point (x,0), which is the set of seg-
ments of integral lines of the system of differential equations of the perturbed motion (5), corresponding

to the condition p(x(e)) = {x, V(x(e)) <r(L),6> T}.
Let us introduce a scalar optimization function R(x) of the set p(x(8)), which establishes a corre-
spondence between the set p(x(0)) and the points of the number axis R’

R(x)=supyV (x)|x(r) e n(x(0)) |- (6)

Thus, the scalar optimization function R(x) is determined by the maximum value of the functional
V(x,) on a bounded set of integral curves, along which function V(x) decreases [18].

The condition of exponential stability (4) of the system with parametric perturbations (5) at the scalar
optimization function R(x) (6) has the form

R(x)<—aV(x) (7)
in the domain

O={(t,x)|t2T =1, +1,
0<V (x)<r(L)=sup{ V¥ (x) ||| <L}}.

Let us construct for the function V(x) a centered form corresponding to the adopted mathematical
model of the system with parametric perturbations

V(x)=V0 +817:xTPOx+xT8f‘x=xT(PO +6}~’)x, ®)
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where P, = med P e R™ isthe matrix of median values of the quadratic form; 8P = [— rad P;+rad 13] =

= [—1; +1] rad P e IR™ is a matrix related to parameter variations.
Now calculate the total derivative of the Lyapunov function (8) by virtue of the system with parametric
perturbations (5)

V(x)=(0V (x)/ o) (dx/dr)=
:XT(E) +8P)x+x" (P +8P)xc
x" [(A0 + SZ)T(PO +8P)+ (B, +5P)(4,+ 81:1)}x+
+2x" (P, +38P)(B, + 3B u.

Then the condition of exponential stability (7) for system (5) is determined by the inequality

R(x) =sup{x’ [(A0 +8d) (B + 513)} X+
x" [(P0 +813)(A0 +8§1)} X+

. . )
+2x" (B, +8P) (B, + 5B )u | x e u(x(0))} <
<—(o, +80) x" (PO + SP)x,
where o, = med G € R', 88 =[—1;+1] rad &.
The set of all stabilizing controls that satisfy inequality (9) is described by the relation
(B0 + SE)T (PO + Sﬁ)x
o (B, +0P)(B,+0B)| o
x[ [ (AO +6A)(P +8P }er[ o, +00.) P +8P)} }}

In relation (10), the matrix PO satisfies the Riccati matrix equation

A()Ta})()+1)()A0u_])()E)])()+Q0:O‘ (11)

Equation (11) corresponds to the nominal system, and the matrices have a form 4, = 4, + 0,50,/ ,
F,=10B,B, +2I,,Q, =24, 4,

The interval matrix 8P

5P ={8P e R""|34]8P +5P5A, — 5PD3P + G =0,

| 614&6812&, DeD,Geé}
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defines the combined set of solutions of the Riccati interval matrix equation
8A!8P +38PSA, —SPDSP + G =0. (12)

Here 84, =84 +0,5a1, =[~1;+1](rad A+0,5rad 61, ) € IR™", D =(10B,B; +43B3B" -
—21)elIR™", G=(34"54—-4P3B3B"P,) e IR"™".

Equation (12) corresponds to variations in the parameters of system (1).

The set of regulators providing robust stability of the interval system (5) with a given indicator e is de-
termined by the following expression

u(x)=-B; (P, +08P)x=—(K,+5K)x, (13a)
where K, = B, P, e R"™", 8K = B] 8P e IR"" or
U(x)=Kx=(med K +0,5wid K )x, (13b)

where K =—B" P is the matrix of interval feedback coefficients; med K= (E + E) / 2 is the median of
the interval matrix K , setting nominal values of regulator parameters; wid K = (E— K ) is the width of
the matrix K , which determines the maximum margin of the parameters.

Control (13b) is with the matrix f’, which is a combined set of solutions

P:{PeR"*n P(A4+0E,)+(4+0E,) P-

X i (14)
—2PBB"P=0,4c A4, Be B, oced}.

The matrix P defined by expression (14) satisfies the Riccati interval matrix equation and can be found
by the technique presented in [19],
T ~ ~

P(A+GE,)+(A+GE,) P—2PBB"P= (15)
(4-

\_/O

Control (13b) provides robust stabilization of the system X = x with a degree of stability

@ belonging to the given interval [g; OL] .

The robust regulator (13) has a centralized structure, which requires significant computational costs
to determine its parameters due to the need of solving the Riccati interval equation of a sufficiently large
dimension. Besides, the regulator is difficult to implement, since it requires information on the state of the
entire system to form a control action.

The synthesis of decentralized robust control

To reduce the costs of design and implementation, we will seek a robust regulator in a class of decen-
tralized structures

i=

R ={K =blockdiag{K, |/, e R

L (16)
Re2,(4-BK)<0,i=1,n,4e 4,B < BY.
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To this end, using the idea of inverse optimization, we carry out a decomposition of the Riccati equa-
tion (15), presenting the matrix 4 as a sum of the block diagonal matrix 4, and the block non-diagonal
matrix 4

~f ~ ~ T ~

P(4,+6E,)+(4,+aE,) P-
e (17)
~2PBB"P+ PA,+ ALP=0.

~ To satisfy structural constraints (16), we introduce into the Riccati equation (17) an additional term
0, , the value of which is determined by the intensity of connections between the subsystems

0, =—(45P+P4,). (18)

Then it becomes possible to decompose equation (17) into N equations, each of which corresponds to
the i subsystem included in the large-scale system (1)

éi(g,ﬁ&En) (A +0E, ) P -
(19)
—2PBB'P = =0, l—l N,

12 il 12

~ ~ ~ VN
whereas matrix P acquires the desired diagonal structure P = blockdiag {Ri}'—l . The block elements of

the matrix Qo in relation (18) are determined by the following formula
(20)

The matrix K of feedback coefficients, due to the block diagonal structure of the matrices B and 15,
is also a block diagonal matrix, and the decentralized robust regulator takes the form

u,(x,)=K,x,=-B]Px,,i=1,N, (21)

(7 T i

where the interval matrix

F, = {Pu eR"™™ F, (An + OLEn, ) + (Aii + Q‘Eni )T F,-

~2P,B,BP,=0, 4,€4,, B, €B, 0ed

123 i ii 123

is a combined set of solutions of the Riccati interval equation (19).
Relation (21) defines the set of stabilizing regulators. Any regulator with the feedback coefficient

K, e K ;; ensures stability of interconnected subsystems

xi=(4,+B,K,)x + Z X, (22a)
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or stability of the large-scale system as a whole

x=(AD+ IZ)x+Z10x. (22b)

Also, as in the case of a centralized regulator, it is expedient to choose the feedback coefficient Kil. in
the following way

K,=(med K, £0,5wid K, ),i=1,N, (23)

thereby determining the nominal parameters of the decentralized regulator K, = med 1%,.,. = (Eii +K, )/
/2 and the margin for their change 8K, = wid K, = (K i — K )

Properties of the decentralized control

The decentralized control is built in a form of feedback on the phase vector taking into account the
mutual influence of subsystems, and ensures the degree of stability of the closed-loop system within a given
interval. The use of decentralized control makes it possible to reduce the synthesis costs due to the decom-
position of the Riccati matrix equations, which are solved during the synthesis associated with subsystems
whose dimensions are less than the dimension of the original large-scale system. The proof of the theorem
on the properties of decentralized control is based on a scalar optimization function, which is an analogue
of the derivative of the Lyapunov function for systems with parametric perturbations.

The properties of a large-scale system closed by a decentralized regulator are defined in the following
theorem.

Theorem. Suppose that for each subsystem included in a large-scale system, the following conditions
are fulfilled:

1) rank control criterion

rank D, =n,, D, = (Eﬁ ‘21..3 ‘...‘Aﬁ”f“) B, ) (24)

2) existence of the inverse matrix for the test matrix of the form

W :(( A, +0E, )T ®F, +E, ®(4,+ ocE)) 2

where the rank of the test matrix equals 7.

Then the decentralized control (21), including the regulator of the form (23), ensures the stability of
the system (22) for all variations of the parameters satisfying conditions (25) and (26), while the degree of
stability of the closed system belongs to the interval o = [g; OL:|.

Proof of the theorem. The fulfillment of the conditions of the theorem guarantees the existence of an
external interval solution IBBH = [E Biis PBii:| of the Riccati equation (19), which includes the combined set
of solutions }N’ﬁ = [Bii;ﬁ-i] .

Then there exists an interval quadratic form

Xt

(xi) - xiTi)Biixi = |:xiT£Bii‘xi ;‘xiTFBiixii :| ) (26)

satisfying two-sided inequality
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&min (pBii )”x”2 < Vz (xi) < Aomax (PBii)”x ’

where A ( i ) is the lower boundary of the minimum eigenvalue, while Nnax (PBH ) is the upper bound-

; (27)

ary of the maximum eigenvalue of the interval matrix PB“

i 2

which are calculated by the formulas
Rt (B ) = Mo {mi0d By} =805 0 {med By} 6, | (28)
Ko (B ) = [xmax {med B} e, i), {med B, } + m} (29)
Here the residual vector ¢ in (28) and (29) is calculated by the formulas
1 =(Ser)
El}

Therefore, the quadratic form (26) is a Lyapunov function of the interval type for system (1) with para-
metric perturbations. Let us calculate the total derivative of the Lyapunov interval function

8min - || |E->min

2 ’Smax = || |E->max

22

&l=

,Ei|:max{ g

iﬁ x,)=x"Px, P, = blOCKdiag{ﬁ B""}Zl
im1

due to the system, closed by the decentralized control (21)

Matrices 1331.1. are solutions to the matrix Riccati equations (19), which are, in total, equivalent to equa-
tion (17) when choosing the matrix QO in accordance with (20). Therefore, for the derivative of the Lya-

punov function under consideration, the following inequality holds:

V(x)<-2ax" (f’B +Q0)x. (30)

The relation (30) yields the fulfillment of the inequality

V(xo)exp[—2a(t—t0 )] <V (x) <V (x,)exp[ 2a(1—1,)], (31)

which testifies to the exponential stability with respect to function 1% (x) Using estimate (27), we replace
~ _— ~ 2 ~
V (xo) in the right-hand side of the last inequality with the larger quantity Amax (PBﬁ ) ”xo || ,and V' (x),

~ 2
with the smaller quantity &min (PBl.i )| ; then for solutions of system (22) with the synthesized decen-

tralized regulator, there holds the estimate from above
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”x(t, tys Xo> A,B)” <

— - L W12 (32)
= (7"‘“&" (PBii)/Lmin (PBii)) ”xO”eXpI:—g(l‘ 4 ):'

Similarly, replacing the quantity v (x0 ) in the left-hand side of inequality (31) with the smaller quantity
&mm (IBBﬁ)”xO”z, and V(x), with the larger quantity Amax (égﬁ)”xnz, we obtain the following estimate

from below for the solution of the system
R (o) (v (B, ))”2 [ lexp[ ~a(r=t,) | < [ (£t 5,0 4. B)]. (33)

Inequalities (32) and (33) indicate the fulfillment of the target condition (2). The solutions of system
(1) with any regulator from the family of interval regulators (21), including regulator (23), are exponen-
tially stable. The obtained inequalities for the solutions of system (1), (22) are valid for all variations of the
parameters satisfying the conditions of the theorem; therefore, the closed system has the property of robust
stability with respect to parametric perturbations.

Conclusion

The considered technique for the synthesis of decentralized control of a large-scale system ensures
the stability of perturbed motions in the conditions of the interval setting of subsystem parameters. The
parameters of the stabilizing regulator are calculated using the solution of the Riccati interval matrix al-
gebraic equation. The decomposition of the matrix equation, based on the ideas of inverse optimization,
allows reducing the design costs using a decentralized structure of the regulator.

The proposed procedure for the synthesis of decentralized control provides stability of a large-scale sys-
tem in comparison with other methods of decentralized control, taking into account the mutual influence
of subsystems. The use of the interval model of the system ensures robust stability with respect to internal
parametric disturbances, in contrast to control based on Hardy spaces (Hz, H_ — control methods). In
comparison with the methods based on V.L. Kharitonov’s theorems, the considered method allows not
only the synthesis of systems with interval parameters, but also the synthesis of systems with the required
properties.
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