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AN APPROACH FOR AUTOMATED DEPLOYMENT OF CLOUD APPLICATIONS IN THE EDGE-TO-CLOUD COMPUTING CONTINUUM SATISFYING HIGH QUALITY OF SERVICE REQUIREMENTS

P. Kochovski, P.D. Drobintsev
Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russian Federation

Modern component-based software engineering environments allow deployment of cloud applications on various computing infrastructures, such as Edge-to-Cloud infrastructures. The heterogeneous nature of such computing resources results in variable Quality of Service (QoS). Therefore, the deployment decision can seriously affect the application’s overall performance. This study presents an approach for automated deployment of cloud applications in the Edge-to-Cloud computing continuum that considers non-functional requirements (NFRs). In addition, the authors explore multiple methods for selection of optimal cloud infrastructure, such as IaaS. The paper presents an experimental evaluation performed using a cloud application for storing data under different workloads. For the purposes of the experimental evaluation, a Kubernetes cluster composed of 44 computing nodes was used. The cluster nodes were geographically distributed computing infrastructures hosted by several service providers. The proposed approach allows a reliable selection of infrastructures, which satisfy high QoS requirements for cloud applications, from heterogeneous Edge-to-Cloud computing environments.
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серьезно повлиять на его общую производительность. В статье рассмотрен подход к автоматизированному развертыванию облачных приложений в вычислительном континууме Edge-to-Cloud, учитывающий нефункциональные требования (NFR). Исследованы способы выбора оптимальной услуги с точки зрения ожидаемого качества обслуживания. Экспериментальная оценка проведена с помощью облачного приложения для хранения данных в трех случаях с разной нагрузкой. Проведены эксперименты на кластере Kubernetes, состоящем из 44 вычислительных узлов (облачных инфраструктур). Узлы кластера были географически распределены в нескольких местах и размещались несколькими поставщиками услуг. Подход позволит надежно выбирать инфраструктуры из гетерогенных Edge-to-Cloud сред, удовлетворяющих требованиям к качеству обслуживания облачных приложений.

Ключевые слова: облачные вычисления, развертывание облачных приложений, качество обслуживания, инфраструктура как услуга, Edge-to-Cloud.
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Introduction

Intensive development of the Internet-of-Things (IoT), has led towards the development of smart applications in different domains (e.g. smart cities, smart environments, industry 4.0). In order to assure high Quality of Service (QoS), a plethora of non-functional requirements (NFRs), such as computing and network performance must be addressed throughout application’s life-cycle.

Novel software development environments support software development based on component-based development (CBD). In other words, they allow to compose software from existing microservices, discovery and selection of computing resources, deployment and resource orchestration in heterogeneous computing environments. The deployment process of microservices in such heterogeneous environments, covering the complete computing Edge-Fog-Cloud continuum, is a difficult problem. At this stage the microservice needs to be placed on optimal or near to optimal infrastructure from a large number of options, whilst considering multiple quality constraints.

The goal of this study is to describe an approach for resource balancing that increases application’s performance by ranking and automatically deploying applications on optimal Edge-to-Cloud computing infrastructure.

Related work

The selection of optimal computing infrastructure (i.e. Infrastructure as a Service – IaaS) has been a point of interest in various studies related to load balancing [1–4], resource management and allocation [5–8], resource provisioning [9–11] or service placement and management systems [12, 13]. Since in such cases is necessary to consider large number of NFRs, the reviewed studies recommend implementing various multi-criteria approaches for different placement scenarios in Edge-to-Cloud computing environments.

The authors [14–16] describe the implementation of a multi-criteria decision-making method called the Analytic Hierarchy Process (AHP) for ranking various computing infrastructures. In order to perform the ranking, the AHP executes pairwise comparison of infrastructures instead of considering the software engineer’s QoS requirements.

Zheng et al. [17] proposed a framework that ranks the infrastructures according to QoS requirements. In order to perform the ranking, the framework implements two forecasting algorithms, which calculate the ranking results based on the software engineer’s QoS requirements. However, the framework’s results are only based on network-level measurements data from prior usage experience.
Another commonly used method that is used to compute optimal cloud infrastructure is the Pareto method, which is used to find the optimal set of solutions by performing a trade-off between the conflicting objectives. Guerrero et al. [18] described an approach for resource allocation that is based on the Pareto optimization and implements Non-dominated sorting genetic algorithm (NSGA-II). In addition, another study [19] also utilizes the Pareto optimization for a trade-off of non-functional requirements at the earliest stages of the software development process and thus place the software on an optimal cloud infrastructure. However, the reviewed Pareto-based solutions suggest their results are based on no more than three criteria. Although some studies proposed more than three criteria, they all combined them into two or three main criteria upon which a trade-off was performed and a decision was derived. Using Pareto optimization for more than three criteria is also computationally expensive [20]. Moreover, it is impossible to visualize the Pareto curve on one figure for more than three criteria.

In comparison to the studies considered above, where cloud computing is considered as deterministic, multiple studies consider cloud computing as stochastic [21, 22]. In particular, they investigate the infrastructure’s dependability on uncertainty. Moreover, numerous studies in various domains utilize Markov decision-process (MDP) to make decisions in random cases where unforeseen situations may arise. In this context, MDP is also suitable for applications in the field of cloud computing due to its stochastic nature. Yang et al. [23] present an MDP-based method to select a deployment infrastructure that provides optimal performance for applications. Su et al. [24] also proposed an MDP-based planning mechanism that maintains a compromise between the three attributes (accuracy, data usage, and computational cost) by implementing an iterative approach for decision making. In addition, the studies of Tsoumakos et al. [27] and Naskos et al. [28] applied MDP to the problem of horizontal scaling of virtual machines. However, their computational complexity hinders the integration of such methods in the main software practices, thus this challenge has not been addressed in existing studies. MDP also allows to formally verify the correctness of the deployment decision placement. Llerena et al. [25] developed a methodology for analyzing the influence of probability perturbations by checking the reachability properties of MDP models with applications for cloud computing.

Nevertheless, as far as we know, the use of MDP to ensure high quality of service when deploying a software component in the context of containers within the Edge-to-Cloud computing environments has not yet been considered.

Approach for automated deployment of microservices in Edge-to-Cloud computing environments

The foundation of this work is the hypothesis of implementing MDP as an effective decision-making mechanism for deploying microservices on an optimal cloud infrastructure by taking into account specific quality requirements, relevant infrastructure and network measurements.

Fig. 1 illustrates the process of ranking all available computing infrastructures and automated deployment of microservices by considering NFRs and their utilization context. The process is composed of five consecutive steps that are described as follows.

At the first step, the software engineer composes an application from containerized microservices that need to be deployed. The engineer selects the important NFRs, such as: location, cost, network performance, infrastructure performance and etc. In addition, at this step the engineer also defines threshold values for the chosen NFRs. However, this choice may vary significantly between different types of microservices. In other words, the engineer determines which requirements must be continuously met at run time (i.e. hard constraints), and which requirements are desirable but not mandatory (i.e. soft constraints). Once hard and soft constraints are defined, they are used in the two final stages of the automated decision-making process. Hard constraints are used as input parameters for the equivalence classification (second step), while soft constraints are used at the stage of generation and verification of the probabilistic model (third step).
The second step is responsible for reducing the computational complexity of the method by reducing the number of computations for the decision-making process. As a result, the decision-making process considers only infrastructures that meet the hard constraints. At the beginning of this step, an automaton from all available deployment infrastructures is built. Each state of the automaton represents a deployment infrastructure. Once the automaton is built, an automated process, which classifies infrastructures into classes, is initiated. For instance, an equivalence class can be composed of all available deployment infrastructures that contain at least 8 CPU, or that are located in the territory of Russia.

The goal of the third step is to build a probabilistic model. In order to build the probabilistic model, multiple QoS metrics that represent the past and present performance of the infrastructures are used. These metrics are collected and stored in databases using a multi-tier monitoring system. However, this step only utilizes NFRs that are defined as soft constraints. At the end, the decision-making mechanism calculates the rank scores and sort all of the deployment infrastructures, which were included in this step.

The forth step verifies the results that are obtained from the previous. Using formal criteria and model-checking method, this step verifies the number of NFRs that are satisfied in the equivalence class. The estimated verification value is the output of the probabilistic model and represents a formal guarantee for achieving high QoS.

At the fifth step, the top-ranking infrastructure is automatically selected, where the microservice is going to be deployed using an orchestration tool (e.g. Kubernetes). This step is carried out under the assumption that the formal guarantee obtained for the top-ranking infrastructure, that is, the one with the highest score, is acceptable to the software developer.

**Implementation**

Applications in smart environments constantly generate and utilize large amounts of different formats and sizes of unstructured data. As a result, traditional cloud computing infrastructures cannot achieve the desired QoS. However, implementing a datacentric architecture, which offers moving the computing in close proximity to data sources, can be a solution to this problem.

Fig. 2 depicts a multi-tier architecture that was developed throughout the period of this research. It complies with the interoperability standards set by organizations such as: Cloud Native Computing Foundation (CNCF), Edge Computing Consortium Europe (ECCE), and OpenFog Consortium. The proposed design is composed of three tiers: Graphical User Interface, decision-making tier and computing tier with available Edge-to-Cloud infrastructures for the deployment of containerized microservices.
The Graphical User Interface (GUI) is an entry point for the software engineer, which is used to compose an application from containerized microservices, manage QoS requirements and input parameters for the deployment process, and initiate the deployment process. The GUI is implemented using EmberJS framework, which offers several views (e.g. component creation view and application composition view).

The decision-making tier is responsible for estimating an optimal deployment infrastructure based on MDP. In addition, this module also verifies the deployment decision and analyzes possible scenarios of the redistribution of microservices from one infrastructure to another at some point in time in the future. This tier also incorporates a container-orchestration system for automated application deployment, which initiates the deployment process after MDP estimates and verifies optimal deployment infrastructure.

The Edge-to-Cloud computing tier is composed of IoT devices, monitoring components and infrastructures that are used for deployment of containerized microservices and data. The infrastructures in this tier are used to store and process data in the computational continuum. Depending on the purpose and requirements of the deployed application, the proposed architecture allows to deploy application’s containers in close proximity to data resources (i.e. Edge), the Fog or the Cloud infrastructures.

### Fig. 2. High level system architecture
Deployment decision-making mechanism

The deployment decision-making mechanism is composed of two systems: monitoring system and MDP-based system for decision-making and verification.

The MDP-based system for decision-making and verification is composed of three subsystems: Equivalence Classification Subsystem (ECS), Probabilistic Model Generation Subsystem (PMGS) and Model Checking Subsystem (MCS). ECS initiates the decision-making process. First it retrieves all available infrastructures and generates an initial model, which is used as an input parameter for equivalence classification. Then, ECS discovers the infrastructures that satisfy the hard constraints and assigns them to the equivalence class. The composed equivalence class as an output from ECS is forwarded to PMGS. PMGS performs decision-making based on MDP method. First, PMGS generates a finite probabilistic model, where each state in the model is a different member of the equivalence class. Then, PMGS calculates the transition probability values, state rewards and state utility. Both subsystems, ECS and PMGS are developed using Java-based development technologies, such as: Java Jersey for RESTful web services and Apache Maven for software management.

MCS performs model-checking over the model and the output from PMGS based on probabilistic computation tree logic (PCTL). In other words, MCS checks the extent to which the selected optimal infrastructure will satisfy application’s NFRs regarding the specific restrictions that were set by the software engineer. Therefore, MCS assures the engineer that the mechanism provides the optimal infrastructure for the application. This subsystem integrates the PRISM model-checker into the mechanism, which is used to analyze probabilistic models. To execute the model-checking, PRISM imports models from configuration scripts.

When the deployment infrastructure is selected and verified, the deployment decision-making mechanism generates a YAML script with deployment instructions for the container-orchestration system. The instructions described in the YAML script provide information on the deployment infrastructure, applications for deployment, backup and replication policies.

The proper work of the MDP-based system for decision-making and verification strongly depends on the monitoring system. The monitoring system is a set of monitoring components, such as: monitoring probes, monitoring agents, monitoring server, databases and knowledge bases. It plays an important role in the proposed mechanism, because it is used to collect input data for the decision-making process (e.g. throughput, latency, CPU and memory utilization) and ensures that any application satisfies the QoS requirements at runtime. Usually, the monitoring system begins to work once an infrastructure becomes available to the system. The monitoring system was implemented by using Jcatascopia, NetData and Prometheus monitoring systems.

Monitoring Agents are lightweight components that control the collection of metrics from virtual machine and container instances. Monitoring Probes are metric collectors managed by the Monitoring Agents. They are designed to collect low-level and high-level metrics. Monitoring Probes send metrics to the appropriate Monitoring Agent either periodically or when a specific event occurs. The Monitoring Server is used to collect the metrics from the Monitoring Agent and forward them to a database. The Monitoring Server must be installed on a host that meets the database hardware requirements. In other words, the host must provide enough memory, processor and disk resources.

To store the metrics from the monitoring system, it is necessary to implement a time series database (TSDB). For the purposes of this study, we integrated Apache Cassandra, which is an open source TSDB.

A Knowledge Base (KB) is used to collect complex information, which is required by ECS and PMGS as input parameters. The KB that was implemented was Apache Jena Fuseki, which collects information about the selected infrastructure, such as: location of the infrastructure, information about the type of application, assessment of the quality of experience and information about the deployment, in the form of RDF semantic triples. Utilizing such a KB allows to perform analysis of long-term trends or conduct a variety of strategic analyzes, such as, utilization trends.
Experimental evaluation

The approach described in this study was experimentally evaluated with a typical cloud scenario for uploading and storing files in the Cloud. The file storage application is designed to be deployed on an infrastructure, used and terminated each time the user needs to use it. The File Storage application is a Java servlet web application that processes requests to upload files to a server. The approach in this work allows one to choose the thresholds of different NFRs for each upload operation, since a container instance can be initiated in a different cloud infrastructure for each file upload operation.

For this experimental evaluation, the application was implemented as a Docker container, which is an advanced technology for application virtualization. Furthermore, the following NFRs were used: infrastructure location (Europe), latency (less than 100 ms), throughput (more than 4 Gbit/s), packet loss (less than 2 %) and quality of experience (more than 4). In this evaluation, infrastructure location was used as a hard constraint, whilst other attributes were used as soft constraints. Also, it was assumed that there are several deployment scenarios. After the initial deployment of the application, the software engineer had two different workload requirements, such as 1000 (deployment 2), 1500 (deployment 3) requests every five seconds. The experimental workload was created using the \textit{httperf} tool. The software engineer was able to deploy the application in one of 42 available Fog-Cloud infrastructures or in one of 2 Edge infrastructures. Edge infrastructures were hosted near to the data sources (i.e. the application user), and Fog-Cloud infrastructures were hosted on the Google Cloud Platform, Amazon AWS EC2 and ARNES in 6 different locations: Ljubljana, Frankfurt, London, Tokyo, Sydney and Oregon. The experimental evaluation results are enlisted in Table.

### Experimental evaluation deployment results

<table>
<thead>
<tr>
<th>Infrastructure</th>
<th>Deployment 1</th>
<th>Deployment 2</th>
<th>Deployment 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rank</td>
<td>Utility</td>
<td>Rank</td>
</tr>
<tr>
<td>Raspberry Pi 3</td>
<td>11</td>
<td>0.0</td>
<td>11</td>
</tr>
<tr>
<td>Raspberry Pi 4</td>
<td>5</td>
<td>1.02093</td>
<td>4</td>
</tr>
<tr>
<td>arnes</td>
<td>12</td>
<td>0.0</td>
<td>12</td>
</tr>
<tr>
<td>g1-small</td>
<td>10</td>
<td>0.93593</td>
<td>8</td>
</tr>
<tr>
<td>n1-standard-1</td>
<td>7</td>
<td>1.01909</td>
<td>6</td>
</tr>
<tr>
<td>n1-standard-2</td>
<td>1</td>
<td>1.12443</td>
<td>10</td>
</tr>
<tr>
<td>n1-standard-4</td>
<td>6</td>
<td>1.01965</td>
<td>5</td>
</tr>
<tr>
<td>n1-standard-8</td>
<td>4</td>
<td>1.03024</td>
<td>3</td>
</tr>
<tr>
<td>a1.medium</td>
<td>8</td>
<td>1.01688</td>
<td>9</td>
</tr>
<tr>
<td>a1.large</td>
<td>3</td>
<td>1.11038</td>
<td>2</td>
</tr>
<tr>
<td>a1.xlarge</td>
<td>2</td>
<td>1.11571</td>
<td>1</td>
</tr>
<tr>
<td>a1.2xlarge</td>
<td>9</td>
<td>1.01473</td>
<td>7</td>
</tr>
</tbody>
</table>

According to the results of the experimental evaluation, the infrastructure n1-standard-2 offered the highest utility value for deploying the application. However, after an additional workload was applied to this infrastructure (1000 requests every five seconds), several quality thresholds were violated, so the application was transferred to the a1.xlarge infrastructure. Following the same steps, with a workload of 1,500 requests, the application was again redeployed to another infrastructure (i.e. a1.large), which guaranteed high QoS.
Conclusion

The goal of this work was to design a QoS-aware approach that guarantees high QoS for cloud applications in highly dynamic and heterogeneous Edge-to-Cloud environments. QoS are relevant requirements that software engineers at the deployment stage of cloud applications have to comply with. This study offers an approach that can be used for this purpose and which can be integrated into software development tools.

The results of the experimental evaluation elaborate that the proposed approach is universal enough for the automated deployment of applications with different QoS requirements in various infrastructures. This means that the proposed approach is not limited to a specific set of NFRs or types of applications.

The approach can be further expanded by improving deployment algorithms to implement multi-tier application deployment operations across multiple infrastructures, where each application tier is deployed in a different Edge-to-Cloud infrastructure.
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Introduction

Moving object detection in video streams is an interesting problem with a very wide range of vision-based application fields, such as action recognition [1], traffic control [2], industrial control [3], identification of human behavior [4] and intelligent video surveillance [5]. The general idea of detecting moving objects is to represent a set of related image pixels in a video sequence having a coherent motion in time (time aspect) and semantic similarity in the image space (spatial aspect) [6].

In this article we try to solve this problem for the purpose of robot navigation. Global path planning algorithm usually uses priori information to build a complete model of a structured environment, and then tries to find the best possible solution. But information is scarce in unknown or unstructured environments, so users need to combine the route planning method with local or reactive navigation using built-in sensors to locally observe small fragments of the environment at any time. A problem of detecting moving objects and responding to obstacles arises in this scenario. The most common approaches are: firstly, a proximity sensor belt (ultrasonic, infrared, ...) mounted on the vehicle, allowing for discrete scanning of the space around the robot; secondly, a rotating laser beam, often associated with a viewing system, which leads to a continuous assessment of the free area around the vehicle. The issue of accounting for moving obstacles in the management of a mobile robot still requires further research. We have a look at different ways to solve the problems presented in a number of studies. In the papers [7, 8] where laser scanners are used to detect obstacles the approaches described have limitations on the type of object’s movement and the environment in which the robot can move; laser scanners are also rather expensive. In other studies, robot navigation is described using an on-board camera and video data. The purpose of detecting a moving object is to take a video sequence from a fixed / moving camera and output a binary mask representing moving objects for each frame of the sequence. However, this is not an easy task due to many problems and difficulties that arise when using a camera to capture a video sequence of moving objects. We categorize the existing methods to solve the problem in Table 1.

Table 1

<table>
<thead>
<tr>
<th>Category</th>
<th>Positive points</th>
<th>Negative points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background modeling [9-11]</td>
<td>• Moderately complex</td>
<td>• Not good for free camera motion</td>
</tr>
<tr>
<td></td>
<td>• Good for real-time applications</td>
<td>• Accuracy is highly dependent on background model</td>
</tr>
<tr>
<td></td>
<td>• Providing good object’s silhouette</td>
<td></td>
</tr>
<tr>
<td>Trajectory classification [12, 13]</td>
<td>• Providing good object’s trajectory over time</td>
<td>• Very sensible to noise</td>
</tr>
<tr>
<td></td>
<td>• Moderately complex</td>
<td>• Does not provide information on object’s silhouette</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Accuracy is highly dependent on motion tracker mode</td>
</tr>
<tr>
<td>Object tracking [14-16]</td>
<td>• Good performance with all camera motion</td>
<td>• Does not provide information on object’s silhouette</td>
</tr>
<tr>
<td></td>
<td>• Moderately complex</td>
<td>• Needs initial good selection of the object</td>
</tr>
<tr>
<td>Low rank and sparse representation [17-19]</td>
<td>• Highly accurate</td>
<td>• Requires a collection of frames</td>
</tr>
<tr>
<td></td>
<td>• Providing good object’s silhouette</td>
<td>• Not suitable for real-time applications</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Highly complex</td>
</tr>
</tbody>
</table>
In this work, we try to solve these problems for navigation of a mobile robot in a dynamic environment on an unchanged path using the on-board vision system (an RGB-D Camera).

**Problem statement**

Let’s have a transport robot on a flat underlying surface. There are static obstacles (walls, columns, tables, chairs, etc.), as well as moving obstacles (people, other robots), which are physical bodies that conform to the laws of dynamics. Let us also have a planned path for the robot, which cannot be changed during movement, in order to transfer material to the target point in the coordinates of the room. Such tasks arise during automation of transport operations in warehouses in which there are mobile objects — robots, people, etc. As a result, the system must position the robot at the target point, moving along the planned route and avoiding moving obstacles using high-speed adaptation method. It uses the computer vision system for this purpose while minimizing the movement time. Such transport robots, as a rule, can move at the maximum speed $V_{r\,\text{max}} = 1\div1.5$ m/s and acceleration $A_{r\,\text{max}} = 0.1\div0.7$ m/s$^2$. In our task we consider that the maximum speed and maximum acceleration of the robot $V_{r\,\text{max}} = 1.5$ m/s, $A_{r\,\text{max}} = 0.3$ m/s$^2$.

During the task of transportation, the robot should not deviate from the route, and has to avoid collisions with objects (Fig. 1), which can appear on the way. For this, we need to detect all objects (moving and static) on the way by using a vision system. In our task, we have no condition on the movement direction of objects, so objects can move in any direction. At the same time, they are solids with an unchanged shape, the maximum value of speed is $V_{o\,\text{max}} = 1.5$ m/s.

First of all, we have to calculate the distance for detecting the object, on which we have to slow down, because this is one of the most important factors for evaluating our work.

![Figure 1: Example of an environment in which a mobile robot moves, containing moving obstacle objects O1–O5, here R1 = $S_n$ (the distance at which a moving obstacle is to be detected), R2 = $S_r$ (distance to the robot full braking)](image)

Suppose we have robot acceleration $A_r$, speed $V_r$, then the braking distance $S_r$ is determined by the formula:

\[
V_r = \sqrt{2 * (-A_r) * S_r} \quad (1)
\]

\[
S_r = \frac{V_r^2}{2 * (-A_r)} \quad (2)
\]
In our study the maximum velocity of the robot is \( V_{\text{max}} = 1.5 \text{ m/s} \), the maximum acceleration is \( A_r = \pm 0.3 \text{ m/s}^2 \), by the formula we get \( S_r = 3.75 \text{ m} \). In this paper, we consider a dynamic environment with moving objects. So, in our case, the formula for determining the distance \( S_n \), for detecting obstacles moving at a constant speed, should be:

\[
S_n = S_r + V_o T_t ,
\]

where \( V_o \) is the maximum speed of the moving object; \( T_t \) – time to stop, which can be calculated:

\[
T_t = \frac{V_r}{-A_r}.
\]

At the maximum acceleration and speed of the robot, the time to stop \( T_t = 1.5 / 0.3 = 5 \text{ s} \). Thus, the detection of objects should be at a distance not less than \( S_n = 3.75 + 1.5 \times 5 = 11.25 \text{ m} \), in case the object moves towards the robot.

**Methodology development**

Suppose we have a point with coordinates \([ X_w, Y_w, Z_w ]\) in the world coordinate system. We want to translate these coordinates into a robot camera coordinate system \([ X_c, Y_c, Z_c ]\) and into image coordinate system \([ X_{\text{img}}, Y_{\text{img}} ]\). To do this we have to build matrix \( P \), to convert the world 3D coordinates to 2D image coordinates. Since we are using a digital camera, we will use a “pinhole” – a camera with a small hole instead of a lens or with a lens that simulates this effect. So we can describe the projection matrix in this way:

\[
P = K \times [ R|t],
\]

where \( K \) is the internal matrix of transformation of three-dimensional coordinates of the camera into two-dimensional coordinates of the image (Fig. 2); \([ R|t] \) – the extrinsic matrix transformation of the camera which describes the camera in the world coordinate system, and the direction of its view.

![Conversion from world coordinates to image coordinates](image)
Thus, we have a projection from the world coordinate system to the camera coordinate system; therefore, we can accept that
\[ Z_c = X_w + Z' \]
as the sum \( X_w \), \( Z' \) also for \( X_c, Y_c \).

Since we assume we know the movement characteristics of the robot (position, speed and acceleration), so we will use the camera coordinate system \([X_c, Y_c, Z_c]\).

**Analysis of the object movement in the camera coordinates**

We accept that objects move on a flat surface; therefore, we consider the movement of the objects in the XY plane in the robot coordinate system. We will try to describe how the real move of the objects in the robot coordinates system reflected on the image coordinates.

**Depth axis movement (object speed on Z axis).** To find how the movements of objects along the Z axis (depth axis) can be reflected in the image from the robot camera, we consider the relationship between the change in length of the line segment from object and the change in depth of the object. Let’s consider two points on the image with coordinates \((X_{1img}, Y_{1img})\), \((X_{2img}, Y_{2img})\), the distance between these two points \(L_r\):

\[
(L_r)^2 = (X_{1img} - X_{2img})^2 + (Y_{1img} - Y_{2img})^2.
\]

Using equation (4) we can rewrite as:

\[
(L_r)^2 = \left(\frac{F * X_{1c} - F * X_{2c}}{Z_{1c}}\right)^2 + \left(\frac{F * Y_{1c} - F * Y_{2c}}{Z_{2c}}\right)^2.
\]

Suppose that we observe two points belonging to one object, which does not change its shape or rotate around any of its axes, in other words the object is either static or moving in a straight line, so that \(Z_{1c} = Z_{2c}\) in the camera coordinate system. Then we can rewrite:

\[
(L_r)^2 = \left(\frac{F * (X_{1c} - X_{2c})}{Z_{1c}}\right)^2 + \left(\frac{F * (Y_{1c} - Y_{2c})}{Z_{2c}}\right)^2 = \frac{(F * L_x)^2 + (F * L_y)^2}{Z_{1c}^2}.
\]

Now, let’s look at the change of the length of this line segment between two frames \(L_r, L_{r+1}\)

\[
\frac{(L_r)^2}{(L_{r+1})^2} = \frac{Z_{1c}^2}{Z_{2c}^2} = \frac{Z_{1c}^2}{Z_{2c}^2}.
\]

From this equation (6) we notice that \(Z = \frac{-L}{L_r}\) which means that change in the length of a line segment from one object is inversely related to the change of the depth of the object. We can calculate a change of object coordinate in Z axis (depth information), but it is relative to depth value. Thus, we require information about depth (approximate) to calculate the change. These changes of depth information
represent the speed of the object along Z axis. For this purpose, we use pixel depth data from the matrix of a digital RGB-D camera.

**Vertical axis movement (object speed on X axis).** To demonstrate the way object movement on the vertical axis is displayed on the image in the robot camera, consider one point with image coordinates \( X_{\text{img}}^\ast, Y_{\text{img}}^\ast \).

Based on equation (4), we can write \( X_{\text{img}}, X_{\text{ct}} \) as follows:

\[
X_{\text{img}} = \frac{F}{Z_c} (X_c) + \frac{w}{2},
\]

\[
X_{\text{ct}} = X_{\text{img}} - \frac{w}{2}.
\]

Consider the change in its coordinates between frames:

\[
\frac{F}{Z_{ct}} X_{ct} = X_{\text{imgt}} - \frac{w}{2},
\]

\[
\frac{F}{Z_{ct+1}} X_{ct+1} = X_{\text{imger+1}} - \frac{w}{2},
\]

\[
X_{ct} = X_{\text{imgt}} - \frac{w}{2} \ast \frac{Z_{ct}}{Z_{ct+1}}.
\]

From this equation we can conclude that there are two factors affecting the movement of points in the image on axis \( X_{\text{img}}^\ast \). The first factor is the movement of the point itself in space along \( X \) axis. The second one is its movement along the depth axis in such a way that both approximation and removal of the image of the controlled point eliminates the effect on the image of its movement along the depth axis.

**The proposed approach**

The general concept of our proposed method (detection of moving objects based on featured fragments) is shown in Fig. 3. As seen, the first step is the initialization of the featured fragments using the first set of frames. Next, we go in a cycle:
- Find comparisons of the featured fragments on the next frame.
- Then calculate the change in the position and length of each fragment between two frames.
- Update the fragment data.

After every round we send the fragment data to the robot control unit, where changes are analyzed and decisions are made for control of the robot speed. Color and depth frame sequences from an RGB-D camera comprise the inputs of the system. The goal is to provide information about the presence of moving or non-moving objects to the robot controller in order to decide (increase, decrease or not change) the speed of the robot.

**Initialize featured fragments.** In our task we propose that we don’t have to find the whole moving object in the frame but the most interesting part of the object only for our task. We suppose this part is the edges that separate the body of the object from the background or other objects. That is a very widely studied problem called edge detection. To solve this kind of problem we use the Canny edge detector\(^1\) developed in 1986 by John F. Canny. It uses a multi-stage algorithm to detect a wide range of edges in images. As a result of the Canny algorithm, we get a black and white picture where white pixels form the borders or edges that separate the objects. For better precision we have to filter the results of edge detection.

---

\(^1\) https://en.wikipedia.org/wiki/Canny_edge_detector
Filtering featured fragments. The task of filtering is to remove false and unused points and fragments from image results after the edge detection phase. In order to apply such filtering, we need contours which represent curves connecting all the continuous points (along the boundary of an object) of the same color or intensity. Filtering is carried out on two bases:
- The length of the fragment itself (using fragments with length starting from 32 pixels).
- The depth of the point (up to 10 m).

Find the best matching fragment in the next frame. For the next step we propose to convert these fragments of the images into a set of segment lines and represent their by the two points ends segment. We use two methods for this step:
- The Hough transform to find imperfect instances of objects within a certain class of shapes (segment line) by a voting procedure.
- We use two ends of the contours that we found earlier as the two ends of a line segment.

As a result, we get a list of pairs of points we track between frames using an optical flow algorithm, based on the Lucas–Kanade method\(^1\).

Calculating changes parameters of the featured fragments between two frames (determining the speed of objects)

We represent each pair of points (single segment line) as a separated object and try calculating the change in the length and position of this object (segment line) between two frames to find the speeds on vertical axis \(V_{ox}\) and depth \(V_{oz}\).

1. Speed \(V_{oz}\)

We use an RGB-D camera that gives us depth data. For our task it is very important to measure depth error and how it increases with depth value. Khoshelham [2] studied a model for measuring depth error in the Kinect model camera (RGB-D) and concluded that the uncertainty of depth measurement is proportional to the square of the depth value \(\sigma_z = \frac{1}{f} \sigma_d d^2\), where \(d\) is depth \(\sigma_d\) standard deviation, \(f\) is the focal length. For Intel® RealSense™ Depth Camera D435i errors increase quadratically from a few millimeters at a distance of 0.5 m to ~5 cm at the maximum distance of 10 m.

Therefore, we cannot get depth changes between frames from the depth data of the camera, but we can use the depth data from equation (6) to find the speed of an object:

\(^1\) https://en.wikipedia.org/wiki/Lucas%E2%80%93Kanade_method
where \( L_t \) is the length of a segment line at frame \( t \) and \( Z_{tc} \) is the depth of the object from the robot at the frame \( t \).

2. Speed \( V_{ox} \)

We can calculate the projection of the velocity of object \( V_{ox} \) relative to the coordinate system of the mobile robot by the formula:

\[
\Delta s_{yr} = \frac{X_{cr} - X_{cr+1}}{X_{img} - X_{img-1}} \times \frac{w/2}{Z_{ct}} \times Z_{ct}
\]

\[
V_{ox} = \frac{\Delta s_{yr}}{t}.
\]

**Testing the developed approaches**

To test our method, we performed a precision-recall curve. Using virtual implementation in an environment (ROS), we examined two metrics (precision-recall) for detecting moving objects at the pixel level and at the object level. The results are shown in Fig. 4.

We also compared our results to a study conducted with the use of lidar [20]. Table 2 shows our result do not deviate much from lidar results, although we had only an RGB-D camera instead of some very expensive pieces of equipment.

<table>
<thead>
<tr>
<th>Table 2 Comparison of the proposed method to lidar detection</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>#Grd TruthObj</strong></td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>Lidar [20]</td>
</tr>
<tr>
<td>Proposed method</td>
</tr>
</tbody>
</table>
To analyze the tracking method, we consider a metric (EPE) that determines the error of the end-to-end point and how the distance of the object from the robot affects it. The end-point error is calculated by comparing the calculated optical flow vector $V_{est}$ with the true optical flow vector $V_{gt}$ for each point. We calculated this metric for each point in the list that we received in the previous step, in a static scene, because we know how they should move in the image (surface truth). Endpoint error is defined as the Euclidean distance between the two points:

$$A = |V_{est} - V_{gt}|.$$ 

Using a virtual implementation, we were able to calculate the optical flow error EPE as a function of the distance of the object from the robot. We examined the values of the optical flow of static objects, the coordinates of which we know in the absolute system. We can calculate their coordinates on the images in each frame, then we calculate the error of the optical flow. Note in Fig. 5 that the closer is the object to the robot, the greater the error.

**Conclusions**

A detailed analysis of the environment of the mobile robot allowed us to solve the problem of calculating the braking distance and the distance of detection of obstacles to prevent collisions with them. The developed software implementation of the proposed approaches uses ROS (Robot Operating System) middleware (Fig. 6), which provides developers with libraries and tools for creating robotic applications. Our study conducted on a mobile robot with a caterpillar chassis confirms the applicability of our approach to analysis of a dynamic environment in real conditions when navigating transport robots in warehouse and workshop premises.
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The article is devoted to the research of efficiency of Xilinx’s high-level synthesis tools, the Vivado HLS package version 2019.2, for synthesis of a hardware implementation of sorting algorithms. The relevance of creating hardware implementation of sorting algorithms is determined by modern approaches to building high-performance heterogeneous computing systems and modern criteria for the efficiency of such systems — the ratio of performance to power consumption and the ratio of real performance to peak performance. The authors carried out a comparative analysis of the implementation of the selected sorting algorithms on a universal processor and on the basis of the VLSI Xilinx submarine research. The article discusses approaches to optimize the description of algorithms and control the Vivado HLS package to achieve optimal performance of the resulting hardware solutions. The article shows that the main performance gain is provided by parallelizing of the source arrays processing, which is achieved both by the settings of the design tool, the Vivado HLS package, the selected description style, as well as the features of the sorting algorithm selected for hardware implementation.
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и управления пакетом Vivado HLS для достижения оптимальных показателей эффективности полученных аппаратных решений. Показано, что основной выигрыш в производительности дает возможность частичного распараллеливания процесса обработки исходных массивов, что достигается как настройками средства проектирования — пакета Vivado HLS, выбранным стилем описания, так и особенностями алгоритма сортировки, выбранного для аппаратной реализации.
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Introduction

A modern trend in the development of computing systems is the creation of heterogeneous distributed hardware reconfigurable systems that provide a solution to the problem of hardware adaptation and reconfiguration for the algorithm to solve the main problem [1]. Such approach to the construction of computing systems allows us to create temporarily highly specialized hardware devices using the computing resources available as part of the system, in accordance with the logic of the problem to be solved. It provides a more efficient solution of computationally complex algorithms than universal processors and devices with SIMD architecture [2]. The most important modern performance criteria for high-performance computing systems are energy efficiency, i.e. performance-to-power ratio, and computational efficiency – the ratio of real performance to peak performance [3, 4].

The traditional procedure for developing specialized hardware devices based on the use of hardware description languages, for example, VHDL, Verilog HDL, System Verilog, is laborious and requires significant time both at the stage of device development and at the stage of debugging [5].

A modern approach for developing specialized hardware devices is to use the capabilities of high-level synthesis tools that are provided by leading VLSI manufacturers of programmable logic, such as Xilinx [6] and Intel PSG [7], and companies engaged in the development of electronic device development tools, for example, Mentor Graphics [8].

High-level synthesis tools allow both to synthesize hardware solutions to problems described in high-level programming languages, such as C or C++, and to verify the correct operation of the algorithm and the synthesized device using a single test described in C or C++.

The use of high-level synthesis tools to create computing systems is a new approach and there are currently no reliable data on its effectiveness in the implementation of many data processing algorithms with high computational complexity and significant memory requirements.

In order to analyze the efficiency of using high-level synthesis tools, it is necessary to carry out a comparative analysis of the implementation of the same algorithm described in C or C++ based on a universal processor and its hardware implementation obtained as a result of high-level synthesis. A comparative analysis can be performed according to such an efficiency criterion as performance, or runtime, when solving a task of a given dimension, since the architecture of the universal processor and reconfigurable hardware are different.

Object to research

Sorting algorithms were chosen as the object of this research paper due to their widespread use for solving problems associated with processing large data, their computational complexity, memory requirements and the relevance of the task of accelerating their execution for many applications related to database processing.
A simplified classification of sorting algorithms is shown in Fig. 1. Among the variety of sorting algorithms [9], several typical algorithms were selected for this research: comb sorting, gnome sorting and merge sorting.

These algorithms are typical representatives of the classes shown in Fig. 1, and that is the reason to choose them for the research. Moreover, for choosing objects of research such as sorting algorithms, we need to allow for the significant limitation of modern high-level synthesis tools due to the impossibility of implementing recursive algorithms.

Comb sorting and gnome sorting belong to the class of exchange sorting algorithms, they are simple to implement, are considered the slowest when implemented on universal processors, have high $O(n^2)$ computational complexity and do not require additional memory costs, like all representatives of this class ($O(1)$) [10, 11].

Merge sorting is an algorithm with sorting principle significantly different from exchange sorting algorithms, but it is also simple to implement. This sorting algorithm is faster than exchange algorithms when running on universal processors, since it has less computational complexity $O(n \log n)$, but significantly higher memory costs $O(n)$ [12].

**Method and research methodology**

The research method is simulation of solving sorting problems on computational structures with different architectures and conducting a comparative analysis according to the selected criteria.

As a criterion for a comparative analysis, we selected performance parameters related to each other, that is, the number of operations performed in a given unit of time, and speed, which is the time spent on the task. The selection of these criteria for comparative analysis is justified by the fact that the goal of creating hardware solutions is to increase speed and productivity in solving computationally complex problems and, as a result, increase the computational efficiency of the entire high-performance system.

Here is a list of selected hardware and software tools used in this research, simulation and comparative analysis:

- For the software implementation on a universal processor:
  - IDE – JetBrains CLion;
  - Hardware part – PC based on Intel Core i7-4710HQ 2.50 GHz, with 12 GB RAM, type DDR3.
- For the hardware implementation based on FPGA:
  - IDE – Vivado HLS (High level synthesis) [6];
  - Hardware part – FPGA family Virtex UltraScale by Xilinx [13]: XCVU 125-flvc2104-3-e.
The JetBrains development environment CLion is a cross-platform C and C++ development environment developed by JetBrains. It allows you to easily compile and run any programs using popular compilers (GCC, Clang, MinGW, Cygwin) and pre-installed libraries. It means the ability to work with the same source code of the program with the addition of standard C libraries operators for calculating the expended time.

For this purpose, the description of the sorting algorithms in the C language was made using the functions of the library time.h, which allows us to estimate the time interval between two control points during program execution, which, thus, when simulating a solution to a problem on a universal processor, provides data on speed and performance for comparative analysis.

The Vivado HLS (High level synthesis) development environment synthesizes the description of the device operation algorithm presented in C or C++ into a hardware implementation; evaluates the performance and speed of a synthesized device; displays the expected hardware “cost” for its implementation on the basis of the selected element base — the selected FPGA part. This development environment allows optimization of the created device during synthesis, setting up its implementation to use various resources available in the target FPGA part; pipelining and parallelizing hardware implementation according to user-defined criteria.

To assess the performance and speed of a synthesized device, Vivado HLS offers the calculation of the minimum possible period of the clock frequency synchronizing the operation signal of the device, and an estimate of the number of periods of the clock frequency for the complete execution of the algorithm, in other words, the number of clock cycles through which the input of the device that implements the synthesized algorithm can be fed new data. It is possible to calculate the time of one sorting, by multiplying the estimate of the period of the clock frequency by the number of required clock cycles based on these data.

The research methodology includes the following steps:

• The creation of a text code description of an algorithm suitable for both a software implementation based on a universal processor and for the synthesis of a reconfigurable hardware solution. In the created description, the means of controlling the runtime on the basis of a universal processor are used. The description should allow to process arrays of input data of arbitrary size.

• The creation of a test text code description that will be used to verify both the correct operation of the initial description of the algorithm in the C language and the model of the synthesized hardware solution. In the created test description, it is necessary to launch the function of the tested algorithm several times, since this allows you to simulate a continuous data stream characteristic of a hardware implementation. The description should allow you to create arrays of source data of arbitrary size. The source arrays must be initialized random, with a uniform distribution, integers.

• Simulation based on a universal processor:
  - Test of the initial description of the algorithm based on a universal processor for a given set of array sizes;
  - Software implementation of an algorithm based on a universal processor for a given set of input array sizes. Obtaining a set of characteristics for the execution time of the algorithm.

• Simulation and optimization of hardware implementation of the algorithm:
  - Test of the initial description of the algorithm in the framework of a high-level synthesis system on a given set of array sizes;
  - Iteratively conducting synthesis-optimization stages for a given set of array sizes and a selected set of control directives for a high-level synthesis system. The goal is to achieve maximum performance for each set of array sizes if there is a limit – the logical capacity selected of the selected FPGA part;
  - Hardware and software testing, based on a common test for hardware and software implementations, of each optimal hardware implementation of the algorithm for each set of array sizes.

• Comparative analysis of software and hardware implementations of the same algorithm.
Conducting research

The following sets of array sizes were selected for the research: 128; 1024; 16384; 32768; 65536; 131072. All numbers were of type Integer (signed integer 32 bits).

The description in C language of the merge sorting algorithm used for simulation, both for a software implementation based on a universal processor and for synthesizing a hardware implementation of an algorithm, is shown in Fig. 2. In this code, for clarity, the directives for optimizing hardware implementation and design are omitted, providing an assessment of productivity and performance in software implementation.

```c
#include <stdio.h>

#define SIZE 65536
#define STAGES 16

void merge_arrays(int in[SIZE], int width, int out[SIZE])
{
    int f1 = 0;
    int f2 = width;
    int i2 = width;
    int i3 = 2*width;
    if(i2 >= SIZE) i2 = SIZE;
    if(i3 >= SIZE) i3 = SIZE;
    for (int i = 0; i < SIZE; i++)
    {
        int t1 = in[f1];
        int t2 = (f2 == i3) ? 0 : in[f2];
        if(f2 > i3) (f1 < i2 && t1 <= t2)
        { out[i] = t1;
        f1++;
        }
        else{
        out[i] = t2;
        f2++;
        }
        if(f1 == i2 && f2 == i3)
        { f1 = i3;
        i2 += 2*width;
        i3 += 2*width;
        if(i2 >= SIZE) i2 = SIZE;
        if(i3 >= SIZE) i3 = SIZE;
        f2 = i2;
        }
}

void merge_sort_parallel(int A[SIZE], int B[SIZE])
{
    int width = 1;
    merge_arrays(A, width, temp[0]);
    width *= 2;
    int stage;
    for (stage = 1; stage < (STAGES - 1); stage++)
    { merge_arrays(temp[stage - 1], width, temp[stage]);
    width *= 2;
    }
    merge_arrays(temp[STAGES - 2], width, B);
}
```

Fig. 2. Description of merge sort algorithm in C language

During the iterative stages of synthesis optimization, for each given set of array sizes, the following sets of control directives of the Vivado HLS high-level synthesis system were selected:

- Directives for choosing an interface architecture for implementing reading raw data and writing sorted data:
  - This allows the synthesizer with certain interface architectures to automatically use BRAM blocks for intermediate storage of an array of numbers;
  - This allows you to speed up the steps of reading the source data and writing sorted values in some cases, depending on the features of the algorithm.

- Pipeline directives for both internal and external loops in the description of algorithms:
  - Pipelining allows parallelization of both reading the source data, performing individual steps of data processing, and recording sorted data in certain cases, depending on the features of the algorithm.

- Dataflow directives for pipelining at the level of data flows, that is, in relation to the considered implementations of the algorithm, at the level of data processing between cycles:
Pipelining at the data flow level allows the device to compose an output array during the sorting procedure in some cases, depending on the features of the algorithm. That can make the device more adaptive to the features of the input data, for example, for the case if the array is sorted before the algorithm passes completely.

Research results

As was pointed above, a set of sorting algorithms were considered for hardware implementations synthesized by HLS tool. There are several limitations imposed by the HLS tool on the description of the investigated algorithms. These are:

- Programming language must be C or C++.
- It must be a non-recursive description.
- Dynamic memory allocation should not be used.

As a result of the research, it was found that for the sorting algorithms of comb and gnome sorting, the optimal hardware implementations, devices obtained as a result of synthesis, have a similar architecture, the features of which are:

- Using dual port RAM memory for input array.
- Using the DataFlow directive, which provides for “forwarding” of the processed data between the internal cycles of the algorithm with the implementation of ping-pong mode.

For the merge sorting algorithm, the hardware solution obtained as a result of synthesis and optimization, a device that implements the specified algorithm, has the following architectural features:

- Dual port RAM memory is used to store the sorted array.
- Implement pipelining of the merge cycle of two arrays.
- During the optimization of this device, the following steps were applied:
  - Arrays for storing intermediate data are divided into separate memory blocks, which allows simultaneous merging of different arrays;
  - Merge loop in the main sorting function are unrolled for parallel implementation of all loop iterations. In addition to the previous paragraph, this allows you to merge different parts of the entire array of numbers at the same time, that is, to maximize parallelizing of the sorting process.

Table 1 shows the estimates of hardware “cost” for the implementation of optimal hardware devices (optimality criteria were considered above) for the indicated sorting algorithms: Comb, Gnome, Merge.

<table>
<thead>
<tr>
<th>Array size (number of samples)</th>
<th>Algorithm</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Comb</td>
<td>Gnome</td>
<td>Merge</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LCELL, num.</td>
<td>BRAM, num.</td>
<td>LCELL, num.</td>
<td>BRAM, num.</td>
</tr>
<tr>
<td>128</td>
<td>634</td>
<td>0</td>
<td>340</td>
<td>0</td>
</tr>
<tr>
<td>1024</td>
<td>688</td>
<td>0</td>
<td>346</td>
<td>0</td>
</tr>
<tr>
<td>16384</td>
<td>741</td>
<td>0</td>
<td>354</td>
<td>0</td>
</tr>
<tr>
<td>32768</td>
<td>798</td>
<td>0</td>
<td>356</td>
<td>0</td>
</tr>
<tr>
<td>65536</td>
<td>813</td>
<td>0</td>
<td>351</td>
<td>0</td>
</tr>
<tr>
<td>131072</td>
<td>849</td>
<td>0</td>
<td>353</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1
Where:

- **LCELL** – logical blocks (cells) of FPGA part, that contains look-up tables (LUT) used to implement logical functions, and synchronous triggers (FF) used to store data.
- **BRAM** – built-in memory blocks that are used to store intermediate data when implementing the sorting algorithm. These embedded memory blocks are taken into account while estimating hardware “cost” of the algorithm. The external memory, which is necessary for storing the source and sorted arrays is not taken into account because this hardware “cost” is a constant for all sorting algorithms.

For clarity, the data shown in Table 1 about the logic blocks used to implement each of the algorithms (LCELL) are summarized in one graph, shown in Fig. 3.

![Fig. 3. Hardware “cost” of LCELL synthesized devices](image)

An analysis of the graphs in Fig. 3 shows that the hardware “cost” for implementing sorting algorithms with comb and gnome sorting are significantly lower than the hardware “cost” for implementing the merge sorting algorithm. In this case, there is a directly proportional relationship between the size of the sorted array and the number of logical cells used to implement the merge sort algorithm.

Table 2 shows the performance estimates for the optimal implementation of all synthesized devices obtained in the framework of the Vivado HLS development environment.

### Table 2

<table>
<thead>
<tr>
<th>Array size (number of samples)</th>
<th>Algorithm</th>
<th>Period, ns</th>
<th>Latency, num. of clocks</th>
<th>Period, ns</th>
<th>Latency, num. of clocks</th>
<th>Period, ns</th>
<th>Latency, num. of clocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>Comb</td>
<td>4.066</td>
<td>35219</td>
<td>6.229</td>
<td>32770</td>
<td>5.176</td>
<td>916</td>
</tr>
<tr>
<td>1024</td>
<td>Gnome</td>
<td>4.066</td>
<td>2141219</td>
<td>6.229</td>
<td>2097154</td>
<td>5.176</td>
<td>10269</td>
</tr>
<tr>
<td>16384</td>
<td>Merge</td>
<td>4.066</td>
<td>537575459</td>
<td>6.229</td>
<td>536870914</td>
<td>5.176</td>
<td>229417</td>
</tr>
<tr>
<td>32768</td>
<td></td>
<td>4.066</td>
<td>2148892707</td>
<td>6.229</td>
<td>2147483650</td>
<td>5.176</td>
<td>491804</td>
</tr>
<tr>
<td>65536</td>
<td></td>
<td>4.066</td>
<td>8592752675</td>
<td>6.229</td>
<td>4294967300</td>
<td>5.176</td>
<td>1048623</td>
</tr>
<tr>
<td>131072</td>
<td></td>
<td>4.066</td>
<td>34371665987</td>
<td>6.229</td>
<td>8589934600</td>
<td>5.176</td>
<td>2228274</td>
</tr>
</tbody>
</table>
Where:
- Latency is the number of clock cycles of the synchronization signal required to obtain a ready, sorted, array at the device output.
- Period is the minimum possible period of the synchronization signal.

Therefore, you can calculate the time to complete the array sorting, and, therefore, you can determine the performance of the synthesized hardware implementation of the sorting algorithm by multiplying the period and the number of delay ticks.

Table 3 shows the estimates obtained in the framework of the study on the execution time of the selected sorting algorithms on a universal processor and on the basis of synthesized hardware computers.

<table>
<thead>
<tr>
<th>Array size (number of samples)</th>
<th>Algorithm</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU, s</td>
<td>FPGA, s</td>
<td>CPU, s</td>
<td>FPGA, s</td>
<td>CPU, s</td>
<td>FPGA, s</td>
</tr>
<tr>
<td>128</td>
<td>0.000021</td>
<td>0.000157</td>
<td>0.000046</td>
<td>0.000204</td>
<td>0.00002</td>
<td>0.0000047</td>
</tr>
<tr>
<td>1024</td>
<td>0.00102</td>
<td>0.009651</td>
<td>0.00211</td>
<td>0.01306</td>
<td>0.00016</td>
<td>0.0000531</td>
</tr>
<tr>
<td>16384</td>
<td>0.3204</td>
<td>2.3895</td>
<td>0.514394</td>
<td>3.3442</td>
<td>0.00252</td>
<td>0.001187</td>
</tr>
<tr>
<td>32768</td>
<td>1.3156</td>
<td>9.5581</td>
<td>2.06334</td>
<td>13.3767</td>
<td>0.00496125</td>
<td>0.002544</td>
</tr>
<tr>
<td>65536</td>
<td>5.4017</td>
<td>38.2324</td>
<td>8.2765</td>
<td>53.5067</td>
<td>0.0099225</td>
<td>0.005427</td>
</tr>
<tr>
<td>131072</td>
<td>22.18</td>
<td>152.782</td>
<td>33.1937</td>
<td>214.0268</td>
<td>0.019845</td>
<td>0.01085</td>
</tr>
</tbody>
</table>

For clarity and simplification of the analysis, the data given in Table 3 are summarized in the graphs presented in Fig. 4 and Fig. 5. All graphs in the figures are presented in a logarithmic scale: base 10 for the ordinate axis, base 2 for the abscissa axis.

**Estimation of sorting time**

**Conclusions**

Analysis of the research results allowed us to draw the conclusions below.

The hardware implementation of the algorithm does not always provide greater performance compared to the execution of the algorithm on a universal processor. So, the graphs in Fig. 4 show that the execution
time of sorting algorithms with a comb and gnome on a universal processor is an order of magnitude shorter than the time achievable with the hardware implementation of these algorithms. These results can be explained:

- These algorithms involve sequential operations that are difficult to parallelize using high-level synthesis tools.
- The clock speed of the universal processor is about an order of magnitude higher than the clock frequency for hardware implementation: the processor used for the study has a clock frequency of 2.5 GHz, and the synthesized device, as it is not difficult to calculate from the data given in Table 2, is about 250 MHz. Therefore, in the sequential implementation of the algorithm, the universal processor demonstrates a tenfold gain in the execution time of the algorithm.

The merge sorting algorithm allows you to parallelize its execution, so the synthesized hardware calculator allows you to simultaneously perform several sorting stages, stream parallelization, and several operations of one sorting stage, pipelining, which provides it with an advantage in speed compared to running the algorithm on a universal processor, see Table 3 and Fig. 5. Moreover, as can be seen from Table 1 and Fig. 3, while the number of samples of the processed arrays are increasing, the hardware expenses are growing as well. The limitation for parallelization is the number of logic elements in modern FPGA circuits.

The further direction of the research is related to the expansion of the number of sorting algorithms covered and the search for such algorithms that will maximize the capabilities of modern FPGAs and high-level synthesis tools, providing a significant performance increase in solving sorting problems in comparison with the best, with the fastest, implementations of sorting algorithms on universal processors.
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TRANSMISSION EFFICIENCY OF MULTI-FREQUENCY SIGNALS IN MBC USING AMPLITUDE LIMITATION ON THE TRANSMITTING MODULE

D.C. Nguyen, S.V. Zavyalov, S.V. Volvenko
Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russian Federation

The ability to receive electromagnetic waves reflected from meteor traces is the basis for the construction of meteor burst communication (MBC) systems. MBC has a low data rate (about a few dozen kilobits per second). Therefore, from the point of view of increasing the information transfer rate, we can use multi-frequency signals, for example, OFDM signals. These signals occupy a smaller frequency band, but have a high peak-to-average power ratio. In this article, we used simulation modeling to transmit information in an MBC system using multi-frequency signals under the condition of amplitude limitation on the transmitting module.
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Introduction

When the Earth moves in the orbit, cosmic particles known as meteoroids daily enter the Earth’s atmosphere. The meteoroid intrusion into the Earth’s atmosphere occurs at a speed ranging from 11 to 73 km/s. It is accompanied by heating and complex destruction processes: melting, spraying, crushing and evaporation. Evaporated meteor molecules collide with air molecules and atoms and decompose into atoms, causing their excitation and ionization. Meteor atoms are mainly ionized, since their ionization potential is lower than the ionization potential of gas atoms. The size of the ionized trails formed along the trajectory of the meteoroid depends on the mass and speed of the meteoroid [1].

The length of the trail can reach tens of kilometers. The radius of the trail at its formation is about a meter and increases over time due to diffusion. Ionized trail of meteors is able to reflect radio waves, and therefore they can be observed in the radio spectrum. The ability to receive electromagnetic waves reflected from meteor trails is the basis for constructing meteor burst communication (MBC) systems (Fig. 1).

![Fig. 1. Illustration of the principle of MBC][2]

As a rule, MBC uses a frequency ranging from 40 MHz to 100 MHz [3, 4]. The distance, at which communication can be established, is mainly determined by the height, at which the meteor trail is created, and the radius of curvature of the Earth’s surface. The maximum communication distance between radio stations can be about 2000 km [1–3].

When transmitting messages over long distances, MBC systems provide a simpler solution to the problems of organizing communication than, for example, short-wave communication systems. So, in the short-wave communication systems, to ensure high quality of message reception, various independent carrier oscillation frequencies are used during daytime and nighttime operation, which is caused by a change in the height of the ionospheric layer during the day. Due to interference at the main frequencies, the introduction of reserve frequencies is required in these systems. Serious problems in short-wave systems arise due to the presence of selective fading, limitation on the maximum applicable carrier frequency, the choice of the optimal transmission frequency, and exposure to aurora in the northern regions. The indicated drawbacks are deprived of MBC systems, in which messages are transmitted on one fixed carrier frequency, and the range may vary from 300 to 2000 km. The transmission channel allows one frequency to automatically temporarily separate the work of hundreds of peripheral stations, which eliminates the need for transitions to other frequencies.

It should be noted that MBC has its drawbacks. The most obvious disadvantage of using MBC is a very low data rate (units to tens of bits per second). MBC is also limited by distance (no more than 2000 km). The third disadvantage of MBC is the impossibility of organizing voice communication and video communication due to the longer waiting time for the formation of a suitable meteor trail.
Usually, a single-frequency signal is used in an MBC system [5–9]. Frequency modulation signals are often used, since the peak-to-average power ratio (PAPR) of the emitted oscillations in this case will be minimal, which allows to maximize the efficiency of power amplifiers on the transmitting module. From the point of view of increasing the information transfer rate, we can use multi-frequency signals, for example, orthogonal frequency division multiplexing (OFDM) signals [10]. OFDM is a digital modulation scheme that uses a set of orthogonal frequency subcarriers. OFDM signals occupy a smaller frequency bandwidth, but have a high PAPR value [11, 12]. PAPR is the ratio of the maximum power $P_{\text{max}}$ of the signal $s(t)$ to the average power $P_{\text{avg}}$:

$$\text{PAPR} = \frac{P_{\text{max}}}{P_{\text{avg}}}.$$  

Reducing the PAPR value to increase the efficiency of the amplifier stages of the transmitting devices is possible by various methods of limiting the emitted oscillations, for example, by using the amplitude limit (i.e., the generated signal first passes through the amplitude limiter and only then through the power amplifier). An additional positive aspect of the amplitude limitation is an increase in the average signal power, which should have a positive effect on the transmission range of information at a fixed error probability or on a decrease in the probability of error at a fixed transmission distance. However, the introduction of a PAPR limitation leads to additional signal distortion. Signals located at adjacent subcarrier frequencies begin to influence each other, which ultimately leads to an increase in the probability of errors in reception.

Thus, the aim of this work is to assess the feasibility and effectiveness of the use of multi-frequency signals in the meteor burst communications under the condition of amplitude limitation of signal on the transmitting module.

**Description of multi-frequency signals**

We consider OFDM signals as a general form of multi-frequency signals. The OFDM signal is a multi-frequency signal with $N$ subcarriers and complex modulation symbols $C_k$ on each subcarrier without a cyclic prefix. OFDM symbols with a duration $T_s$ have the following form [13]:

$$s(t) = \sum_{k=-N/2}^{N-1} C_k e^{j2\pi k \Delta f t}, t \in [0; T_s].$$  

In formula (2), the frequency spacing between adjacent subcarriers is $\Delta f = 1 / T_s$. In this article, we use the methods of generating and receiving OFDM signals presented in Fig. 2 [1].

![Fig. 2. Scheme of formation and reception of OFDM signals](image-url)
Characteristics of meteor burst communications

To describe the processes occurring in the meteor channel, it is required to use the distribution of the duration, intensity of occurrence and power of meteor tracks. The intensity of the appearance of traces depends on the time of day and year. The average value of the duration of the meteor trail $T_c$ and the interval between two consecutive traces $\Delta T_c$ are determined by the formulas:

$$T_c = \frac{\sum\text{trails duration}}{\text{number of trails}}; \quad \Delta T_c = \frac{\sum\text{duration between two trails}}{\text{number of trails}}.$$

Depending on the concentration of electrons, meteor trails are divided into two main types: underdense and overdense. For underdense trail, the linear electron concentration $n$ on the trace axis is less than $2.4 \times 10^{14}$ electrons per meter, and the incident radio wave is reflected in view of the effect of the secondary electron reemission [2]. The amplitude-time characteristic (ATC) of the radio reflection from an underdense trail after a rapid increase in amplitude has an exponential decline due to the recombination of free electrons and ions of the trail. For overdense trail ($n > 2.4 \times 10^{14}$ electrons per meter), the incident wave is reflected, as if from a metal cylinder of some critical radius [15]. The ATC of radio reflection from a classic overdense trail is as follows: after a phase of rapid growth, the reflection amplitude then slowly increases and, having reached its maximum, slowly drops to zero.

In this paper, we consider a model of a meteor channel based on an underdense trail, because this is the most frequently observed MBC mechanism [6, 16, 17]. In this case, the energy per bit to noise power spectral density ratio $E_b/N_0$ in the transmission channel will change in the same way as the ATC reflection, i.e. after a rapid increase in amplitude has an exponential decline.

According to the recommendation ITU-R F.1113\(^1\), for a power level of a transmitting module of 200 W, when modeling, we select:

- mean duration of a meteor trail: $T_c = 330$ ms;
- mean duration between two meteor trails: $\Delta T_c = 800$ ms.

An example of the dependence of $E_b/N_0$ on time $t$ at the input of the receiving module using the above parameters is shown in Fig. 3.

---

Simulation model

A simulation model for analyzing the effectiveness of the proposed signals under the condition of amplitude limitation on the transmitting module is presented in Fig. 4 and implemented in the Matlab system.

![Simulation model diagram](image)

Fig. 4. Structural scheme of the simulation model

It includes an information source, a transmitting module block, spectral characteristics and PAPR calculation blocks, an MBC channel simulation block, a demodulator, error probability and delivery time calculation blocks.

In the information source a pseudo-random sequence of zeros and units of a given volume is formed depending on the number of subcarriers and equiprobable symbols used.

The transmitting module includes a modulator, pre-amplifier, limiter and power amplifier. The pseudo-random sequence received from the information source is fed to the input of the modulator. We used modulation scheme QPSK. The number of frequency subcarriers is 8. The generated symbols from the output of the modulator are fed to the input of the preamplifier to increase the average radiation power. Then, the received signal is sent to the limiter to limit the amplitude of the signal to the maximum amplitude of the output signal of the modulator. This means that the average signal power increases, while the peak signal power does not change, which leads to a decrease in PAPR.

The procedure for restricting PAPR of symbols is shown in Fig. 5. As long as level \( A \), which determines the PAPR reduction value, does not exceed the \( A_{lim} \) value, the output value of \( U_{out} \) linearly depends on the input \( U_{in} \). Starting from value \( A_{lim} \), \( U_{out} \) stops changing.

![Limiter characteristic](image)

Fig. 5. Characteristic of the limiter
The amplified signal is transmitted to the blocks for calculating the spectral characteristics and PAPR values. The ratio of the PAPR of the received signal at the output of the modulator (PAPR$_{orig}$) to the PAPR of the signal received at the output of the power amplifier (PAPR$_{red}$) is defined as the value of PAPR reduction (PR):

$$PR = PAPR_{orig} (dB) - PAPR_{red} (dB).$$

The signals received after passing through the MBC channel will be processed in the demodulator. Then they will be transferred to the following blocks to calculate the values of the probability of error and the delivery time.

In modeling, a broadcast protocol is used, which is usual for the meteor burst communication [18]. This approach provides the ability to transmit information without establishing a communication session between stations. Note that in this option there is no way to control the delivery of information. With the comparative inefficiency of this protocol, it is used for broadcast transmission of small amounts of information. The advantage of the broadcast protocol is that the receiving station does not waste energy, working only on reception, in contrast to the half-duplex protocol [18]. When using a broadcast protocol, the desired value is the delivery time $T_d$. We assume that the delivery time $T_d$ is the time from the start of emission of a physical layer packet to the reception of this packet without errors. After receiving the packet, the received delivery time is recorded without errors and the simulation is restarted. Further, the obtained values are averaged. In the modeling process, at least 1000 iterations were used per one fixed set of modeling parameters. In an MBC system with transmission speed of 100 kbps, the FM signal used for transmission occupies a frequency band of 100 kHz. The choice of parameters of the OFDM signals is determined in such a way that the occupied frequency band without amplitude limitation does not exceed the 100 kHz band. The number of frequency subcarriers of the OFDM signal is selected equal to $N = 8$. The final simulation parameters:

- Duration of one OFDM symbol: $T_{OFDM\_symbol} = 10^{-4} \text{s} = 0.1 \text{ ms}$.
- Number of symbols in one packet: $N_{OFDM\_symbol} = 10^2, 2 \cdot 10^2$ or $3 \cdot 10^2$ symbols.
- Duration of the package $T = 0.01, 0.02$ or $0.03 \text{s}$ (depend on the value $N_{OFDM\_symbol}$).
- Modulation scheme: QPSK.
- Sampling frequency $F_s = 10 \text{ MHz}$.

The assumption of simulation is the absence of clock and symbol synchronization, that is, at the reception the moments of the beginning of OFDM symbols and the phase are always known. Also, no checksum was used to verify the integrity of the packet. Under these conditions, we are able to obtain a "lower estimate", that is, minimum estimates of the delivery time.

**Results**

In the beginning, we consider the case without amplitude limitation (PR = 0 dB). In this case, the signal has a great PAPR value (more than 11 dB). The transmission of such signals will be inefficient in terms of the use of power amplifiers due to their low energy conversion efficiency. As you can see, it is required to reduce the PAPR.

Fig. 6 and 7 show examples of normalized instantaneous power $p(t)/\max(p(t)$ and energy spectrum of signals $|S(f)|^2/|S(0)|^2$ for various values of the PR value. Note that the energy spectrum of a random sequence of OFDM signals with a rectangular envelope has a low decay rate of out-of-band emissions (OOBE). With a stricter restriction on PAPR, significant additional distortions begin to appear due to an increase in the mutual influence of signals from neighboring frequency subcarriers due to an increase in OOBE of OFDM signals. At the level of energy spectrum up to 10 dB, we received a bandwidth of 100 kHz.
Fig. 6. Examples of normalized instantaneous signal power at different values of PR

Fig. 7. Energy spectrum of signals at different values of PR

\[ |S(f)|^2 / |S(0)|^2, \text{ dB} \]

\( f - f_0, 1/T \)

(—) – PR = 0 dB; (•••) – PR = 6 dB
Fig. 8a shows the dependence of the delivery time $T_d$ on the level of the PR values for various values of the packet duration $T$. From the analysis of these graphs, we can conclude that with a decrease in PAPR by 5 dB, the delivery time is almost the same for OFDM signals. The resulting peak factor value is reduced to 5 dB, which significantly increases the overall efficiency of amplifiers and transmitting modules.

![Fig. 8a](image)

In addition, the results also allow us to choose the appropriate values of the level of the packet duration $T$, which helps to increase the speed of information transmission. For example, when increasing the duration of the packet $T$ by 3 times, the delivery time increases from 1.1 s to 1.6 s, that is, it increases only 1.5 times. At the same time, the amount of transmitted information increases by 2 times. In [19], we have already found that, from the point of view of minimizing the probability of errors, the effective PR value for OFDM signals is 4.5–5 dB. This result is shown in Fig. 8b. In the considered scheme of the transmitting module there is both a limiter and an amplifier. When limiting the value of the PAPR, the average power of the emitted oscillations increases, which reduces the error probability value for fixed signal-to-noise ratio values. However, with a further increase in the level of limitation, the signals from neighboring subcarrier frequencies start mutually affecting each other, which ultimately leads to an increase in the probability of error. These effects are also manifested in an increase in the message delivery time in the MBC channel (Fig. 8a) when trying to limit the PAPR by more than 5 dB.

Combining the results of these researches, we can conclude that the combined use of amplifiers and limiters on the transmitting module can reduce the PAPR of the emitted oscillations. For the considered parameters of multi-frequency signals, the optimal PAPR reduction values to ensure a given delivery time in the MBC channel are about 5 dB.

### Conclusion

In the process of simulation, the authors obtained estimates of the lower confine of the delivery time for the MBC channel in the case of the use of multi-frequency signals. We show it is possible to reduce the PAPR of the emitted oscillations by 5–6 dB for OFDM signals with 8 subcarrier frequencies. Also, with an increase in the packet size (the number of symbols transmitted in the OFDM packet) by 3 times, the delivery time increases only by 1.5 times. As a result, the total amount of information transmitted will increase by 2 times.

Further research will be associated with the addition of clock and symbol synchronization mechanisms, checksums, etc. to get closer to real conditions. In addition, we intend to test options for using smoothed optimal envelopes of multi-frequency signals.
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NEURAL NETWORK COMPENSATION OF DYNAMIC ERRORS IN A POSITION CONTROL SYSTEM OF A ROBOT MANIPULATOR
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This paper considers a position control system of a 3-link robot manipulator. The authors reviewed publications on nonlinear compensation of dynamic errors with the use of neural networks in robot manipulator control systems. The paper presents mathematical description of the control system with the compensation of nonlinear dynamics of the robot mechanism. We carried out training of multivariable neural network compensators of dynamic errors occurring because of the influence of inertia, Coriolis and gravity load torques. We developed computer models of the control system with different types of neural network compensators which are included in feedforward and feedback of the system and carried out a computer simulation of control systems with prototype and different kinds of neural network compensators. We also conducted a comparative analysis of dynamic errors in the system with different combinations of neural network compensators and gave recommendations on program realization of neural network compensators for real robot manipulator position control systems.
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управления с различными вариантами многомерных нейросетевых компенсаторов, включаемые в разомкнутый канал управления и замкнутый контур системы управления. Проведено компьютерное моделирование систем с прототипными и нейросетевыми компенсаторами рассматриваемых типов. Сделан сравнительный анализ динамических ошибок в системах управления с различными комбинациями нейросетевых компенсаторов. Даны рекомендации по программной реализации нейросетевых компенсаторов для реальных позиционных систем управления манипуляционными роботами.

Ключевые слова: робот-манипулятор, позиционная система управления, нейронные сети, нелинейные многомерные компенсаторы, моделирование, динамические ошибки.
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Introduction

These days the new problems of robot manipulator (RM) motion control are given significant consideration. One of such problems is increasing the precision characteristics of robots executing various technological operations. When the motion of robot links along program trajectories is performed, substantial dynamic errors occur mainly because of considerable nonlinearity of RM dynamics and because of robot links’ interaction [1–4].

The design of RM motion control systems (CS) requires a very precise description of system dynamics and knowing technical parameters of a RM. Existing control methods, including the control based on the calculation of torques in link joints and other control methods based on the direct solving of the inverse dynamics problem, require the use of precise RM dynamics models [5–7]. However, mathematical models of real control systems contain some parameter uncertainties. Therefore, RM control requires taking into account not only the links’ interaction but also the influence of various load torques.

Lately, algorithms based on fuzzy logic and neural networks have been implemented for the purpose of increasing robot precision characteristics [8–10]. In particular, neural network calculators can be used in robot drives as nonlinear quasi time-optimal regulators [11]. Neural network interpolators of robot link trajectories can be implemented instead of traditional spline interpolators in computer numerical control (CNC) systems [12, 13]. Also, neural network can be used for solving inverse kinematics of a robot [14, 15].

In this paper, we explore robot manipulator motion control systems with neural network (NN) compensators of dynamic errors occurring when robot drives execute program trajectories of the robot links. These errors are caused by torque loads resulting from nonlinear robot dynamics. Similar investigations were carried out in [16, 17].

The purpose of this work is the choice of structures and the training of multivariable nonlinear NN compensators of dynamic errors occurring on program gripper trajectories of a 3-link robot that operates in an angular coordinate system.

The main problems we approach in this paper are listed below:
1) mathematical modeling of control systems with prototype compensators of dynamic errors;
2) training of NN compensators which occur on given program trajectories of RM links;
3) computer simulation of control systems with prototype and NN compensators;
4) evaluation and comparative analysis of dynamic errors in the systems under consideration.
Mathematical models of prototype nonlinear compensators

Multivariable compensators of dynamic errors are described by expressions corresponding to the nonlinear dynamic model of a robot, which is presented in the form of Lagrange equations [1–4]:

\[ A(q)\ddot{q} + B(q, \dot{q})\dot{q} + C(q) = Q_d - Q_L, \]  

where \((q, \dot{q}, \ddot{q})\) – \(N\times1\) vectors of position, speed and acceleration coordinates of the robot links; \(N\) – the number of robot links.

The main loads of the robot drives are the elements of the vectors in the left part of the equations (1), where:

\[ Q_{iner} = A(q)\ddot{q} - N\times1 \text{ vector of inertia torques caused by accelerated links’ motion; } \]

\[ A(q) \text{ – } N\timesN \text{ matrix of the robot’s kinetic energy; } \]

\[ Q_{cor} = B(q, \dot{q})\dot{q} - N\times1 \text{ vector of Coriolis and centrifugal torques; } \]

\[ B(q, \dot{q}) \text{ – } N\timesN \text{ matrix; } \]

\[ Q_{grav} = C(q) - N\times1 \text{ vector of gravity torques and other potential forces. } \]

In the right part of equations (1) \(Q_d - N\times1 \) vector of torques generated by the robot drives; \(Q_L - N\times1 \) vector of additional loads occurring in the drives because of frictions in the joints and the influence of external forces on the robot gripper:

\[ Q_L = J^T(q)F_L, \]

where \(J^T(q)\) – \(N\timesN\) matrix transposed to the robot’s Jacobi matrix; \(F_L = (F_x, F_y, M_x, M_y, M_z)^T - 6\times1 \) vector of coordinates of an external force and an external torque that influence the gripper.

In motion control systems, trajectories of robot links are calculated by solving the inverse kinematics problem in the base points of a robot gripper trajectory. After that, the link trajectories are interpolated using spline or other polynomials. Thus, the torques which the drives must overcome can be calculated with the program values of position, speed and acceleration vectors of the links \((q_p, \dot{q}_p, \ddot{q}_p):\)

\[ Q_{iner} = A(q_p)\ddot{q}_p, \quad Q_{cor} = B(q_p, \dot{q}_p)\dot{q}_p, \quad Q_{grav} = C(q_p), \]  

\[ Q_{ff} = Q_{iner} + Q_{cor} + Q_{grav}. \]

Expressions (3) and (4) can be used directly for compensation of dynamic errors in CS with torque drives.

Fig. 1 shows the functional diagram of a system with compensators included in a feedforward (FF) circuit of the system, where PCU is a program control unit.

In case there are additional torques of loads \(Q_L\), there might be significant errors in a system with FF compensation. These errors can be reduced by adding a linear compensator into the position PID regulator:

\[ U_{pid} = (K_p e + K_i \int edt - K_d \dot{q}) + K_{com} \dot{q}_p, \]

where \(K_{com} = diag\{K_{com,i}\}\) – the diagonal matrix of linear compensator coefficients.

Nonlinear compensators can be also included into a closed loop of a system with position and speed feedback (FB), in a combination with a PID regulator or a more complex nonlinear regulator. In this case the FB compensator uses signals of real links’ positions and speeds that are measured by sensors:

\[ Q_{iner} = A(q)U_{pid}, \quad Q_{cor} = B(q, \dot{q})\dot{q}, \quad Q_{grav} = C(q), \]  

\[ Q_{fb} = Q_{iner} + Q_{cor} + Q_{grav}, \]

55
where the output vector of the PID regulator $U_{pid}$ is interpreted as a vector of program accelerations.

A functional diagram of a system with a nonlinear FB compensator is shown in Fig. 2.

![Fig. 1. A control system with feedforward compensation](image1)

![Fig. 2. A control system with feedback compensation](image2)

Multivariable compensators (6) and (7) perform the functional linearization of the robot’s nonlinear dynamics described by equations (1), and thus, help make the robot drives work more accurately.

**Simulation of a system with prototype nonlinear compensators**

Certain Simulink models were built for the investigation of control systems with prototype FF and FB compensators. Parameters of a 3-link RM model corresponded to the parameters of the first three links of the 6-link PUMA-560 robot. Frictions in the robot joints were not taken into consideration [18–20].

A helical (spiral-shaped) trajectory was chosen as a standard program trajectory of a robot gripper. Fig. 3 illustrates the animation of the robot gripper movement along a helical trajectory made with functions from Robotics Toolbox 10.3.1 [20].

The dynamic errors on the gripper trajectory were calculated using the expression below:

$$E = \sqrt{(X_p - X_r)^2 + (Y_p - Y_r)^2 + (Z_p - Z_r)^2},$$  \hspace{1cm} (8)

where $(X_p, Y_p, Z_p)^T$ – the program coordinates of gripper positions; $(X_r, Y_r, Z_r)^T$ – the real coordinates of gripper positions.

Fig. 4 shows dynamic errors obtained in the process of simulation for the two types of systems: 1 – for the system with a PID regulator only, without a linear compensator (dash line); 2 – for the system with a PID regulator and an additional linear FF compensator (solid line).
Fig. 3. The helical program trajectory of the robot gripper

Fig. 4. Errors in the systems without nonlinear compensators

Fig. 5 shows dynamic errors in the systems with a linear compensator and additional nonlinear FF compensators of different types:
1 – FF compensation of gravity torques;
2 – FF compensation of Coriolis and centrifugal torques;
3 – FF compensation of inertia torques;
4 – full FF compensation of load torques.

Fig. 6 shows dynamic errors in the systems with a linear compensator and different combinations of nonlinear FF compensators:
1 – FF compensation of gravity torques only;
2 – FF compensation of gravity and Coriolis torques;
3 – FF compensation of gravity, Coriolis and inertia torques.

From what we can see in Fig. 5 and 6, the minimal dynamic errors are achieved with the use of a linear compensator together with all types of nonlinear FF compensators.
Fig. 5. Errors in the systems with nonlinear FF compensators

Fig. 6. Errors in the systems with a combination of FF compensators

Fig. 7. Errors in the systems with nonlinear FB compensators
Fig. 7 illustrates dynamic errors in the systems with a linear compensator and additional nonlinear FB compensators of different types:
1 – FB compensation of gravity torques;
2 – FB compensation of Coriolis and centrifugal torques;
3 – FB compensation of inertia torques;
4 – full FB compensation of load torques.

**Training of nonlinear neural network compensators**

Neural network compensators can be realized with the use of different types of neural networks [21–26]. In this work, models of prototype compensators were used for the training of NN compensators. Program links’ coordinates \((q_p, \dot{q}_p, \ddot{q}_p)\) on a given helical gripper trajectory were chosen as input data for the training of NN compensators. Calculated load torques \((Q_{\text{iner}}, Q_{\text{cor}}, Q_{\text{grav}})\) were used as output data. Radial basis neural networks were chosen as NN compensators. The training was performed using functions from Neural Network Toolbox in MATLAB.

**Simulation of a system with nonlinear neural network compensators**

Simulink models shown in Fig. 8, 9 and 10 were developed for the analysis of processes in systems with neural network FF and FB compensators.

Dynamic errors obtained during the simulation of the system shown in Fig. 8 are close to the errors shown in Fig. 5.
Dynamic errors obtained during the simulation of the system shown in Fig. 9 are different from the errors shown in Fig. 7.

The model in Fig. 10 includes two neural network FB compensators (of gravity and Coriolis torques) and one neural network FF inertia torques compensator.

Fig. 11 shows dynamic errors in three systems with a linear compensator and different combinations of neural network FF compensators:

1 – full neural network FF compensation;
2 – neural network FB compensation of gravity and Coriolis torques;
3 – neural network FF compensation of inertia torques and FB compensation of gravity and Coriolis torques.

The evaluation of errors in Fig. 11 leads to the conclusion that the minimal dynamic errors are achieved in the system with two neural network FB compensators of gravity and Coriolis torques and one additional neural network FF compensator of inertia torques, just as in the system with full neural network FF compensation.
Conclusion

The dynamical precision of traditional CNC systems is achieved with combined control of the robot drives that includes regulation with feedbacks and one-variable linear compensation of errors caused by derivatives of drives’ inputs. But in case of robot manipulators decreasing dynamical errors requires nonlinear multivariable compensation of the influences of inertia, Coriolis, centrifugal and gravity torques in the robot link drives when moving along complex program trajectories.

In this work, the authors explore robot manipulator control systems when the robot operates in determined conditions. In this case construction parameters and the robot’s dynamic model are known. This allows to calculate torques of load that occur on given trajectories of the robot gripper beforehand in order to compensate for the influence of torques during the operation.

NN compensators of dynamic errors are an alternative to prototype nonlinear compensators, which have specific structures and parameters described with complex nonlinear equations. Training of NN compensators should be performed in the autonomous (offline) mode based on the results of computer simulation of prototype compensators for certain program trajectories of the robot gripper. The minimal time of training is achieved when using NN compensators with RBF neurons.

NN compensators are effective for increasing the robot’s precision in modern CNC systems. Also, the functional linearization of complex and nonlinear multivariable robot dynamics that they give ensures more stable work of robot link drives. In systems without nonlinear compensation, the robustness of high-precision drives can be obtained only with the use of adaptive regulators, which are rather complicated to implement.

The necessary condition for NN compensators use is that the computer model used for their training corresponds to the real robot dynamics. In this case compensators trained for certain program trajectories of the robot links will not cause instability of closed-loop drive systems. In situations with some parameter uncertainty of real robot dynamics, NN compensation will be incomplete, and the drives robustness can be improved with adaptive regulators. However, the problems of synthesis of such kind of regulators require special consideration.

The estimates of dynamic errors on the gripper helical trajectory obtained by computer simulation show that errors in systems with multivariable RBF NN compensators and standard PID position regulators are much smaller compared to systems with linear compensators. The results of simulation show that the highest precision is achieved in the control system with two NN FB compensators and one NN FF inertia compensator (Fig. 10). Such structure can be recommended for implementation in real systems.

For NN approximation of different torques of load with necessary precision, the number of RBF neurons and training time depend on the type of trajectories, operation time and singularity points on the continuous-path gripper trajectory. Program realization of nonlinear NN compensators requires high-speed microprocessors, such as digital signal processors (DSP). However, the problems of implementation of NN compensators require more detailed consideration that is beyond the scope of this paper.
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THE ASSESSMENT OF THE RESULTS OF A MASSIVE OPEN ONLINE COURSE USING DATA MINING METHODS
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The paper presents the results of a grade reports analysis for five sessions of a massive open online course “Data Management” at openedu.ru. For our research, we used clustering and classification in the R programming environment. Clustering showed the presence of four groups of course participants with nearly similar course results. These clusters were similar for all five sessions of the course we analyzed. We also showed it is possible to predict whether a participant completes the course or drops out, based on the test results during the first half of the course. The course lecturers can use the results to plan measures for keeping the students in the course. Also, such a type of analysis helps to understand the reasons why the students drop out of the course. The lecturers can take them into account to modify the course structure and learning content. This new knowledge about the course participants can be used during the next course sessions. We expect that for other courses with a similar structure, the clustering results will be also similar. The approach to predict whether a student drops out or completes the course used in the paper is applicable for other courses as well.
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ОЦЕНКА РЕЗУЛЬТАТОВ ПРОВЕДЕНИЯ МАССОВОГО ОТКРЫТОГО ОНЛАЙН КУРСА С ИСПОЛЬЗОВАНИЕМ МЕТОДОВ ИНТЕЛЛЕКТУАЛЬНОГО АНАЛИЗА ДАННЫХ

С.А. Нестеров, Е.М. Смолина
Санкт-Петербургский политехнический университет Петра Великого, Санкт-Петербург, Российская Федерация

Представлены результаты исследования отчетов об оценках пяти сессий дистанционного массового онлайн курса “Управление данными” на портале Открытого образования openedu.ru. В ходе исследования решались задачи кластеризации и классификации. Исследование проводилось с использованием языка программирования R. Кластеризация показала наличие четырех групп слушателей курса, сходных по результатам прохождения курса. Характеристики этих групп близки для всех рассмотренных сессий курса. Показано, что на основании результатов прохождения тестов в первой половине курса можно с высокой точностью предсказать, бросит ли слушатель изучение курса или будет учиться до его окончания. Полученные результаты можно использовать при планировании мероприятий с целью удержания слушателей на курсе. Подобный анализ помогает понять причины, по которым студенты бросают изучение курса, и учесть это при корректировке его структуры.
Introduction

As e-learning is currently developing at an accelerating pace, massive open online courses (MOOCs) providing simultaneous education to thousands of students are becoming more and more popular. At the same time, this type of e-learning has a common drawback of only a small percent of students completing the courses [1, 2].

Information systems of distance online education accumulate large amounts of data on course participants and the results of their studies. We can analyze these data and give recommendations to increase the quality of the courses. For example, some e-learning platforms such as Moodle provide inbuilt tools for statistics analyses of completed tests [3–5]. In other instances, the data in the form of students’ reports or event log files get downloaded from the education monitoring system and analyzed by additional external means, including those using Data Mining algorithms.

Nowadays, an emerging direction of data analysis called Educational Data Mining is developing new methods of data analysis in education [6–8]. This type of analysis helps to identify characteristic groups of students [8, 9], predict students’ course results [10–12], as well whether or not the participants will finish the course [11, 13], determine the most difficult tasks [4] and general behavioral patterns the participants display [1, 14].

This paper analyses grade reports of the participants of “Data management” course on an open education platform openedu.ru [15]. We engaged in clustering (to identify characteristic groups of course participants) and binary classification (to predict whether or not the participants will finish the course) tasks.

The purpose of this research is to enhance MOOC efficiency using Data Mining results accessible for lecturers from standard reports. The research tasks include:
- obtaining new knowledge on the course participants based on the data found in the course reports;
- analyzing possibilities of applying the obtained results to the future sessions of the course, as well as other courses at openedu.ru and similar platforms.

Preliminary data analysis

As we mentioned before, the research presents an analysis of grade reports of the participants of “Data management” MOOC at openedu.ru. The course takes up one semester and starts twice a year, in fall and spring. We analyzed five sessions of the course: the fall of 2016, the spring and fall of 2017 and 2018.

The course lasts for 16 weeks, each week presenting a new topic to study. The course content includes video lectures, lecture notes, workshops, weekly tests (Homework in reports). The students have a Midterm Exam after the 8th week and a Final Exam after the 16th week. The final course grade consists of the homework results (an average for all weeks), the midterm and final exams combined. During the first session of the course these grades are summed up with weighting factors: 0.3 for the homework results, 0.35 for the midterm exam and 0.35 for the final exam. The subsequent sessions were subject to some changes: the final exam required only participant’s identity authentication and its contribution to the final grade increased significantly. The new weighting factors now were 0.2, 0.2 and 0.6 respectively.
We chose R programming language for analysis since it presents a variety of tools for statistical data processing, visualization and machine learning [16–18]. We downloaded delimited text files of reports from openedu.ru and imported them into R, where they were displayed as data frames. The absent grade data were replaced by zero. Thus, we assumed the difference between the case a student failed to complete the task and a case a student failed the test scoring zero was insignificant. Table 1 presents a fragment of a grade report after the above-mentioned replacement.

**Table 1**

<table>
<thead>
<tr>
<th>id</th>
<th>Grade</th>
<th>Homework 1</th>
<th>...</th>
<th>Homework 16</th>
<th>Midterm Exam</th>
<th>Final Exam</th>
</tr>
</thead>
<tbody>
<tr>
<td>217782</td>
<td>0.0</td>
<td>0.0</td>
<td>...</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>181077</td>
<td>0.05</td>
<td>0.8</td>
<td>...</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>180553</td>
<td>0.94</td>
<td>1.0</td>
<td>...</td>
<td>1.0</td>
<td>0.933</td>
<td>0.9</td>
</tr>
</tbody>
</table>

For each session of the course, the authors calculated a percentage of the participants enrolling in the course, but failing to complete any tasks. We used the final course grade for the purpose (defined as Grade at openedu.ru). If a participant’s Grade amounts to zero, the participant never commenced performing the tasks. It is noteworthy that the Grade is presented with values between 0 and 1 rounded to two decimal places in the report, so a roundoff error may occur: the students completing only a small part of a task of only one week may fall into the group of the students who never commenced to perform the tasks. Table 2 shows the results.

Table 2 demonstrates that the largest number of participants enrolled in the first session of the course. This was probably due to the interest in the new course at the website. In the fall of 2018 the enrollment deadlines were prolonged significantly which also had a positive impact on the number of the applicants. For five sessions of the course, only 31, 32, 23, 19 and 23% of the participants (respectively) commenced to perform the tasks.

**Table 2**

<table>
<thead>
<tr>
<th>The course starting period</th>
<th>Enrolled in the course</th>
<th>Commenced performing the tasks</th>
<th>Failed to perform any task, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>class 2016</td>
<td>2547</td>
<td>798</td>
<td>69</td>
</tr>
<tr>
<td>class 2017 (spring)</td>
<td>1572</td>
<td>499</td>
<td>68</td>
</tr>
<tr>
<td>class 2017 (fall)</td>
<td>1823</td>
<td>427</td>
<td>77</td>
</tr>
<tr>
<td>class 2018 (spring)</td>
<td>1504</td>
<td>279</td>
<td>81</td>
</tr>
<tr>
<td>class 2018 (fall)</td>
<td>2346</td>
<td>529</td>
<td>77</td>
</tr>
</tbody>
</table>

A bar chart in Fig. 1 demonstrates a number of students of the first course session who commenced performing the tasks. The x-axis shows the number of the task, while the y-axis presents the number of students. 798 students performed the tasks of the first week, then a steep drop occurs with only 435 proceeding to perform the second week tasks. In the course of the subsequent weeks, the number of active participants continues to fall gradually, however we observe a slight increase in numbers on the midterm exam week.
The spring start of 2017 had 499 participants commencing to perform the first task. Similarly to the first start, the second week exhibited a dramatic fall down to 329 participants. The following weeks saw a smooth drop in the number of participants. The subsequent sessions showed a similar dependency. We should note that the midterm exam marks the moment after which the number of active participants remains virtually the same.

Fig. 2 presents graphs for all five course sessions under consideration with the number of students taking tests weekly displayed as percentage of the students performing the first week tasks. Figure shows that all the course sessions exhibit a sharp fall in the number of active participants after the first week. This can be due to a number of reasons, for example:
- the content turned out to be uninspiring or too difficult;
- the participants realized the course required a lot of time;
- the participants had no intention to study and wanted to “have a look” only;
- the course is too extensive and long.

The next task of this research was to find groups of participants similar in their level of activity in the course.

**Clustering**

Based on the reports of the progress in the course we can divide the participants into groups according to their results. This is a clustering task we can describe in the following manner. Let \( I \) be a multitude of the course participants:

\[
I = \{ i_1, i_2, \ldots, i_n \},
\]

where each of the participants possesses a set of attributes:

\[
i_j = \{ x_1, x_2, \ldots, x_m \},
\]

\( x_k \) is an independent variable which can assume values from a certain multitude (usually numerical values).

We need to form a multitude of clusters

\[
C = \{ c_1, c_2, \ldots, c_g \},
\]

where each cluster includes similar objects from \( I \) multitude of participants under consideration:

\[
c_h = \{ i_j, i_p \mid i_j, i_p \in I, d(i_j, i_p) < \sigma \}.
\]

Here \( d(i_j, i_p) \) is a measure of closeness between objects (distance), \( \sigma \) is a boundary value of distance to include objects in one cluster [19].

The task was to divide the multitude of the course participants into groups with similar attributes (clusters) and compare the clusters obtained for different course sessions.

We based the choice of clusters on the research of the dependency of the change of the total mean squared deviation (squared distance between each element and the cluster center) on the number of clusters [16, 20]. This approach uses a number of clusters corresponding to the elbow of the curve (the so-called “elbow method”). According to this criterion each course session had a value of 4 clusters. We used the \( k \)-means clustering algorithm. Our clustering algorithm did not take the results of the participants who failed to commence performing any task at all into account.

To define each cluster, the authors constructed graphs describing average cluster grades for the weekly tests and exams. Fig. 3 demonstrates clustering for the course session starting in the fall of 2018. The graphs for the other course sessions are visually very similar [9].

Thus, in the course of the study we defined four major groups of active course participants present in every session under consideration:

1. students with a stable performance (Fig. 3, cluster 3);
2. students with high performance in the first half of the course, low performance in the second half who still completed the course (cluster 4);
3. students who attended the first two weeks with occasional attendance in the following weeks (cluster 2);
4. students with high performance in the first weeks and low further attendance who dropped out of the course after the midterm (cluster 1).
The most interesting and essential analysis task is obtaining a predictive model which uses the results of the previous courses to benefit the upcoming sessions. In this research, we used the results of students participating in 4 sessions of the course (2016, the spring and fall of 2017, spring of 2018) as a training sample, while applying the classification model obtained to the fifth course session (the fall of 2018) to predict the completion rate for the course. The purpose of this prediction was to determine whether a participant drops out or continues to study in the course until the end. Thus, we reduced the task to a binary classification.

We could not use the final exam results as the target attribute, because the exam with remote identity authentication and proctoring requires payment at openedu.ru, so only a small percentage of participants engages in it. Therefore, to form the target attribute (hereinafter referred to as $\textit{targetAttr}$) we used grade values for the homework of the last (15th and 16th) weeks. If a student has a grade exceeding zero for a test of the 15th or 16th week, $\textit{targetAttr}$ acquires a value of 1 (completed the course), otherwise 0 (dropped out). Then we had to determine the weeks most suitable for predicting. For a pooled sample of the participants of the first four course sessions, we calculated a number of $n$ week participants as well as their percentage in relation to the number of students who managed to complete the course (Table 3).

Table 3 shows results up to the midterm. As we can see, the majority of the participants who reached the midterm continued their studies. Thus, we decided it makes sense to predict “whether a participant finishes the course or drops out” before the midterm. Then we trained the classification models using the data of the first 4–7 and 8 weeks of the course.

Using an R tool, $\text{sample()}$, we randomly formed a training dataset (with 75% of the initial data) and a test dataset (including the rest 25%). It is important to note, that the training dataset included approximately 20% of the $\textit{targetAttr}$ values equalled 1, while the rest 80% equalled 0, thus making the dataset unbalanced. Table 4 displays the results of solving the classification task using three methods: $k$-nearest neighbors, Naive Bayes and decision trees. We used R packages class, naivebayes and rpart, respectively.

**Classification**

![Average cluster grades for the course session of the fall of 2018](image)

Fig. 3. Average cluster grades for the course session of the fall of 2018
### Table 3

<table>
<thead>
<tr>
<th>Homework</th>
<th>Number of n week participants</th>
<th>Percentage of the students who completed the course, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1869</td>
<td>22</td>
</tr>
<tr>
<td>2</td>
<td>1199</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>901</td>
<td>46</td>
</tr>
<tr>
<td>4</td>
<td>719</td>
<td>58</td>
</tr>
<tr>
<td>5</td>
<td>638</td>
<td>66</td>
</tr>
<tr>
<td>6</td>
<td>585</td>
<td>72</td>
</tr>
<tr>
<td>7</td>
<td>544</td>
<td>77</td>
</tr>
<tr>
<td>8</td>
<td>528</td>
<td>80</td>
</tr>
<tr>
<td>Midterm Exam</td>
<td>543</td>
<td>77</td>
</tr>
<tr>
<td>Completed the course</td>
<td>423</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Week</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>accuracy</td>
</tr>
<tr>
<td><strong>k-nearest neighbors</strong></td>
<td>4</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.82</td>
</tr>
<tr>
<td><strong>Naive Bayes</strong></td>
<td>4</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.85</td>
</tr>
<tr>
<td><strong>Decision trees</strong></td>
<td>4</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.84</td>
</tr>
</tbody>
</table>

The quality characteristics of the classification model presented in Table 4 are defined in the following way [20]. Let’s assume that after the training dataset the binary classifier showed:

- TP – a number of true positive predictions;
- TN – a number of true negative predictions;
- FP – a number of false positive predictions;
- FN – a number of false negative predictions.
Then we can calculate the characteristics as:

\[
\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN};
\]

\[
\text{precision} = \frac{TP}{TP + FP};
\]

\[
\text{recall} = \frac{TP}{TP + FN};
\]

\[
F_1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}.
\]

To improve the classification results we balanced the training dataset using random undersampling [16]. The obtained sample had 40% of the targetAttr values equalling 1. Table 5 contains the classification results.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Week</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>accuracy</td>
</tr>
<tr>
<td><strong>k-nearest neighbors</strong></td>
<td>4</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.86</td>
</tr>
<tr>
<td><strong>Naive Bayes</strong></td>
<td>4</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.86</td>
</tr>
<tr>
<td><strong>Decision trees</strong></td>
<td>4</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Tables 4 and 5 show that the balanced sample does not significantly improve the results. Moreover, precision characteristic demonstrates a rise of false responses, meaning the share of true positive objects is reduced. Thus, we cannot deem the balanced training feasible for the current dataset.

Combining the classification and clustering results poses a more interesting task. Fig. 3 shows results of dividing the participants into characteristic groups (clusters) for the fall of 2018. The groups displayed in the Figure and named in the list below it include the following numbers of students: 201 in group 1; 84 in group 2; 98 in group 3; 146 in group 4.
For the prediction purposes we chose models based on the prediction results for 8 weeks of learning as the values of the generalized metric $f_1$ (see Table 4) are the highest specifically by the midterm. Table 6 shows confusion matrices for each group.

### Table 6

<table>
<thead>
<tr>
<th>Method</th>
<th>Group</th>
<th>Group</th>
<th>Group</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>fact</td>
<td>fact</td>
<td>fact</td>
<td>fact</td>
</tr>
<tr>
<td>$k$-nearest neighbors</td>
<td>pred</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>pred</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>11</td>
<td>158</td>
<td>pred</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>pred</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>11</td>
<td>189</td>
<td>pred</td>
</tr>
<tr>
<td>Decision trees</td>
<td>pred</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>pred</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>11</td>
<td>174</td>
<td>pred</td>
</tr>
</tbody>
</table>

The classifier demonstrates acceptable precision for the first group. That is probably connected with the fact the group includes the students with the highest grades on a permanent basis: 190 out of 201 students completed the course. Interestingly enough, responses of each algorithm to the same dataset were different. The $k$-nearest neighbors determined a smaller share of positive objects than it should have. The Naive Bayes classifier, on the contrary, defined more values as positive falsely. The decision trees algorithm demonstrated the best prediction results for the first group: almost all the responses were correct.

We can see, that any classifier formed using any of the chosen algorithms is underperforming in terms of predictions for the second group showing a high rate of false positive results. 84 students of the group displayed high academic performance in the first half of the session, but then it dropped: only 15 participants completed the course. At the same time, the models predict that more than a half of the students would complete it. By the end of the 8th week most of the students had sufficiently high grades. We can attribute the classification errors to this reason.

The results for the third group turned out to be the most accurate. This is probably due to the fact the cluster includes the students who dropped out exclusively.

While predicting the reply to the question of the fourth group students dropping out the $k$-nearest neighbors algorithm committed no errors. The Naive Bayes algorithm ignored the values equaling 1, and the decision trees predicted more positive results than there were in reality. This cluster included 146 students, 3 of them completed the course.

### Analysis of the results

While analyzing the obtained results it is important to note that the grade reports are the main source of information on students’ progress for the course lecturer at openedu.ru. The platform currently fails to provide any inbuilt analytical means for lecturers. For this reason, analyses of grade
reports similar to the one described in this article may be vital for any course at the website, and possibly for other courses using the same Open edX platform. This feature distinguishes this system from LMS Moodle wide-spread in universities, as the latter one offers e-learning analysis tools [3–5].

We analyze the obtained results starting with the participants clustering. Firstly, solving this problem gave us a better understanding of the peculiarities of the course participants’ behavior. Dividing the participants into 4 described groups was not obvious, this result can be useful for the subsequent course sessions. Secondly, the repetitive nature of the clustering results shows that small changes to the course procedures (similar to the prolongation of the enrollment deadlines in the fall of 2018 we previously described) had little impact. This may testify that all the sessions of the course are equal. If we choose to analyze the data of other courses, the number and characteristics of the clusters may be different, but the most important factor is the repetitive nature for different sessions, provided the course content was subject to no major changes.

In other cases, we might face a reverse problem: if the course content is significantly revised, we need to understand whether the participants exhibit different behavior. We can expect the number and characteristics of clusters into which the participants fall to change as well.

Let us compare the clusters obtained with the results of other researchers. There is a following classification of typical groups of MOOC participants [14, 21]:

- “Ghosts” — participants who enrolled in a course, but never accessed any course content, i.e. never actually participated in the course.
- “Observers” — participants who enrolled in a course, accessed course content (video, lecture notes), but ignore any tests or tasks.
- “Non-completers” — participants who use MOOC content as auxiliary in their studies or work. They have no intention to complete the course, so the majority of such students drops out.
- “Passive participants” — these participants access course content, watch the video lectures, take tests, communicate with other students and lecturers online, but ignore difficult tests or bigger projects.
- “Active Participants” — participants with a high motivation level working on any type of course content, participating in projects, actively communicating with other students and lecturers.

To identify these groups of participants, the analysis requires not only the grades, but also the information on their access to course content. The lecturers of openedu.ru have no direct access to this information. Nevertheless, we can assume that the first two groups consist of 70–80 % of the participants from Table 2 who enrolled in the course, but never performed any of the tasks. Previously, we described two clusters of the participants who were active in the first weeks, but dropped out at different stages of the course, thus corresponding to the “Non-completers” group. We can assume that the cluster of the participants who had stable performance throughout the course corresponds to the “Active Participant” group. The “Passive participants” apparently consists of the remaining cluster.

As for the prediction on the results of the participant’s studies, in most cases the researchers use a different approach and initial data. For example, the predication mechanism uses information on the results of this particular student in other courses [10]. Or along with the grades the researchers engaged additional information, such as household income, the participant’s sex, etc. [12], which is usually impossible to access for MOOCs. The papers also present statistics for the participants accessing the content (links referrals, time and mode of watching video, video paused, etc.) [13].

However, we should note that the approach to predicting whether a participant finishes the course or drops out based only on grades for the accomplished tasks presented in this paper showed that it can still be of interest. Lecturers can carry out this kind of analysis in a timely manner. At the same time, it is only applicable to the courses with strict deadlines for test paper admittance during the course. If the deadlines are absent or the main deadline is the date of the course ending, this approach is irrelevant.
Conclusion

This paper analyses grade reports of the participants of “Data management” course at an open education website openedu.ru. Grade reports are the kind of data lecturers use when running courses at the website. This MOOC system does not offer any tools to analyze students’ progress in the courses yet.

As a result of clustering we identified 4 characteristic groups of participants. Moreover, the same clustering pattern persisted in all 5 sessions of the course analyzed.

We also demonstrated the grade reports obtained in the first half of the course are sufficient enough to predict whether students drop out or complete the course with high accuracy. To improve the prediction accuracy, we attempted to train the models using balanced samples. However, this approach did not result in any significant improvement of classification accuracy.

The classifiers show different accuracy for various groups of students. This allows to assume that using different algorithms for various groups of participants can benefit the prediction accuracy.

The lecturers can use the results to keep the participants in the course. For example, certain students may require some measures taken beforehand to provide incentives for them to remain in the course and complete the studies. These measures can include new content offers or task notifications sent to them via e-mail.

This kind of analysis can also help to identify the reasons the students drop out of the course which can be taken into account to correct its structure. For instance, the lecturer can change difficult tasks and recommend additional content to certain groups of students. This can increase the number of participants who complete the course.

Thus, as a result of the research we obtained new knowledge on the course participants useful for the lecturers. They can take it into account while planning next MOOC sessions. The lecturers of openedu.ru and similar systems can apply this approach to conduct the analysis of grade reports for their courses. We can assume that, provided the courses have structures close to the one described in this paper, the results of identifying characteristic groups of participants may be similar. We can also expect the approach to predict whether a student drops out or completes the course used in the paper to be applicable for other courses as well.
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