THE MINISTRY OF SCIENCE AND HIGHER EDUCATION OF THE RUSSIAN FEDERATION

Computing,
Telecommunications
and Control

Vol. 13, no. 4
2020

Peter the Great St. Petersburg

Polytechnic University
2020



COMPUTING, TELECOMMUNICATIONS AND CONTROL

EDITORIAL COUNCIL

Head of the editorial council

Prof. Dr. Rafael M. Yusupov (corresponding member of the Russian Academy of Sciences)

Members:

Prof. Dr. Sergey M. Abramov (corresponding member of the Russian Academy of Sciences),

Prof. Dr. Dmitry G. Arseniev,

Prof. Dr. Viadimir V. Voevodin (corresponding member of the Russian Academy of Sciences),

Prof. Dr. Viadimir S. Zaborovsky,
Prof. Dr. Viadimir N. Kozlov,
Prof. Dr. Alexandr E. Fotiadi,
Prof. Dr. Igor G. Chernorutsky.

EDITORIAL BOARD

Editor-in-chief

Prof. Dr. Alexander S. Korotkov, Peter the Great St. Petersburg Polytechnic University, Russia;

Members:

Assoc. Prof. Dr. Viadimir M. Itsykson, Peter the Great St. Petersburg Polytechnic University, Russia;

Prof. Dr. Philippe Ferrari, Head of the RF and Millimeter-Wave Lab IMEP-LAHC Microelectronics,
Electromagnetism and Photonic Institute, Grenoble Alpes University, France;

Prof. Dr. Yevgeni Koucheryavy, Tampere University of Technology, Finland.

Prof. Dr. Wolfgang Krautschneider, Head of Nanoelectronics Institute, Hamburg University of Technology,

Germany;

Prof. Dr. Fa-Long Luo, Affiliate Full Professor University of Washington, USA, Chief Scientist Micron
Technology, Inc., Milpitas, USA, Chairman IEEE SPS Industry DSP Technology Standing Committee;

Prof. Dr. Sergey B. Makarov, Peter the Great St. Petersburg Polytechnic University, Russia;

Prof. Dr. Emil Novakov, IMEP-LAHC Microelectronics, Electromagnetism and Photonic Institute, Grenoble,

France;

Prof. Dr. Nikolay N. Prokopenko, Don State Technical University, Rostov-on-Don, Russia;

Prof. Dr. Mikhail G. Putrya, National Research University of Electronic Technology, Moscow, Russia;

Sen. Assoc. Prof. Dr. Evgeny Pyshkin, School of Computer Science and Engineering, University of Aizu, Japan;
Prof. Dr. Viacheslav P. Shkodyrev, Peter the Great St. Petersburg Polytechnic University, Russia;

Prof. Dr. Peter V. Trifonov, Peter the Great St. Petersburg Polytechnic University, Russia;

Prof. Dr. Igor A. Tsikin, Professor, Peter the Great St. Petersburg Polytechnic University, Russia;

Prof. Dr. Sergey M. Ustinov, Peter the Great St. Petersburg Polytechnic University, Russia;

Prof. Dr. Lev V. Utkin, Peter the Great St. Petersburg Polytechnic University, Russia.

The journal is included in the List of Leading PeerReviewed
Scientific Journals and other editions to publish major
findings of PhD theses for the research degrees of Doctor
of Sciences and Candidate of Sciences.

The journal is indexed by Ulrich’s Periodicals Directory,
Google Scholar, EBSCO, ProQuest, Index Copernicus,
VINITI RAS Abstract Journal (Referativnyi Zhurnal),
VINITI RAS Scientific and Technical Literature Collection,
Russian Science Citation Index (RSCI) database ©
Scientific Electronic Library and Math-Net.ru databases.

ISSN 2687-0517

The journal is registered with the Federal Service
for Supervision in the Sphere of Telecom, Information
Technologies and Mass Communications (ROSKOMNADZOR).
Certificate 3J1 No. ®C77-77378 issued 25.12.2019.

No part of this publication may be reproduced without
clear reference to the source.

The views of the authors can contradict the views of the
Editorial Board.

The address: 195251 Polytekhnicheskaya Str. 29,
St. Petersburg, Russia.

© Peter the Great St. Petersburg
Polytechnic University, 2020



MUWHUMCTEPCTBO HAYKM 1 BBICIIIETO OBPA3OBAHMSA POCCUCKOM OEJEPALIN

UHdopmaTtuka,
TeAeKOMMYHUKaLUUU
U ynpaBA€HUE

Tom 13, Ne 4
2020

Cankr-IlerepOyprckuii MoaIUTeXHNIEeCKMIA
yHuBepcutet [letpa Benukoro
2020



NH®OPMATUKA, TEJIEKOMMYHUKAIIUUN U YITPABJIEHUE

PEJAKIIMOHHBIN COBET XXYPHAJIA

IIpencenarenn
FOcynoe P.M., un.-xop. PAH;

PenakunoHHblii coBeT:

Abpamos C.M., un.-xop. PAH;

Apcenves JI.I., n-p TexH. HayK, npodeccop;
Boesodun B.B., yn.-xop. PAH;

3aboposeckuii B.C., 1-p TeXH. HayK, Tpodeccop;
Koznoe B.H., n-p TexH. HayK, ripogeccop;
Domuadu A.D., 1-p Gu3.-maT. HayK, mpodeccop;
Yepnopyyxuii U.I'., n-p TeXH. HayK, ipodeccop.

PEJAKIIMOHHAA KOJIVIET'UA KYPHAJIA

InaBHbIi penakTop
Kopomkos A.C., n-p TexH. HayK, npodeccop, CaHKT-IleTepOyprckuii monutexuuyeckuii ynusepcuret [letpa Benukoro,
Poccus;

Penakuuonnas KoJjerus:

Huyvikcon B.M., KaHI. TeXH. HayK, noleHT, CaHKT-IleTepOyprckuii monurexHudyeckuit ynupepcutet [leTpa Benuxkoro,
Poccusi;

Prof. Dr. Philippe Ferrari, Head of the RF and Millimeter-Wave Lab IMEP-LAHC Microelectronics,
Electromagnetism and Photonic Institute, Grenoble Alpes University, France;

Prof. Dr. Wolfgang Krautschneider, Head of Nanoelectronics Institute, Hamburg University of Technology, Germany;
Kyuepaeuwiii E.A., kaHna. TexH. HayK, npodeccop, Tampere University of Technology, Finland.

Prof. Dr. Fa-Long Luo, Affiliate Full Professor University of Washington, USA, Chief Scientist Micron
Technology, Inc., Milpitas, USA, Chairman IEEE SPS Industry DSP Technology Standing Committee;
Maxkapos C.b., n-p TexH. Hayk, nipodeccop, CankT-IlerepOyprckuit monurexHuuyeckuit ynusepcutet [lerpa Benuxkoro,
Poccusi;

Prof. Dr. Emil Novakov, IMEP-LAHC Microelectronics, Electromagnetism and Photonic Institute, Grenoble, France;
IIpoxonenko H.H., n-p TexH. HaykK, npodeccop, JJoHCcKOI rocynapcTBEHHbI TEXHUYECKUIA YHUBEPCUTET, I. PocToB-
Ha-Ilony, Poccus;

Ilympsa M.T., n-p TexH. HayK, npodeccop, HallmoHalbHbII UCCIe10BaTEIbCKUI YHUBEPCUTET « MOCKOBCKHUI UH-
CTUTYT 2JIEKTPOHHO# TeXHUKU», MockBa, Poccusi;

IToiwkun E.B., KaHI. TeXH. HayK, no1eHT, School of Computer Science and Engineering, University of Aizu, Japan;
Tpughonoes I1.B., n-p TexH. HayK, golieHT, CaHKT-IleTepOyprckuit moauTexHudIeckKuii ynusepcutet Iletpa Benukoro,
Poccus;

Yemunos C.M., n-p TexH. Hayk, npodeccop, CaHkT-IleTepOyprckuii moiutexHuuyeckuii ynusepcuret Ilerpa Benukoro,
Poccus;

Ymkun JI.B., n-p TexH. Hayk, npodeccop, Cankr-IletepOyprckuii nmojurexHuueckuit yausepcuret IleTpa Benukoro,
Poccus

Hukun U.A., n-p TexH. Hayk, npodeccop, Cankr-IlerepOyprckuit monurexHuuyeckuii ynusepcutet I[lerpa Benuxkoro,
Poccusi;

Illkoovipes B.11., n-p TexH. Hayk, npodeccop, CaHkT-IleTepOyprekuit monutexHudeckuii yuusepcuret [lerpa Benukoro,
Poccus.

XypHan ¢ 2002 roga BxoauT B lNepedvyeHb Beaywux pe-
LleH3MpPYeMbIX Hay4YHbIX XXYPHaNoB U U3AaHWUiA, B KOTOPbIX
[O/MKHbI 6bITb 0NY6IMKOBaHbI OCHOBHbIE pe3ysibTaTbl ANC-
cepTaumMii Ha COMCKaHWe yYeHOW CTeneHn AOKTOpa W KaH-
anpaTa Hayk.

CBefeHus o nybnvkauusix npeactasneHbl B Pedepa-
TUBHOM XYypHane BUHUTU PAH, B MexayHapoaHoi crnpa-
BouHoW cucteme «Ulrich"s Periodical Directory», B 6a3ax
[aHHbIX POCCUWCKWMIA WMHAEKC Hay4yHOro UMTMPOBaHWSA
(PUHL), Google Scholar, EBSCO, Math-Net.Ru, ProQuest,
Index Copernicus

ISSN 2687-0517

XypHan 3apeructpuvpoBaH ®degepanbHon cnyx6oi Mo
Haasopy B cdepe MHDOPMALMOHHBIX TEXHOMNOMUIA U Mac-
COBbIX KOMMYHMKauuit (PockoMHaa3op). CBMAETENbCTBO O
pernctpauunm 3J1 N2 ®C77-77378 ot 25.12.2019.

Mpn nepenevyaTke MaTepuanoB CCbiJIKa Ha XypHan
oba3aTenbHa.

Toyka 3peHuUs peaakumMn MOXET He CoBnaAaTb C MHEHUEM
aBTOPOB CTaTeM.

Appec pepakumu: Poceusi, 195251, CaHkTt-MeTtepbypr, yn.
MonutexHuyeckas, 4. 29.

Ten. pegakumun (812) 552-62-16.

© CaHkT-MeTepbyprckuin NONUTEXHNYECKUI
yHusepcuteT lNeTpa Benukoro, 2020



4Computing, Telecommunications and Control Vol. 13, No. 4, 2020

Contents

Intellectual Systems and Technologies
Fedotov A.A., Badenko V.L., Prazdnikova T.\V., Yadykin V.K. Information modeling for
cultural preservation: Portico of the New Hermitage and Atlas sculptures. Part 2. Methods
F= T g Yo =1 F=CoT g 11 oY o 0 LSRR

Gasanova l.A., Prelovskii D.S., Yurkin V.A., Drobintsev P.D., Drobintseva A.O0. Modern
possibilities of using Al methods in the analysis of biomedical data ......ccccccceeviiiiiiiiiieeee

Circuits and Systems for Receiving, Transmitting and Signal Processing

Nikitin A.B., Khabitueva E.l. Phase noise of a microstrip microwave oscillator with varactor
freqUENCY tUNING 612 GHZ ..ouuue et e e e e ettt e e e e e e e e e tb b e e e eeeessstbaaaeeeaeens

Rumyancev I.A. SUB-6 GHz IP blocks for 5G transceivers in 65 nm CMOS .............ceeeeeeeeeenneennnnn.
Information Technologies

Svistunova A.S. Using the AnyLogic software product in modeling the passenger traffic of a railway
] =Y o] o IO OO S UUPPTPPPP

Information, Control and Measurement Systems

Masko O.N., Gorlenkov D.V. Analysis of the state of automation of material flow control
1Y 1 oo W oY oo IV 1ol u o) TSRSt

21

34

44

54



4 CopepxaHue

Coaep>kaHue

MHTEHHEKTyaanbIe cuctemMmbl U TexHosiormm
depotoB A.A., bageHko B.Jl., MpasgHukoBa T.B., ApbikmH B.K. WNHbopmaunoHHoe
MOAENINPOBAHME ANA COXPAHEHUA KYNbTYPHOro Hacneama: NopTUK 3aaHmAa HoBoro Ipmmtaxka
M CKYNIbNTYPbl aTAAHTOB. YacCTb 2. METOADI M QNITOPUTMDBI cevvvueeeereriiiieeeeereiiiisessesseessiisesesssssssisnesaes
facaHosa WM.A., Mpenosckuii AO.C., OpkuH B.A., OpobuHues MN.A., OpobuHuesa A.O.
CoBpeMeHHble BO3MOMHOCTU WCMNOAb30BaHMA meTogoB MW B aHanuse 6GMomMeaUULUHCKUX
DLAHHDBIX 1ertttttttetetetaeeeeaeeeeeeeaeaaeaaaaaae e e e e e e e e e e s e s sessssssssnsssnsssaaaaaaaaaaanaaaaaaaaaaaaaaassssessseanassnsasnnnrnnnnnnnnnnnnnnnan

YcTpoucTBa U cuctembl nepeaaym, npuéma n o6pabotkm curHanos

HukutuH A.B., Xabutyesa E.N. ®azoBbiii Wym mukponosiockosoro CBY-reHepaTopa ¢ BapaKTOPHOW
NEPECTPOMKOM HACTOTBI 612 TTLL ..evvrrrrrieeeeeeeeeiiiiee e e e e e ettt e e e e e e ettt e e e e e e eeetttaeeeeeesaassttaeeeesessssnans

PymaHueB WU.A. IP 6n0okM gns npuémonepenatynmkos cetelr 5G Ha ocHoBe 65 HMm KMOI-
TEXHOJTOTUM e e ettt e e ettt e e e e e e ettt e e e e e e et ettt e e e e e e e et tabae e e e e e e et ettaae e e e e e eeebasaaeeeeaeeensnnaas

MHdopmMaLUOHHbIE TEXHONOTUM

CeucryHoBa A.C. lMcnonb3oBaHMe nporpaMmmHOro npoaykta Anylogic npu mozenvposaHum
MACCa*KMPOMOTOKA KETE3HOLOPOMHOTO BOKBASIA .eveeriinuiineeeaeriiiiiiaaeeeaeatttatiaaaeeeaeseatsnnaaeeeaesennsnanns

UHdopmaLMOHHbIe, ynpaBasiowmne u U3smeputesibHble CUCTEMDbI

Macbko O.H., lopneHkoB [.B. AHann3 cocToAHMA aBTOMATM3aLLMKM YyNPaBAEHUA MaTepUabHbIMMK
MOTOKAMM B MPOMNSIBOLACTBE KPEMHUI ..eeeeeeeiiiiiiaaeeeeeeetattaaaeeeeaeeeauiaaaeeeeeeeeassaaseeeeaseetssaaaeeeeaeeenennas

>

21

34

44

54



Intellectual Systems and Technologies

DOI: 10.18721/JCSTCS.13401
YAK 721.021.23, 004.942

INFORMATION MODELING FOR CULTURAL PRESERVATION:
PORTICO OF THE NEW HERMITAGE AND ATLAS SCULPTURES.
PART 2. METHODS AND ALGORITHMS

A.A. Fedotov', V.L. Badenko', T.V. Prazdnikova?, V.K. Yadykin'

! peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation;

2 The State Hermitage Museum,
St. Petersburg, Russian Federation

This article presents the results of interaction between SPbPU and the State Hermitage in a
promising direction of using the latest achievements in the field of information technology in
solving problems of preserving cultural heritage, using the example of information modeling of
the Portico ofthe New Hermitage building and Atlas sculptures based on laser scanning data. This
part of the work presents the results of the development of digital technologies for solving urgent
problems of preserving cultural heritage objects. One of the main symbols of St. Petersburg,
the Portico of the New Hermitage building, was chosen as the object of testing the technique.
The authors present the developed methodology for collecting and processing spatial data
about the elements of a cultural heritage object to build an adequate digital model of the object
based on appropriate digital technologies. The following results of the technique approbation
are analyzed: creation of a hybrid points cloud of Portico as the basis for the formation of an
information model; creation of high-precision models of Portico Atlas sculptures based on point
clouds; creation of a parametric families library of the Portico individual elements; creation of
the Portico informational model; creation of a finite element model of the main elements of the
Portico for stress analysis. The approbation showed the robustness of the proposed method.

Keywords: digital model, BIM, HBIM, laser scanning, cultural heritage, Historical Building
Information Modeling, Hermitage, photogrammetry.

Citation: Fedotov A.A., Badenko V.L., Prazdnikova T.V., Yadykin V.K. Information modeling for
cultural preservation: Portico of the New Hermitage and Atlas sculptures. Part 2. Methods and
algorithms. Computing, Telecommunications and Control, 2020, Vol. 13, No. 4, Pp. 7-20. DOI:
10.18721/JCSTCS.13401

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.org/
licenses/by-nc/4.0/).

AHO®OPMALIMOHHOE MO EJIUPOBAHMUE
ANA COXPAHEHUA KYJIbTYPHOIO HACJ/IEAUA: MOPTUK
3AAHUA HOBOIO SPMUTAXA U CKYNbITYPbl AT/IAHTOB.
YACTb 2. METOAbI U AJITOPUTMbI

A.A. ®edomod’, B.J1. badeHko', T.B. lNpa3dHukoBa?, B.K. AdvikuH'
! CaHKT-MNeTepbyprckuii NoAMTEXHUYECKNin yHuBepcuTeT lMeTpa Bennkoro,
CaHkKT-lMeTepbypr, Poccuitickas Peaepaums;

2 [oCcyAapCTBEHHbI DPMUTaXK,
CaHKT-lMeTepbypr, Poccuitickan Peaepaums

B crarbe mpenctaBieHbl pesyibraThl B3aumoneiicteus CIIOITY u TocynapctBeHHOro 3p-
MUTaXa B MIEPCIIEKTUBHOM HAMPAaBICHUMN UCIIOIb30BAHUS MOCIECAHUX NOCTUXKEHUI B 00JacTh
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UH(OPMAIITMOHHBIX TEXHOJOTUM TIPU PEIIeHUU 3a1a4d COXpPaHEHUsT KyJbTYPHOTO Haclieaus, Ha
npumepe MHGOPMAIIMOHHOTO MOACIUPOBaHUA MopTuKa 3gaHusl HoBoro DpMuraxa n cKyiab-
MTYp aTJIaHTOB Ha OCHOBE JaHHbIX JJa3€PHOT0 CKAHUPOBaHMsI. B TaHHOI yacTu cTaTbu OMUCaHbI
pe3yaBTaThl pa3pabOTKK MU(GPOBBIX TEXHOJOTMIA PEIIeHNST aKTyaIbHBIX 3a1ad 110 COXPaHEHUIO
00BEKTOB KYJILTYpHOTO Haciyienus. B kauecTBe oObekTa anpodauuyd METOAMKU BbIOpaH OAWH
3 TIaBHBIX cuMBOJIOB CaHKT-IletepOypra — moptuk 3maHust HoBoro Dpmuraxa. IIpencras-
JIeHa pa3paboTaHHasl MeToAuKa cOopa M 00pabOTKU MPOCTPAaHCTBEHHBIX JAHHBIX 00 2JIEMEH-
TaX 00bEeKTa KYyJIbTYPHOTO HACIeIMs IJis IMOCTPOSHUS aaeKBaTHOU LMMPOBOI MOAEIN 00bEeK-
Ta Ha OCHOBE COOTBETCTBYIOIIMX LM(POBBIX TexHOJOruid. IlpoaHanu3upoBaHbl ClIEayIOIIMe
pe3yJBTaThl ampo0aluy METOINKM: CO3JaHue TMOPUIHOTO 00JIaKa TOYEK IMOPTHKA B Ka4eCTBE
OCHOBBI (HOPMUPOBAHUS UH(POPMALIMOHHOMN MOJIESIN; CO3JaHNE BBICOKOTOYHBIX MOJEEN CKYIb-
MITYp aTJIaHTOB ITOPTUKA HAa OCHOBE OOJIaKa TOYEK; CO3MaHWe OMOIMOTEKM ITapaMeTpUUYeCKUX
CEeMEMCTB OTACIbHBIX 3JIEMEHTOB ITOPTHKA; CO3MaHNe MH(GOPMAIIMOHHON MOIEIN ITOPTHUKA; CO-
3MaHMEe KOHEYHO-3JIeMEHTHOI MOIEIM OCHOBHBIX 2JIEMEHTOB ITOPTHMKA JUISI TPOBEACHUS aHAIM3a
HaIpsKeHU. ArpoOaliys rmokasajga podacTHOCTh MPeaIOKEHHON METOAUKU.

KmoueBbie cioBa: uudposbsie Moaenu, BIM, HBIM, nazepHoe ckaHMpOBaHUE, KYJIbTYpPHOE
Hacyienue, MHGOpMaLIMOHHOE MOJIeIMPOBaHNe, DPMUTaX, (poTOrpaMMeTpus.

Ccbiika npu mutupoBannu: ®PenoroB A.A., bamenko B.JI., Tlpasmaukosa T.B., SInpikua B.K.
NHudopMalimoHHOe MOJEIMPOBAHUE JUISI COXPAHEHUST KYJIBTYPHOTO HACJIEAUS: TTOPTUK 3MaHUS
HoBoro Opmuraxka u cKynpnTypsl atiaHToB. Yacte 2. Meronsl u anroputmbl // Computing,
Telecommunications and Control. 2020. Vol. 13. No. 4. Pp. 7-20. DOI: 10.18721/JCSTCS.13401

CTraThst OTKPHITOTO A0cTyMa, pactipoctpansemas 1o JuiieHaun CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

The application of BIM technology to historical buildings and cultural heritage sites in the world is
called HBIM (from the English Historical / Heritage Building Information Modeling) [1]. Information
modeling of existing buildings, structures and other objects of historical and cultural value begins with
obtaining high-precision non-destructive remote sensing geometry of the object [2, 3]. When choosing
adequate survey methods, it is the accuracy that plays a decisive role, since the reliability of the model
and the degree of its applicability depend on it [4, 5]. In practice, the following shooting methods have
successfully proven themselves: laser scanning, digital photogrammetry technology and high-precision 3D
scanning [6]. Each method has its own indicators of accuracy, features and limits of applicability [7].
Laser scanning (LS) is the most modern and actively developing type of remote sensing (RS) [8]. The drug
belongs to the active remote sensing method [9]. The principle of operation of laser scanners, regardless
of their type and purpose, is based on measuring the distance from a laser pulse source to an object [10].
The laser beam leaving the emitter is reflected from the surface of the examined object. The reflected
signal enters the scanner’s receiver, where the required distance is determined by the time delay (pulse
method) or phase shift (phase method) between the emitted and reflected signal [11]. Typically, the laser
scan results in a point cloud containing 3D coordinates of the points and the intensity of reflected signal.
Currently, modern technologies allow points in this cloud to store information about the color, we will call
such clouds hybrid [5]. Point clouds can be obtained not only using direct measurements, but also by cal-
culating distances from images using special algorithms. This technique is called digital photogrammetry,
which uses overlapping 2D images to create a 3D point cloud. Combining images and converting them
to the cloud takes place automatically. Shooting can be carried out with a hand-held camera or from an
unmanned aerial vehicle (UAV). On the basis of hand-held images, high-precision reconstruction of the
full-size texture of the surfaces of interior rooms [12], complete reconstruction of the internal geometry
of rooms [13, 14], as well as small three-dimensional objects outside the scanner’s field of view [15] is
possible. UAV photographs are used to photograph the roofs and facades of relatively tall buildings, where
a person cannot go with cameras or scanners [16]. Most often, photogrammetric point clouds are used
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in conjunction with the results of laser scanning [17]. In addition, high-precision 3D scanners based on
laser triangulation technology are used for small architectural forms and sculptures, which a ground laser
scanner is not capable of capturing in high resolution and full volume [18].

HBIM serves as a universal platform for storing and sharing information about the current state of a
structure. Defects that are inherent in any cultural heritage object are included in the model by adaptive
components that are linked to the corresponding elements. An adaptive component has a value parameter
representing what it is: mold, destruction, crack, etc. Further, the component has its own color, depending
on what it is, and the legend gives a decoding of the color designation [19]. Most defects, such as discolora-
tion, a loose element, or a crack, are easy to detect visually. However, there are defects that require special
instruments and algorithms to be detected. For example, the following methods are used to determine the
moisture content of a material:

* Contact method: a high-precision moisture meter is applied to the object evaluating the moisture
content in it. The readings are recorded and a map of the distribution of moisture values over the surface
is built. The map is superimposed on the corresponding surface to obtain a visual picture of potentially
hazardous areas where the water content in the material exceeds the average permissible value [20].

* Non-contact method: the intensity value of the cloud points obtained as a result of laser scanning is
processed according to an algorithm that shifts the values with respect to the histogram, and as a result a
moisture parameter is assigned to each point [21].

Remote sensing and room modeling techniques are proving to be extremely useful in surveying and
reconstructing buildings after natural disasters [22]. HBIM is also the basis for all kinds of simulations:
finite element analysis of structures, determination of the risk of collapse under conditions of an earth-
quake, deformations and other influences [23], heat engineering calculation and verification of insolation
norms. In addition, HBIM can act as a basis for the development of a project for the reconstruction of an
object and a repository of all historical and up-to-date documentation in all possible forms: from written
sketches to drawings [24]. Designing utility systems in historic buildings is a particularly complex task that
requires a modern approach. Digital information modeling technologies allow capturing the current state
of networks and designing new ones, avoiding collisions [25]. Over the past decade, virtual and augmented
reality technologies have become very popular and widely available, and specialists around the world have
learned to apply them in their fields. In the field of preserving cultural heritage, technology allows not only
to service buildings more efficiently, but also to provide tourists with expanded opportunities for visiting
and studying monuments [26]. HBIM can be used to organize virtual tours through the VR platform. The
user has the ability to move around the model, inspect it, interact with its elements, receive relevant and
historical information [27] and enter rooms that are physically closed to visitors. VR even helps engineers
in building maintenance, as it makes it possible to accurately understand the situation without leaving the
office and to plan work as efficiently as possible [28]. This technology can be used in the field of education
of specialists, historians and restorers [29].

This paper explores the possibilities of using modern digital technologies in relation to the preservation
of a cultural heritage site, one of the main symbols of St. Petersburg: the Portico of the New Hermitage
building.

This study has the following objectives:

* to develop a methodology for collecting and processing spatial data for cultural heritage sites using
digital technologies;

* to create a resulting hybrid points cloud of Portico to preserve the object of cultural heritage;

* to create high-precision models of Atlas sculptures based on the data obtained;

* to create a library of parametric families of individual elements of the Portico;

* to create an information model of the Portico;

* to create a finite element model of the main elements of the Portico;

 to analyze the deformations of the main elements of the Portico caused by their own weight.
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Materials and methods

In general, the developed methodology for cultural heritage objects (Fig. 1) includes a collection of
spatial data reflecting the up-to-date geometry of the Portico elements (1), their processing (2), creation
of an information model based on the processed data (3) and modeling of processes and phenomena at the
facility, including finite element analysis of the elements (4).

Depending on the type of analysis carried out, different requirements are imposed on the level of elabo-
ration of the HBIM and its individual elements. For example, when calculating insolation, there is no need
for full compliance of the model geometry with its real state, and an assessment of the cultural heritage
object VAT, on the contrary, requires an accurate model of the object. Taking into account the fact that
HBIM is created from elements obtained on the basis of point clouds, it is possible to formulate certain
quantitative requirements for the data obtained in the course of the study (Table 1).

Table 1
Quantitative requirements

Data Type Element Quantitative requirements

Complex architectural forms Density > 10° dots/ m?, % blind spots < 10 %
Metal constructions Density > 10* dots/ m?, % blind spots <70 %
Point clouds Reinforced concrete structures | Density > 10? dots/ m?, % blind spots < 50 %

Basic dimensional
elements (walls, floors)

Density > 5 dots/ m?, % blind spots <50 %

NURBS surfaces Basic dimensional Number of splines > 5,
elements (walls, floors) spline density > 1 vertices/ m>
Meshes Complex architectural forms Number of polygons

~ 1/3 on the number of points

Replicated elements
(windows, doors)

HBIM Model granularity LOD100 — LOD500

Revit families Number of parameters > 2

In addition to the listed requirements, there may also be additional requirements for the semantic clas-
sification of point clouds and for the geographic referencing of data. Polygonal models can be subject to
requirements for the absence of topology artifacts (double vertices, incorrectly oriented polygons, missing
polygons) and for topology optimization (retopology).

Data collection. Depending on the requirements for the initial data, data collection can be carried out
using terrestrial, mobile or aerial LiDAR systems. Individual elements can be captured using close range
photogrammetry, or high-resolution 3D scanning systems based on LiDAR or stereo cameras. To improve
accuracy and data binding, GCPs are surveyed with a total station or GNSS receiver.

Data processing. After completing all field measurements, independent datasets of laser scanning, pho-
togrammetric surveys and additional control measurements are formed. They are then converted to point
clouds and control point coordinates. As a result of this conversion, irregular data arrays with different
spatial density are obtained, containing hundreds of millions of laser reflection points, including the so-
called “false” reflections resulting from the reflection of a laser beam from the surface of water, mirrors,
etc., as well as unwanted points reflected from foreign objects in the scanning area. To simplify further work
with such clouds, as well as to ensure fast data transfer between all project participants, it is necessary to
reduce the number and density of points and eliminate unwanted points. Therefore, various algorithms for
filtering and thinning point clouds are used based on the open PCL library [30]. Each dataset is processed
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Fig. 1. Block diagram of the developed technique

independently of each other, then the resulting point cloud is formed to reduce blind spots. For the con-
venience of further work, segmentation of individual elements from the cloud is performed.

BIM. The most common cultural heritage information modeling (HBIM) software is Autodesk Revit
[31]. Information Modeling in Revit uses system and user-defined families. System families create features
such as walls and floors and cannot be modified, but you can customize the layer structure and settings.
Their main disadvantage in a BIM context is regular geometry. However, this disadvantage can be partially
eliminated due to the possibility of creating system families based on NURBS surfaces. Custom families
create elements such as columns, beams, facade decorative elements, etc. Despite the greater flexibility
of modeling compared to system families, their main disadvantage is also the regularity of the geometry.
However, this problem also has a solution: for elements of complex shapes, it is possible to create families
based on imported polygonal models. Thus, using the basic principles of Revit, a model is created that
reflects the actual geometry of the object under study. HBIM includes not only geometry, but also infor-
mation about materials obtained by instrumental methods, as well as the necessary documentation, results
of energy efficiency calculations, structural analysis, etc. Documentation and the formation of the results
of various calculations are performed using standard Revit tools, depending on the requirements for a
specific project. The resulting model is a database of the object, containing all the available information
and is the basis for planning and carrying out future work, as well as for creating a digital twin of the object.

Analysis. On the basis of the resulting information model of the cultural heritage object, various types
of analysis are carried out, including analysis of the energy efficiency of a building, analysis of the stress-
strain state of an object, modeling of air flows, calculation of insolation, and so on. The use of the infor-
mation model as a basis for certain calculations is ensured due to the compatibility of the computational
software systems with the three-dimensional geometry of which HBIM consists.

Results

To obtain accurate results, fully reflecting the actual geometry of the Portico elements, we performed
laser scanning of the object and digital photogrammetric photography of its individual sections. Terrestrial
laser scanning was carried out using a Leica BLK 360 laser scanner, which was controlled using an iPad Pro
tablet. The scanning accuracy was 4 mm.
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The survey was carried out in 2 stages. At the first stage, the main elements of the Portico were scanned,
but as a result of the analysis of the data obtained, blind spots were identified in the narrow spaces between
the columns and sculptures, as well as in the upper parts of the sculptures. To eliminate the identified blind
spots, an additional stage of surveys was carried out using digital photogrammetric photography. Photo-
grammetric shooting was carried out using Nikon D610.

The processing of the received data begins with bringing individual scans to a common coordinate
system. Registration was performed in the local coordinate system using paper stamps in Cyclone Register
360 software. The number of points after registration was about 200 million. For further processing, it is
necessary to optimize the number of laser reflection points. In doing so, it is also necessary to maintain
a high density of points related to the sculptures. For this, the points related to the Atlas sculptures were
segmented from a common cloud. Then, the rest of the cloud was optimized, so that the distance between
adjacent points was 5 mm. Then the points were filtered to improve their decoding properties and reduce
noise. The data was filtered using the SOR algorithm. Next, the remaining noise was removed based on the
TLO roughness parameter. To automate data preprocessing, the command line mode of the CloudCom-
pare software was used. Due to different data density requirements, the points describing the surfaces of the
sculptures were processed separately.

Photogrammetric surveys were processed automatically using Metashape software. Optimization of
the alignment of images was carried out using the coordinates of paper stamps obtained on the basis of
a cloud of laser scanning points. The dense cloud was built automatically. Then all non-sculpture points
were removed. A dense point cloud, like a raw laser scan point cloud, is too dense and therefore requires
preprocessing. Its preliminary processing was carried out in the same way as processing the cloud of laser
scanning points. After independent processing, the resulting clouds were combined into a resulting point
cloud based on the common coordinates (Fig. 2).

Thus, the collection and processing of data can be summarized as follows:

« first of all, data are collected using laser scanning and digital photogrammetry methods, it is neces-
sary to provide for the survey of areas between sculptures and columns, and also for the visibility of at least
3 paper stamps at each scanning station to improve the registration accuracy;

» preliminary processing of points related to sculptures must be performed independently of other
points;

» preprocessing (registration, optimization and filtering) can be automated using the CloudCompare
command line mode;

» combining data into the resulting point cloud should be based on the shared coordinates.

To create an information model of the New Hermitage Portico, Autodesk Revit software was used. First
of all, the cloud was segmented into separate parts, and then, using Revit tools, 12 parametric families of
elements of a historical object were formed based on point clouds: windows, columns, pilasters, capitals,
pedestals, Atlantean statues, etc. The families of Atlas sculptures were created based on their triangulation
models. Model elements such as walls with significant deviations from the plane were modeled with Re-
vit tools based on NURBS surfaces, which in turn were generated automatically from the point cloud in
Rhinoceros software. The resulting information model reflects the actual state of the Portico with accuracy
of 1 cm (Fig. 3).

Thanks to modern software systems, it is possible to obtain a finite element model based on the geometry
obtained from the information model. In this case, ANSYS software was used to solve this problem, for it
supports the import of models saved in the ACIS geometric modeling format. The export of information
model components from the Revit environment for their finite element analysis in ANSYS was performed
in the .sat format. The finite element mesh was generated automatically based on the geometry of the
information model. After setting the boundary conditions and loads, we carried out an analysis of the
deformations of the Portico elements, including the Atlas sculptures. The analysis result is shown in Fig. 4.
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Fig. 2. The resulting point cloud
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Fig. 4. Analysis result
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As a result of the finite element analysis based on HBIM, the maximum deformation values of the
Portico elements were calculated to be 0.04 mm. Taking into account the main assumptions within the
framework of which the calculation was performed, it can be concluded that the local maxima of the
deformation diagrams of the longitudinal beams of the Portico are of the greatest interest. According to the
analysis results, their location coincides with the location of the sculptures cracks during field observation.
This suggests that the formation of cracks in the sculptures could have occurred as a result of deformations
of the structural elements of the Portico and the transfer of load to the sculptures themselves.

Conclusion

This work is the second part of [32], which presents the results of the development of digital technolo-
gies for information support for the preservation of cultural heritage sites. One of the main symbols of St.
Petersburg, the Portico of the New Hermitage building, was used as an object of approbation. The follow-
ing results of method approbation are analyzed:

» creation of a hybrid points cloud of Portico as the basis for the formation of a digital model;

+ creation of high-precision models of Portico Atlas sculptures based on point clouds;

+ creation of a library of parametric families of individual elements of the Portico;

» creation of an information model of the Portico.

The results of the finite element analysis of the deformations of the elements of the Portico of the
New Hermitage building are presented on the basis of the information model of the cultural heritage ob-
ject (HBIM) obtained from the laser scanning results. The main advantage of the proposed technique in
comparison with traditional methods of object inspection and corresponding finite element analysis is the
completeness and speed of measurements, as well as increased adequacy and accuracy of the results.

Numerical comparison of the proposed methods with the traditional approach based on the use of
tacheometric measurements allows us to draw the following conclusions. Thus, the accuracy of the
tacheometric survey of the individual points coordinates is approximately 0.5 mm. In turn, the accuracy
of the individual points coordinates measuring by laser scanning is 4 mm. However, it should be noted
that the density of tacheometric measurements is hundreds of thousands of times inferior to the proposed
methods; therefore, when using only discrete measurements, most of the information on the object ele-
ments geometry under study is absent, which inevitably leads to a decrease in the processed results absolute
accuracy. Thus, based on the expert judgment, it can be concluded that the absolute accuracy of the sim-
ulation results based on the proposed methods is several times higher (depending on the scanned surfaces
geometry homogeneity) compared to the simulation results based on tacheometric measurements. For a
complete capture of the scanned scene using the proposed methods, it will take about 2-3 times less time
compared to using tacheometric survey. This is achieved due to a high degree of measurement automa-
tion by the proposed laser scanning methods. In addition, it should be noted that, due to the complex
geometry, shooting the Atlas sculptures using the tacheometric method is impossible in principle. A similar
comparison can be made with the photogrammetric survey approach. The result of such surveys is also a
point cloud. However, in the case of laser scanning, the coordinates of the points are obtained by direct
measurements, while in case of photogrammetry, the coordinates of the points are obtained by calculating
distances based on two overlapping images. Therefore, this method of calculating coordinates is subject to
distortion which negatively affects the final accuracy, which, among other things, depends on many fac-
tors (illumination, surface material, equipment, shooting mode, processing parameters). Thus, the final
accuracy of the proposed methods in comparison with the use of photogrammetry is 5-10 times higher.
According to expert estimates, the speed of photogrammetric surveys is also at least 2 times inferior to the
proposed methods. This is due to the fact that for a complete photogrammetric shooting of an object, it
is necessary to make about 5 thousand images with the required overlap, and also to provide the absence
of strangers in the frame. It should be noted that the existing experience, for example, of obtaining a
high-precision digital model of the sculpture of David Michelangelo and others, is usually associated with
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the transfer of objects to special rooms and / or the installation of devices to strengthen scanning cameras
[33—36]. In our case, the survey was carried out in real “field” conditions. It should also be noted that
the proposed method includes all the advantages of the traditional methods that are used for additional
shooting of the necessary elements. For example, tacheometric survey of control points is used for more
accurate registration of point clouds, and photogrammetric survey is used for partial survey of blind spots.

In addition, an information model with the up-to-date state of elements can become the basis for cre-
ating a digital twin of an object. The main difference between the proposed data processing methods lies
in the significant automation of the preliminary processing of point clouds, as well as in the increase in the
decoding properties of laser reflection points. The proposed methods for creating an information model
based on point clouds, including the use of NURBS surfaces, increase the degree of model adequacy in
comparison with traditional modeling methods.

As a result of the work we obtained:

- apoint cloud to preserve the object of cultural heritage,

- informational model of the Portico, reflecting its up-to-date state at the time of shooting,

- results of finite element analysis in the ANSYS software package.
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Ha cerogHsimHuii 1eHb OMHUM U3 KJIOUEBBIX TTOKa3aTeseil, 0Ka3blBaloluX OOIbII0e BIANSI-
HME Ha 3BOJIIOLIMIO OO1IEeCTBA, SBAIeTCS UCKYCCTBeHHbIU nHTeekt (M), MU u texHonoruu
Big Data mupoxo npuMeHsIFoTCs s aHaau3a OMoOMeIULIMHCKUX JaHHbIX. B cTaThe pacckasbl-
BaeTCs O TOM, YeM SIBJISIETCSI UCKYCCTBEHHBIN MHTEIEKT 1 Big Data u KakoBbl COBpEMEHHBIE
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BO3MOXXHOCTHU MCTIOJIb30BaHUS UX METOMOB U TexHosoruii. [IpuBeneHa cratuctuka, mokasbl-
Baolllasg pocT UCMOJb30BaHUS TexHoaorui Big Data m UM B MeAMLIMHCKUX MCCIeTOBAHUSIIX.
PaccMoTpeHbl OCHOBHBIE THUITBI UCKYCCTBEHHBIX HEHPOHHBIX CETEN, UCMOJIb3YEMBIX B 3TOI 00-
JIaCTH, a TaKKe MPUBEIEeHBI MPUMEPHI YCIIEIITHOTO TpUMeHeHUs TexHoyioruii Big Data B Mmenu-
uuHe. [IpogeMoHcTpupoBaHa 3 (PEeKTUBHOCTH UCTTOJIB30BAHUS CITeIINaIbHBIX KOMITHIOTEPHBIX
porpaMm B cepe 31paBOOXPaHEHUSsI, TTO3BOJISIONINX BHISIBJISITh 3a00JIeBAaHUS HA pAHHUX CTa-
nusix. PaccMoOTpeHbl KITIoueBble TEXHOJIOTUYECKHE U 9TUUYECKHEe MPOOIeMbl BHEIPEHUS TEXHO-
JIOTUI ICKYCCTBEHHOTO UHTEJIIEKTa B MEUIIMHY, TOKA3aHbl TPYTHOCTHU pealn3alluu, UHTerpa-
LIMU U pacrpocTpaHeHus TexHoJoruii. OTaesbHOe BHUMaHUE yaejaeHo ucnob3oBanuio MU B
60opbbe ¢ rtobdanbHOM MaHgeMueit — KopoHaBupycHoil uHdekueit COVID-19. M3yuyeHsl crio-
cobbl mpuMeHeHus MU B pa3inuHbIX CTpaHax Jjisl cOopa JaHHBIX, aHAJIU3a U MOCAEAyI0LIeTo
TMOCTPOEHUS MOJIEJIV PACTIPOCTPAHEHUS U MYTAIlMU KOPOHABUPYCA MPU PA3TUIHBIX CLIEHAPUSIX
Pa3BUTHUS CUTYyallUU Y BBEACHUS CIIEIIMATbHBIX OTPAHUUYUTEIBHBIX MEP, a TAKXKe TTPOTHO3UPO-
BaHMUe UX 3(PPEKTUBHOCTH.
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Introduction

Nowadays, the whole world and his wife talk about Big Data, but only a few actually know what it is
and how it works. Big data technology is a set of various tools, approaches, methods for analyzing struc-
tured and unstructured information and on its basis the subsequent production of new information to
solve specific problems and goals defined by the customer (market, consumer, etc.). In 2011, research
and consulting company Gartner noted Big Data as the number two trend in the information technology
infrastructure (after virtualization) [1]. At present, Big Data technologies can no longer be unambiguously
attributed to the IT sphere, since they have become an important part of the structures of management,
business, industry, medicine and science, constantly increasing their share of participation.

According to the Russian IT holding IBS, in May 2015, the global amount of data exceeded 6.5 zetta-
bytes. By 2025, it is predicted that humanity will generate 400—440 zettabytes of information, according
to a report by The Data Age 2025, which was prepared by analysts at the American research company IDC
[2]. The report notes that most of the data will be generated by the enterprises themselves, and not ordinary
consumers. By 2027, the global Big Data market is projected to grow to $ 103 billion, more than double
its expected market size in 2018. The growth is projected to be up to (about) 8 billion US dollars per year,
or 10—15 % of the total market turnover. The largest share of 45 % will be achieved in the field of software
production, and will be the largest share on the market [3] (Fig. 1).

Big Data is a part of the information that can be obtained by digitizing the entire spectrum of sources
available to us, which can be processed by any means and recorded using sensors. The rationality and
prospects of the application of Big Data technologies in medicine, as well as in the whole health concept
in recent years has been widely discussed by the professional community. In the field of healthcare, Big
Data technologies are used to analyze and process information about the health status of a population or
individuals, and potentially increase the likelihood of timely identification of diseases and predispositions
to them stored in the human genome. Because prevention is always cheaper than treatment, such technol-
ogies have great potential, and will soon have to be applied to every person. In most medical institutions of
the future, all medical information about a person from the moment of his birth will have to be stored in an
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Market volume in billion U.S. dollars

Fig. 1. Big Data market size revenue forecast worldwide from 2011 to 2027

electronic database. The issuance of forecasts, medical indications and recommendations for patients will
be promptly implemented through the use of machine learning algorithms that can determine statistical
correlations in an array of medical data collected from medical institutions around the world.

The initial analysis of the data and the collection of necessary information about the patient can be
transferred from a person to an automated system, thanks to this, a significant part of the time can be
saved. For the correct diagnosis of the disease, a large amount of data about the patient is required, name-
ly: his purchases, diagnoses, risks of the condition, etc. Having performed this analysis, we will come to a
new personalized and preventive medicine. So, thanks to the results of using Big Data, it is quite possible
to predict the risks of mental or psychological diseases of a particular person and prevent diseases such as
depression, psychoses, etc. These methods of individual and preventive medicine, which is based on mon-
itoring patients remotely, will entail significant cost reductions, as well as increase the quality of life of the
observed patients. For example, a medicament will not have any effect on 90 % of the observed patients,
however, a certain group of patients must be offered it directly, and to another group, on the contrary, it is
required to refuse this medicine, since the risk of an allergic reaction is increased. Another example is the
medical examination on a certain group of people (or all, without exception) once a year, and personally,
for each patient according to an individual schedule developed in connection with the risks of his con-
dition. In the modern world, a single doctor has a large number of patients; accordingly, having received
some background information, he may not notice that the patient is cutting off episodes of his life, which
can be crucial. For example, in order to identify the distant spread of cancer on the bone, information
about various injuries is needed, but due to the workload of the doctor and, accordingly, understatement
on the part of the patient, information about the absence of injuries can be obtained, but at the same time
asking a more correct and accurate question, you can find out the opposite.

Recently, the use of Big Data technologies in pharmaceutics has gained considerable importance. At
the moment, Big Data tools and Al technologies are actively used in the production and marketing of
medicines. Nowadays, the main 4 areas of implementation of Big Data technologies in pharmaceuticals
are actively discussed, these include:

1. The development of new drugs. Big Data technology focuses on finding trends and models that
otherwise would be difficult, expensive and even impossible to find using traditional methods of collecting
and processing information [4].
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2. Collection of clinical information about patients. Among pharmaceutical manufacturers, there is
fierce competition for the right to get first access to patients medical data. Obtaining such information is
characterized by transactions with large technology companies engaged in research in the field of database
analysis. For example, the holding pharmaceutical company Roshe Group collaborated for a long time,
and then acquired the Flatiron Health company, which is the market leader in the collection of clinical
information specializing in cancer research [5].

3. Improving the quality and control of clinical trials. Corporations can increase the effectiveness
of clinical trials through the use of Big Data methods. For example, searching for patients with certain
parameters in a large database.

4. Detection of intolerance to medical drugs. The use of an analytical system with Big Data approaches
for segregating drugs with certain medical properties can reduce costs for companies and save the lives of
more patients [6].

In addition, one of the cutting-edge discoveries that contribute to monitoring the health of each person
is various devices (for example, fitness trackers, smart watches). These devices contain a number of sensors
that monitor the pulse, blood pressure, counting steps, in addition, through these gadgets it is possible to
control the rate of breathing, as well as create a varied and balanced nutrition menu. All information from
these devices can be instantly transferred to the appropriate application on the phone in order to keep all
your indicators under special control, which will allow the user to draw up a daily regimen, nutrition, help
monitor physical activity, water balance, and health in general. In some cases, this information can save
the user’s life, but if the user is healthy, the zettabytes of the collected data form continuously expanding
information databases. The interdisciplinary interaction of Big Data specialists and medical professionals
is facilitated by the high information potential of wearable smart devices. In the middle of 2015, two largest
US corporations, Apple and IBM, decided to consolidate their efforts in the use of Big Data technologies
in healthcare [7]. The companies have integrated the data received from owners of iPhone smartphones
and Apple Watch smart watches with the IBM Watson Health cognitive system. The above examples of the
use of smart devices for collecting medical indicators show that this area is being intensively developed by
Big Data technology specialists. This is a rapidly developing area which has great potential to expand.

The provided statistics demonstrates high growth rate of the use of Big Data technologies in medical
research. Large financial investments emphasize the high interest of medical and IT companies in collab-
orative research, the result of which is to increase the efficiency of the use of resources in the healthcare
sector and improve medical statistics data.

Artificial Intelligence Algorithms for Big Data analysis

Since the size of medical data is growing rapidly, humanity comes to the logical conclusion that our
health and quality of life depend on the speed and quality of their analysis. And that all this is a job for ar-
tificial intelligence. In this article, by the term Al, we understand the ability of machines to model rational
behavior of people, that is, their ability to navigate in a changing context, on the basis of which they makes
the most appropriate choice to achieve their goals.

To date, two Al technological processes are widely used: expert systems and neural networks. At the
same time, expert systems are becoming obsolete, neural networks have flooded the market due to their
ability to learn. A neural network means a sequence of neurons, which are connected to each other by syn-
apses that serve to transmit a nerve impulse. In a computer form, artificial neural networks (ANNs) repre-
sent a graph with three or more layers of neurons. The layers are interconnected according to the selected
algorithm, depending on the task. Each link has its own specific weight. These weights play a crucial role
in training of an ANN. Most often, ANNSs are used to solve such types of problems as classification, pre-
diction and recognition, etc.!. There are quite a few types of neural networks for solving problems specific
to various fields. This article describes different types of basic ANNSs.

! Rashchenko J.V. Application of modified artificial neural networks in machine vision problems. 2018. Available: http://hdl.handle.
net/11701/12215 (Accessed: 15.01.2021).
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1. Shallow neural networks. This type of ANN consists of only 1 hidden layer of the perceptron. The
number of neurons in the hidden layer may vary. Collaborative filtering is considered one of the examples
of this type of ANN: a method of forecasting in recommendation systems. In medicine, this type of ANN
can be used to create a classifier that can distinguish cancer and manage patients from mass spectrometry
data [8].

2. Multilayer perceptron is a type of direct distribution ANNs. They consist of many input nodes of
one or more hidden layers and one output layer of neurons. The number of input and output elements in
a multilayer perceptron is determined by the conditions of the problem. This type of ANN is used in the
tasks of forecasting, managing agents of classification, approximation, etc.

3. Convolutional neural network (CNN) is a type of deep ANNSs, most often used for the analysis of
visual images. It uses certain characteristic features of the visual cortex, in which two types of cells with
different features were discovered. Simple cells tend to react to straight lines at different angles, and com-
plex — to activate a specific set of simple cells. The network structure is unidirectional, basically multilayer.
It is used in problems with image recognition, classification, analysis of medical images, natural language
processing, etc. [9]. There are various CNN architectures available, which were key in the construction of
algorithms that provide and should ensure the operation of Al as a whole in the foreseeable future. Some
of them are listed below: LeNet, AlexNet, VGGNet, GooglLeNet, ResNet, ZFNet.

4. A recurrent neural network (RNN) is a class of artificial neural networks, where connections be-
tween nodes form a directed graph along a time sequence. This allows it to process a series of events over
time. RNNs are called recurrent because they perform the same task for each element of the sequence,
and the output depends on previous calculations. Recurrent neural networks add memory to artificial
neural networks, but the implemented memory is short — at each step of the training, the information in
memory is mixed with new and after several iterations is completely overwritten. It is applied to such tasks
as non-segmented handwriting recognition with connection or speech recognition.

5. A network with long-term and short-term memory is an artificial recurrent neural network used in
the field of deep learning, capable of studying long-term dependencies. Long short-term memory (LSTM)
modules are designed specifically to avoid the problem of long-term dependency by storing values for both
short and long periods of time. This is because the LSTM module does not use the activation function in-
side its recurrent components. Thus, with the method of back propagation of errors in time during network
training, the stored value does not blur in time and the gradient does not disappear [10]. It is used in tasks
related to image processing, video, and speech recognition.

6. Networks based on attention. The key point of the proposed attention-based model is that it takes
into account the influence (interconnection) that exists between different parts or words or the whole one
input sentence with another, and provides an interdependent representation of a pair of sentences that
can be used in subsequent tasks. Many hierarchical patterns of attention are called transformers. These
transformers are most effective for stacks running in parallel, so they provide the most innovative results
with relatively minimal data and a period of time for training. This model is mainly used when working
with text data.

7. Generative-competitive network is a machine-learning algorithm without a trainer, created in
the composition of 2 neural networks, one of which, called a generator, creates new instances, and the
other, the discriminator, evaluates them for authenticity, seeks to distinguish true (genuine) examples
of samples from erroneous. Widely used in tasks related to the generation of images, video and audio.
In a sense, they are robotic artists, and their result is impressive, but they can also be used to create fake
media content [11].

Currently, there is a tendency to increase the number of publications on the successful use of neural
networks in parallel with the development of Al technologies based on neural networks in the healthcare
sector. Despite many years of attempts at application, the main directions of the use of neural networks
remain unchanged and include: classification, forecasting and diagnostics. The most commonly used
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type of ANNSs in these tasks is a neural network with direct connection. In addition, the study revealed
a significant share of hybrid models used.

The aforementioned examples of artificial intelligence usage in the medical field show the leading po-
sition of two types of neural networks: hybrid and feedback. Both of them are used to solve the main prob-
lems of data classification, recognition of medical markers on images and data arrays, and predicting the
occurrence of relevant diseases.

Big Data case studies

Consequently, Al may (at least at the current stage of the technology development) not replace a doc-
tor, but be — has already become — a useful tool, an assistant in the process of diagnosis and treatment. The
examples are listed below.

One striking example is IBM Watson for Oncology (WFQO), a program based on the power of the IBM
Watson supercomputer that uses natural language processing and machine learning to provide recommen-
dations for the treatment of cancer. In the course of its work, it is involved in data processing (structured
and unstructured) from literature, medical records, images, all kinds of pathology reports, laboratory data,
expert knowledge, etc. [12]. Each patient, with the help of IBM Watson, is offered a personalized course of
treatment, which is aimed at those factors that led to the development of a cancerous tumor in a particular
person, taking into account his genome. This allows increasing the chances of a successful recovery, and
each new case increases the likelihood even more. The Watson Cancer application has already been used
to help more than 20,000 people around the world.

A study launched in China found that different types of cancer are common various conformities as re-
commended by doctors. For example, recommendations for treating gastric cancer had the lowest chance
of being agreed with your healthcare providers. Morbidity and pharmaceuticals may be the main causes of
disagreement. In order to comprehensively and quickly apply this technology in China, WFO needs to ac-
celerate localization [13]. At the moment, another project from IBM Watson is under development — IBM
Medical Sieve — a cognitive assistant system for radiologists and cardiologists that can detect abnormalities
using holistic clinical information obtained from images, text or medical data [14].

In 2016, Optellum startup was created. They are developing lung cancer prediction Al (Optellum LCP)
software for the diagnosis and treatment based on computed tomography. The company’s solution is based
on artificial intelligence and machine learning technologies used in the world’s largest clinical data set.
The software provides expert-level clinical decision support, which can improve the doctor’s ability to
correctly diagnose nodules in the lungs [15].

Modern classifiers based on convolutional neural networks are able to systematize images of skin cancer
along with dermatologists, which makes it possible to guarantee an early diagnosis of the disease. Software
products that use this type of ANN are already trained using a large data set; during their work, they im-
prove the data characteristics for systematizing skin lesions and demonstrate better efficiency with current-
ly available limited data sets [16]. Currently, there is an O-network under development, a convolutional
network that is a combination of two convolutional U-networks. These networks are combined on the
coding layer and disconnected at the decoding level, which allows the convolution/reverse convolution
process to be used with another core of the structure, which is aimed at searching for elements with differ-
ent parameters. This type of architecture shows promising results in the field of detection of breast cancer
using mammography, but needs to be improved [17].

Due to the rapid population growth over the past years, prevention and control of lung cancer has be-
come increasingly important. The use of risk factors for lung cancer in the elderly and their quantitative
analysis of the degree of influence using deep neural network models can be used as a tool for identifying
risk factors, and for other types of cancer to help doctors who make decisions on cancer prevention dis-
eases [18].
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Adverse reactions to medications are becoming more common and are considered the main factor
causing more than a million injuries, disabilities, anomalies and deaths per year. The best known method
for identifying adverse drug reactions is to rely on spontaneous reports of them. A model has now been
developed based on a fully connected neural network that uses chemical and biological information and
biomedical drug data to detect adverse reactions. The purpose of this product is to identify potentially
dangerous reactions to the drug and to predict possible adverse reactions to new drugs. The results of the
work show that the use of this model helps to detect potential reactions to drugs, regardless of whether they
were registered in the past [19].

The significance of research in the diagnosis of lung cancer is associated with social relevance, this
type of disease and its leading position in the structure of cancer. An intelligent automated diagnostic
system using a combined algorithm based on machine learning methods, such as deep forest and Siamese
neural network, was developed in the scientific cluster of the St. Petersburg Peter the Great Polytechnic
University. It is a more effective approach with a small sample of training data and optimal in terms of
reproducibility. The algorithm uses the data of the St. Petersburg Clinical Scientific and Practical Center
for Specialized Types of Medical Care (Oncology), which includes only computer tomograms of patients
with verified diagnoses of lung cancer. The developed software is considered innovative and has already
been patented. The software provides the ability to quickly recognize and detect all neoplasms without
exception, which after processing the data are highlighted in a certain color, which allows the system to
interpret the neoplasm as malignant or benign. Comparing information about one patient with a large
amount of previously accumulated knowledge, the model discovers relationships that previous methods or
doctors overlooked [20].

There is a common problem for many studies, which impedes the full realization of their potential.
Such a problem for researchers working in the field of artificial intelligence is the quality of the data they
use. Al can analyze and interpret scanned images or pathological images only if the data are of good quality
and in large volume. Therefore, if the data quality is poor, then Al systems generate inaccurate and biased
results.

The implementation of Big Data analysis technologies can significantly improve the quality and speed
of diseases detection in the early stages according to medical data. This information in turn entails a reduc-
tion in the burden on doctors, providing the opportunity to redistribute efforts to other problems requiring
human involvement.

Problems, difficulties of implementation, dissemination of Big Data technology in healthcare

It is important to mention, that the use of artificial intelligence algorithms in dermatology and general
medicine is not fiction from distant future, but a part of modern reality. Doctors who are the first to take
advantage of new opportunities will take their diagnostic skills to a whole new level and significantly in-
crease the prestige in the eyes of patients. Once this happened with ultrasound diagnostic devices, then the
turn of popularity of computed tomography came.

A Big Data system, usually characterized by size, variety, reliability and speed, goes beyond the bound-
aries of a data type and contains the nuances of data analysis, such as generating hypotheses, but not hy-
pothesis testing. Big medical data has a number of features that distinguish them from Big Data from other
disciplines. Big Data technology has many applications in healthcare, such as predictive modeling and
clinical decision support, disease or safety surveillance, public health and research.

Integration of heterogeneous data sources (medical records, research data, laboratory test results, the
Internet, biometric readings, medical images, etc.) leads to an increase in data size, incompleteness and
complexity [21]. To cope with the growth of data volumes, organizations turn to a number of different
technologies, such as compression, deduplication, etc. Database support requires constant funding, which
creates an additional barrier to the implementation of Big Data [22]. The idea of data integration is closely
related to the idea of data validation. There are cases when there are no values in the data set, and as a rule,
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the easiest way is to delete incomplete information. The disadvantage of this method is the reduction in the
amount of data required for analysis, which leads to inefficiency.

Big Data has a number of problems associated with the data itself, which should be taken into account
when analyzing them.

The presence of a linear relationship between variables, the complexity of the model, the re-equipment
of its data with large computational costs accompany the technology of Big Data and affect most quanti-
tative analyses.

In the healthcare sector, confidentiality and security of patients data is an important aspect, because
large data warehouses can attract the attention of fraudsters [23].

Another problem in introducing Big Data technologies is a lack of specialists in this field, which has led
to an increase in demand for the Big Data experts [24].

The companies with experience in working with Big Data are for the most part satisfied with the results
of their work, however, without exception, everyone faces difficulties in maintaining competitiveness and
turning into digital enterprises [25].

Many problems, including legal, ethical, integration ones, must be overcome in order to implement
large medical data as a combustible material for a continuously learning healthcare system that will help
improve the condition of patients and reduce time and material costs in this area [26].

The adoption of artificial intelligence technologies in other fields of science can contribute to imple-
mentation problems solution, which leads to increase in the number of specialists in this field. The quality
of medical data will be inevitably improved with the growth and spread of electronic medical systems in
the world. The development of data storing and analyzing devices will lead to a reduction in the cost of this
technology and an increase in the efficiency of its use in the future.

Al approaches in COVID-19 pandemic

The current global COVID-19 pandemic is the most acute topic around the world. Government
authorities in all countries are trying to take measures to contain and fight the virus. A significant role in
this process is taken by mathematical models, algorithms and methods in the field of technologies for hu-
man movement and identification.

To determine the COVID-19 markers, specialized software is used. For instance, Infervision, which
is based on deep learning technology, using the results of computed tomography in the process. While it
usually takes a few minutes for a healthcare professional to read and explain the results of a CT scan, a
dedicated Al application can complete such the procedure in seconds. The system is already implemented
in over 100 hospitals in China and in many countries worldwide [27].

We can also note the use of Big Data technologies in the iOmniscient’s iQ-Fevercheck system, which
uses cameras with temperature and recognition sensors. This software contributes to the detection of peo-
ple susceptible to infection in real time in the stream, with further fixation and tracking of the face by
cameras. This process takes places until they are next to a medical worker who receives a message about
an infected person for further assistance. Protective medical masks do not interfere with tracking, and the
system’s temperature recording accuracy is up to 0.5 degrees [28].

In addition to the topic of the coronavirus, it is important to note the key factors that underlie care
for healthcare providers and allied professionals. These factors are the transparency of the data and the
adequacy of statistics. According to them, it is possible to determine the features of a specific extreme situ-
ation, which determines the necessary measures for their timely adoption. At the current moment, many
interactive systems that provide a web interface for tracking operational information on the situation with
COVID-19 have been created. For example, Yandex presented its dashboard with a global picture and
detailing by regions of Russia, which uses Russian Federal Service for Surveillance on Consumer Rights
Protection and Human Wellbeing (Rospotrebnadzor) reports and data from Johns Hopkins University in
the USA [29].
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In the Republic of South Korea, potential carriers of coronavirus infection are monitored using mobile
phones and satellite technology. A similar application works in the Russian Federation, for example, on
the territory of Moscow: the social monitoring application. It is used primarily by those who have been
diagnosed with coronavirus infection and by people who cohabit with such patients. Patients sign a con-
sent to receive home healthcare or an order from the Chief Sanitary doctor. In these documents, you must
indicate the phone number and address at which they undertake to be isolated within 14 calendar days
from the date of signing. After signing the contract, instructions for installing the application are sent to
the patient’s phone. In case patients have a phone, they are given a smartphone that is focused only on this
application, it will not be possible to use it for other purposes, all other functions are blocked. Technical
means of monitoring the location make it possible to quickly record cases when a person who is required
to be isolated leaves the house and endangers other citizens of the city.

At this moment, we can note the widespread use of machine learning and other Big Data methods in
the development of vaccines and drugs. For example, the AlphaFold neural network predicted the possible
structure of some COVID-19 proteins using matrix population modeling technology. The synthesis of
drugs for the treatment of diseases caused by coronavirus requires precise knowledge of the component
and structural composition of the virus. The data obtained during the research have not been experimen-
tally confirmed at the current stage, but based on the available materials, scientists can judge the function-
ing of the virus, which allows them to create hypotheses regarding the effectiveness of a particular therapy.

This pandemic has several applications for Big Data technologies, for which Al is of key importance.
These examples include biomedical research, natural language processing, social networks.

Based on an epidemiological simulator with the implementation of the SEIR mathematical compart-
mental model, which can help outline the dynamics of the spread of the disease, Sberbank predicted an
increase in the number of infected people in accordance with the use of protective measures [30]. This
model calculates data both for the capital and for the whole of Russia and considers four possible scenarios
when residents comply with the measures, sometimes or often violate them, or behave as usual.

Conclusion

Peter the Great St. Petersburg Polytechnic University researchers were able to predict the development
of the Coronavirus epidemic using mathematical modeling methods. Periodically incoming new data give
an ability to correct and refine the forecast. For the developed mathematical model, the so-called calibra-
tion of the mathematical model of the spread of the coronavirus infection is used. During the work, the
specialists step by step examined and described with a high degree of accuracy the situation regarding the
ongoing spread of the coronavirus infection in the Wuhan metropolitan area in China, on the Diamond
Princess liner, in Italy and in the USA. This, in turn, made it possible to significantly improve the fore-
casting accuracy in Russia. After the adoption of measures to reduce restrictive and control measures due
to the slowdown in the spread of the infection, the process of mathematical modeling and forecasting for
the specialists of the NTI (National Technology Initiative) Center has become much more complicated.
However, experts are closely monitoring the changing situation and adjusting forecasts taking into account
its development.
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This work presents the results of a study of the microwave oscillator’s active device biasing
influence on the oscillator phase noise. The paper considers a hybrid voltage-controlled oscillator
(VCO) with an octave frequency tuning (6—12 GHz), based on a low-noise SiGe-heterojunction
transistor. The simulation of the VCO in the AWR Design Environment (AWR DE) allowed one to
evaluate the choice of the transistor operating point influence on the oscillator phase noise. Based
on the data obtained, an experimental study of the fluctuation characteristics of several samples
of the hybrid microwave VCOs, differing in the operating mode of the active devices, was carried
out. The results of the research carried out make it possible to determine a number of conditions
(the value of the collector current, the ratio between the currents of the transistor base and the
resistive divider, determining the mode of the active device), which provide the best oscillator
characteristics. It is shown that the smallest average level of the phase noise power spectral density
is —95 dBc/Hz at 100 kHz offset from the carrier with a minimum change in its level in the tuning
range within + 2.5 dB.
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DA30BbIN LULYM MUKPOINOJZIOCKOBOIO CBUY-TEHEPATOPA
C BAPAKTOPHOM NEPECTPOMKOM YACTOTbI 6-12 Ty,

A.b. HukumuH, E.N. XabumyeBa

CaHkT-MNeTepbyprcknii NOANTEXHUYECKMIA YHUBEpPCUTET MNeTpa Benunkoro,
CaHKT-MeTepbypr, Poccuitckas Pepepaumn

OnucaHbl pe3yabTaTbl UCCAEIOBAHUS BAUSHUS peXMMa paboThl aKTMBHOTO 3JIEMEHTa
CBU-renepartopa, ynpasiasgeMmoro HamnpsikeHueMm ('YH), Ha ero ¢gpaykTyallmoHHBIE XapakTe-
puctuku. PaccMoTpeH aBTOTeHEpaToOp ¢ OKTABHOW MEPECTPOIKON YaCTOTHI BBIXOTHOTO KOJIe-
Ganus (6—12 I'Ti1), BBINOJHEHHBIA HA OCHOBE T'MOPUIHON TEXHOJIOTUM Ha 0a3ze MajloIIyMsi-
mero SiGe-rereponepexogHoro TpaHauctopa. [IposBenénHoe monmenupoBanue I'YH B cpene
AWR Design Environment (AWR DE) no3Boanio olieHUTh BiUssHUE BbIOOpa paboyeil TOuku
TPaH3UCTOPa Ha YPOBEeHb (ha30BOTo IIyMa aBToreHepaTropa. Ha ocHOBe MOTy4YeHHBIX TaHHBIX
MPOBEACHO dKCIIEPUMEHTAIbHOE MCCeAoBaHNe (PIYKTYallMOHHBIX XapaKTEePUCTUK HECKOJIb-
KMX 00pa3lioB MepecTpanBaeMbIX FeHEPaTOPOB, OTIMYAIOIINXCS PEXKUMOM pabOThl aKTUBHOTO
aneMmeHTa. OnipeneséH psi ycJIoBUid (BeIUYMHA KOJJIEKTOPHOTO TOKA, COOTHOIIEHUE MEXIY
TOKaMM 0a3bl TPaH3UCTOpPa M PE3UCTUBHOIO ACIUTENSI, ONPENeISIONIEero pexXuM aKTUBHOIO
aJIeMeHTa), obecrneynBalIINX Hauaydiiue QIyKTyallMOHHbIe xapakTepucTuku. IlokasaHo,



4 A.B. Nikitin, E.I. Khabitueva, DOI: 10.18721/JCSTCS.13403>

YTO HAaMMEHBIIUNA CPEIHUI YPOBEHD CIIEKTPaJbHOM IUIOTHOCTU MOIIHOCTU (Da30BbIX LIYMOB
(CIIM ®III) cocrasnsier —95 nbu/I11 Ha yacToTe OTCTpOiiKU OT Hecyiei 100 kIir mpu MUHU-
MaibHOM (B nipenenax £2,5 nb) usmenenun CIIM ®PIII B nuana3oHe MepecTpOKH.

KmoueBsie ciaoBa: CBY, renepaTtop, yrpasiasseMblii HampsikeHueMm, ['YH, ¢aykryanmoHHBIE
XapaKTEePUCTUKU, (DA30BBII IITyM.

Ccouika npu nutuposanun: Hukutua A.b., XaourtyeBa E. 1. ®a30Bb1ii lyM MUKPOTOJIOCKOBOTO
CBUY-reHepaTtopa ¢ BapaKTOpHOII TiepecTpoiikoii yactotel 6—12 I'Tix // Computing, Telecom-
munications and Control. 2020. Vol. 13. No. 4. Pp. 34—43. DOI: 10.18721/JCSTCS.13403

CraTbsi OTKPBITOTO A0CTYIIA, pacripocTtpaHseMas o guueH3uun CC BY-NC 4.0 (https://creative-
commons.org/licenses/by-nc/4.0/).

Introduction

Design of a stable wideband microwave source based on frequency synthesizers with phase-locked loop
(PLL) implies the use of low-noise voltage-controlled oscillators (VCOs) with ultra-wide band (octave
or more) frequency tuning range in such systems [1—7]. At the same time, fluctuation characteristics of
VCOs are to a significant degree determined by the choice of oscillator’s active device. For example, in
hybrid microwave oscillators is advisable to use SiGe-heterojunction bipolar transistors characterized by
the lowest levels of phase noise with oscillation frequencies up to 10—15 GHz [7].

In addition, oscillator’s operation heavily depends on the mode of the active device related to the choice
of the transistor’s operating point and bias circuit. Thus, for example, in the simplest circuit with fixed
current bias, the operating point position, and therefore, the oscillator’s characteristics are significantly
affected by the specific transistor and environment temperature [8].

One of the ways to eliminate this negative effect is to use bias circuit with emitter resistor, that provides
(be means of serial DC-coupled negative feedback in the circuit) stability of the operating point position,
and therefore, the oscillator’s parameters in a wide range of temperatures. This also allows to replace an
active device without the consequent replacement of the whole circuit [8].

It should be noted that in scientific publications, this kind of circuit is most frequently considered in
terms of its application not in oscillators, but in various amplifiers [9—14]. Indeed, paper [14] presents
general recommendations as to the choice of the bias circuit parameters and describes their influence on
operation of amplifiers built on the basis of bipolar transistors.

In the papers devoted to the topic under consideration, the authors, in general, describe monolithic
microwave integrated circuit (MMIC) oscillators. In addition, the study of hybrid microwave VCOs
permitting the use of simpler manufacturing process is usually restricted to considering devices intended
for operation in the frequency range significantly less than an octave [1, 15—20]. At the same time, the
tuning of VCOs in wide and ultra-wide band (octave or more) frequency range results in a considerable
change in the conditions of active device operation which hinders the choice of the mode providing the
best fluctuation characteristics.

Moreover, publications often present results of analyzing the influence of active device circuit and mode
on oscillator’s characteristics (frequency response, fluctuation, etc.) without any experimental verification
which puts limitations on practical application of such data [1, 21, 22].

This article contains study results on the dependence of phase noise power spectral density S(¥) of
octave microwave oscillator in the 6—12 GHz range on active device operating mode [23, 24]. The tunable
oscillator is hybrid based on low-noise SiGe-heterojunction bipolar transistor NESG3031M 14 [25].

Computation of VCO parameters

Fig. 1a shows a layout of the microwave oscillator under consideration. Fig. 15 presents a fragment of
its simplified circuit which contains a transistor and resistive elements determining active device operating
mode (R, R, u R,). Fig. 1c shows characteristics of the VCO.
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Fig. 1. VCO: a — layout; b — simplified circuit without frequency control elements;
¢ — dependence of oscillation frequency fand power P on control voltage Uvar

To compute resistance values of resistors R, R, and R, determining transistor mode V'T (Fig. 1), we use
the following expressions [1, 14]:

_Um Ud _URZ Ud _URZ

R = = = R 1
s I, k! o
R - Uyg, _ Uy, +Up, _ Uy, +Up, 2)
’ Iz Iz (k_l)lg ’
R. = URE — Udd _UgE (3)
E 0, 70 °
I, I.+1,

where U, is supply voltage of the VCO; U,,, U,, and U, are voltage across resistors R, R, and R, respec-
tively; /,, I, and 1, are current across resistors R, R,and R ; [ g and / g are base and collector current of the
transistor; U,, and U, are base-emitter and collector-emitter voltages of the transistor; k is coefficient

of proportionality between /, and [ g values.
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Fig. 2. VCO’s simulation characteristics

To minimize possible unwanted spectral components in the output oscillations, the value of U, gE
needs to be approximately half of the VCO supply voltage. Moreover, for the NESG3031M14 transistor,
1 g and / g values should be more than 20 pA and 6 mA, respectively [8].

To enhance bias voltage stability supplied to the transistor base (using voltage divider R —R,, see Fig. 1),
it is advisable that the value of the current across resistors R, and R, was sufficiently high, which requires
increasing k parameter value (expressions (1), (2)). However, one should make allowance for the fact that
excessively high divider current may result in inadequate power consumption and, consequently, a drop in
efficiency.

Keeping in mind these remarks, as well as parameters of NESG3031M14 transistor used in the
6—12 GHz VCO [25], we obtained several options of oscillator’s circuit configuration corresponding to
different positions of the operating point. As an example, in Fig. 2, we demonstrate a diagram of depend-
ence of S(F = 100 kHz) on VCO’s frequency values obtained as a result of modeling in AWR DE [26], for
several options of transistor point position.

The dependencies presented in Fig. 2 correspond to the following cases:

« curve 1: 10 =11mA, Ug, =2V,I; =40 pA, U,, =0.845V, k=5 (R, =5.8kOhm, R, =22 kOhm,

R, =240 Ohm);

» curve 2: 12 =20mA, U, =2V, I, =80 pA, Uy, =0.87V, k=5 (R, =2.9kOhm, R,= 11 kOhm,
R, =130 Ohm);

- curve 3: 10 =30mA, Ug, =2.5V,1) =140 pA, U, =0.875V,k=5 (R, =2.3kOhm, R, = 5.5kOhm,
R_=75Ohm).

Fig. 2 shows that reduction of S(F) (for the same value of k& parameter) is possible if collector current
1 g is increased. Thus, for example, a change in / g value from 11 mA up to 20 mA allows to reduce the level
of S(F) by (2—4) dB in the most part of the tuning range.

At the same time, it should be noted that voltage values between the collector and transistor emitter
U gE =2.5Vand U, 3E = 2 V do not provide the required octave (6—12 GHz) tuning range of the oscilla-
tor’s output frequency.

Further research of the VCO revealed that reduction of S(£) (by several dB) is possible in case of an
increase not only in the collector current, but in parameter & as well.

Thus, the modeling of several VCO circuits corresponding to different positions of the operating point
performed in AWR DE showed that the phase noise reduction is connected with the increase of collector
current and coefficient £. In addition, to provide the needed tuning range of the oscillator, it is necessary
that U, >2.5V.
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Fig. 3. VCO’s measured characteristics

Experimental study of VCO’s phase noise

For the experimental study of the VCO samples, we used N9000A CXA series signal analyzer by Key-
sight Technologies [27], designed for operation in the range from 9 kHz to 26.5 GHz.

In Fig. 3 we present measured VCO’s fluctuation characteristics for several options of transistor point
position.

The dependencies presented in Fig. 3 correspond to the following cases:

« curve I: Ip=11mA, Ug, =2V, I; =40 pA, Uy, =0.845V, k=5 (R, =5.8kOhm, R, =22 kOhm,

R, =240 Ohm);
- curve 2: I =20mA, Ug, =2V, I =80 pA, U,, =0.87V, k=5 (R, =2.9kOhm, R,= 11 kOhm,
R, =130 Ohm);

« curve 3: I =30 mA, U, =2V, I, =140 pA, Uy, = 0.88 V, k = 5 (R, = 1.65 kOhm, R,
= 6.4 kOhm, R, = 90 Ohm);

« curve 4: I} = 20 mA, Ul =25V, I) =80 pA, Uy, =085V, k=15 (R, = 4.02 kOhm, R, =
=7.5kOhm, R, =75 Ohm);

- curve 5: 1) = 30 mA, Ul =25V, I} =140 pA, Uy, =0.875V, k=5 (R, = 2.3 kOhm, R, =
=5.5kOhm, R, =75 Ohm);

* curve 6: [} =30 mA, Ul =3V, I} =140 pA, Uy, = 0.875V, k =5 (R, = 3 kOhm, R, =
=4.5kOhm, R, = 56 Ohm);

« curves 7and 8: [0 =33 mA, Ug, =3V, I} =160 pA, Uy, =0.88 V, k=5 (R, = 2.7kOhm, R,
=4.02kOhm, R, = 51 Ohm).

Fig. 3 shows that:

1. For the voltage values across the transistor collector U 35 < 3V, it is impossible to provide the re-
quired frequency range tuning to the VCO: 6—12 GHz. Moreover, for UgE = 2.5 Vin the lower end
of the range (when Uvar < 1.4 V), we can observe a spectrum collapse. Therefore, in order to provide the
oscillator under consideration with frequency tuning across the whole bandwidth, the operating voltage

U, needs to be no less than 3 V.

2. The level of the phase noise power spectral density drops as the collector current / g increases. Tak-
ing this fact into account, as well as keeping the transistor data, limiting the maximum value of the collec-
tor current, the operating value of [ g needs to be no more than 30 mA.

We carried out further experiments for the purpose of studying the influence of the ratio between the
base current /, and resistive divider R,—R, on VCO’s phase noise for the selected values of collector-emit-
ter voltage and collector current: UZ, =3V, I =30 mA.

38



4 A.B. Nikitin, E.I. Khabitueva, DOI: 10.18721/JCSTCS.13403>

a)  §(F=100 kHz), dBo/Hz

-90

-95

-100

1.5 3 45 6 75 9 10.5
Uvar, V

b)
S(F = 100 kHz), dBe/Hz

Uvar=11V

Uvar=6 V

-90 Uvar=9vV

-95

-100

k

Fig. 4. VCO’s measured characteristics for different & values

Fig. 4 shows VCO’s measured characteristics at UZ, =3 Vand I = 30 mA.

Fig. 4a shows that for constant values of collector voltage and current of the transistor, the ratio be-
tween the base and resistive divider currents may have significant influence on the fluctuation character-
istics of the VCO. For example, in the lower end of the tuning range an increase of the parameter k& from
5 to 30 allows us to reduce the noise level by more than 10 dB. At the same time, the minimum level of
S(F) amounts to a value of —100 dBc/Hz order at 100 kHz offset from the carrier.

Fig. 4b shows that when k = 25, we observe the lowest change in S(F) in the tuning band: around
+2.5 dB with the average level around —95 dBc/Hz. Note that the obtained results are on a par with char-
acteristics of foreign VCO samples of the similar application [28].

Thus, the data obtained as a result of experimental research of the fluctuation characteristic of a
6—12 GHz microwave oscillator are in full compliance with the results of computer modeling of the VCO
in the AWR Design Environment. For instance, the identified dependencies of phase noise level on the
value of collector current and parameter &, according to which a reduction of VCO’s phase noises in possi-
bleif [ g and k increase, were proved experimentally: the computations showed that an increase in collector
current from 11 mA up to 30 mA (curves 1 and 3 in Fig. 3) provides a reduction of S(F) by more than 4 dB.

Conclusion

As a result of studying a hybrid microwave VCO with an octave frequency tuning, we determined its
operating conditions providing the best fluctuation characteristics. The paper showed the mode of the
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oscillator’s active device based on a SiGe-heterojunction transistor, which provides the minimal level of
phase noise of the output oscillation in the range of 6—12 GHz, is achieved if the following conditions are
satisfied:

+ Maximum possible collector current: 1) = 30 mA.

+ Voltage U/, ensuring the entire range of frequency tuning: UJ, =3V.

+ Ratio of divider and base currents of the transistor £ = 25. Such a value of coefficient k& ensures the
minimum average level of phase noise: around —95 dBc/Hz at 100 kHz offset from the carrier with a mini-
mum (within + 2.5 dB) change in S(F) in the tuning range.

The obtained results could be used in design of hybrid microwave oscillators providing frequency tuning
in a range of an octave or more.
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This paper presents the development results of a vector modulator, a low-noise amplifier and a
power amplifier for the 4.80—4.99 GHz. It is planned to deploy fifth-generation communication
systems in this frequency band in the Russian Federation. Circuits, layouts and simulation results
of the designed IP blocks are presented and compared with state-of-the-art works. All circuits
are inductorless to improve bandwidth and reduce the layout area. Thus, the vector modulator
area, which has the largest dimensions, is only 0.4 sq. mm. The use of a vector modulator that
combines the functions of an attenuator and a phase shifter in the transceiver modules makes it
possible to calibrate the amplitude-phase states to minimize the influence of the technological
process parameters variation. According to the simulations results, the designed IP blocks allow
implementing the transceiver for the whole sub-6 GHz band (3—5 GHz).

Keywords: vector modulator, power amplifier, low noise amplifier, CMOS, calibration, 5G.

Citation: Rumyancev I.A. SUB-6 GHz IP blocks for 5G transceivers in 65 nm CMOS.
Computing, Telecommunications and Control, 2020, Vol. 13, No. 4, Pp. 44—53. DOI: 10.18721/
JCSTCS.13404

This is an open access article under the CC BY-NC 4.0 license (https://creativecommons.org/
licenses/by-nc/4.0/).

IP-6JIOKU ONA NPUEMONEPEAATYUKOB CETEM 5G
HA OCHOBE 65 nm KMOI-TEXHOJIOIMU

n.A. PymsHueB

CaHkT-MNeTepbyprcknii NOANTEXHUYECKMIA YHUBEpCUTET MNeTpa Benunkoro,
CaHKT-MeTepbypr, Poccuitickas Pepepaumn

B craTbe mpencraBiaeHbl pe3yabTaThl pa3pabOTKN WHTETPATBHBIX CXeM BEKTOPHOTO MOJY-
JISITOpA, MAJIOIIYMSIIIETO YCYJIUTENST ¥ YCUTTUTEISI MOLITHOCTH JIJISI IPUEMOTIEPETIaoNINX MOJIY -
neit nuamnaszona yactot 4,80—4,99 I'Ti1, B KoTOpoM TiJTaHUPYETCS pa3BePTHIBAHUE CUCTEM CBSI-
3u 1sIToro nokoJyieHust B Poccuiickoii @enepanvu. [IpencrapieHbl MPUHIMITHAIBHBIE CXEMBI,
TOTOJIOTUU U Pe3yJbTaThl MojaelupoBaHus [P-610KoB, MpoBeneHO cpaBHEHUE TOJTYUYEHHBIX
XapaKTePUCTUK C aHAJOTMYHBIMU pa3dpaboTKamMu. PaszpaboTaHHbIE MHTErpajibHbIE CXEMbl HE
colepXaT MHAYKTUBHBIX 3JIEMEHTOB, UTO MTO3BOJISIET 3HAUUTEILHO PACHIUPUTH TIOJIOCY pabo-
YUX YaCTOT M YMEHBIIUTH TIOMIAAb TOTTOIOTUH. TaK, MIoaab TOMOJIOTUN BEKTOPHOTO MO -
JATOpa, UMEIIIero Hanbobline TabapuThl, cocTaBisieT Bcero 0,4 kB. MMm. Mcrnonb3oBaHue
BEKTOPHOTO MOJYJISITOpPa, 00beAUHSIOIIEro B cebe (pyHKIMHU aTTeHIoaTopa u ¢da3zoBpaliaTes,
B MpUEMOIIEPENAIONINX MOAYJISIX MO3BOJISIET 00ECMEeUUTh BOZMOKHOCTh KaTUOPOBKM aMILIH -
TYJIHO-(a30BbIX COCTOSTHUI ISt MUHUMU3AIMK BIMSTHUS pa3dpoca mapaMeTpOB TEXHOJIOTHYE-
ckoro npouecca. CoriacHo pe3yJbTraTaM MOAEJIUPOBaHUs, Ha OCHOBe pa3paboTaHHbIX [ P-6i10-
KOB MOXHO peaJii30BaTh YHUBEPCAIbHbINM MPUEMOTIEpETaTUMK I BCero auana3oHa mgo 6 I'Tix
(3—5 I'Tix) cuctem 5G.

KioueBbie clioBa: BEKTOPHBIM MOIYISTOP, YCUIUTEIbh MOIITHOCTH, MAJIOIIYMSIINI YCHIIUTEb,
KMOII-texHonorus, kanuoposka, 5G.
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Introduction

The fifth generation (5G) communication systems, in comparison with the existing ones, have signifi-
cant advantages, such as lower latency, higher data rates and connection density, better energy and spectral
efficiency [1]. To provide these benefits, multiple frequency bands and electrically scanned antennas are
used. According to GSMA information, the frequency spectrum of 5G systems is divided into three bands
[2]: sub-1 GHz (~ 600—700 MHz), sub-6 GHz (~ 3—5 GHz) and above 6 GHz (~ 24—29 GHz and high-
er). However, specific frequency ranges in these bands may differ from country to country. In the Russian
Federation the 4.80—4.99 GHz range is allocated for the 5G in the sub-6 GHz band [3], while in most
other countries the 3.4—3.8 GHz range will be used.

There are three main electronically scanned antenna architectures [4]: digital, analog and hybrid. The
last two use phase shifters (PS) as a key element. A hybrid architecture that combines analog and digital
parts is considered by the scientific community and commercial companies as the most promising due to
the higher flexibility compared to pure analog architecture and lower power consumption compared to
purely digital architecture. Among the possible ways to build hybrid electronically scanned antenna, two
approaches can be distinguished:

* based on high power amplifiers with power dividers/adders and phase shifters;

* based on many transceiver modules with low and medium power amplifiers.

The first approach seems promising due to fewer power amplifiers. However, in practical implementa-
tion problems associated with high insertion losses of power splitters/combiners and GaAs or GaN phase
shifters. The second approach is more complicated, but allows to process low power RF signals by silicon
integrated circuits and then amplify them if necessary [5]. Silicon technology makes it possible to integrate
RF circuits with mix-mode circuits, such as analog-to-digital converters [6, 7] and digital-to analog con-
verters [8], and with digital circuits in one die. Digital circuits can also be implemented in GaAs, but with
lower energy efficiency [9]. Thus, the development of silicon IP blocks for the 5G transceiver modules in
the 4.80—4.99 GHz range is an urgent task, the solution of which is presented in this paper.

CMOS RF IP blocks: circuits, layouts, simulation and comparison

The designed low noise amplifier (LNA) circuit is shown in Fig. 1a and consists of an input amplifier
based on a feedback inverter, an active balanced-to-unbalanced signal converter, and a common-source
output stage. The LNA is implemented on the basis of the noise canceling technique [10] to ensure low
noise figure in a wide frequency range. The dimensions of the LNA layout are 150 x 335 um (Fig. 15).

The results of computer simulation after parasitic parameters extraction are shown in Fig. 1¢. Taking
into account the influence of the input bonding wire, the developed low-noise amplifier in the frequency
band of 1.1-7.7 GHz provides a gain of 12.2—15.2 dB, a noise figure (NF) of 2.45—2.80 dB, an input and
output return losses better than —10 dB.

In the 4.80—4.99 GHz range, the forward transmission coefficient S21 is more than 13.8 dB, the
noise figure is below 2.53 dB, the input and output return losses are below —20.4 dB and —13.4 dB
consequently. The power consumption of the circuit is about 14.4 mW with the input 1 dB compression
point —21.4 dBm. The performance comparison of the designed low-noise amplifier with similar solu-
tions is presented in Table 1.

The designed two-stage power amplifier circuit is shown in Fig. 2a. Each stage is based on a pair of
N-transistors in a cascode connection to double the circuit supply voltage and increase the output power
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Fig. 1. Low noise amplifier schematic (a), layout (b),
S-parameters and NF versus frequency (c)

Table 1
Performance Comparison of the LNAs
[11] [12] [13] [14] [15] [16] | This work
Technology, nm 180 130 180 350 130 180 65
Frequency, GHz 3—-10 | 0.2-3.3 | 34-38 | 3.3-3.8 | 2.3-2.7(2.0-50| 1.1-7.7
Gain, dB 11 13.8 15.3 23.1 18.7 14.9 15.2
Input CP1dB, dBm —15 —19.6% | —13.5 —18 —-17.2 | —12.0 —-21.4
Power consumption, mW 11.5 19.0 9.3 27.6 9.4 14.0 14.4
NE dB 3.2 34 1.35 2.5 0.85 3.2 2.8
Area, sq. mm N/A 0.15 N/A N/A N/A 1.35 0.05

*Estimated

level. The dimensions of the power amplifier layout are 280 x 190 um (Fig. 2b). The results of computer
simulation after parasitic parameters extraction are shown in Fig. 2¢ and Fig. 2d. Taking into account the
influence of the output bonding wire, the power amplifier in the 2.0—15.9 GHz frequency range provides
24.1-24.7 dB gain with the input and output return losses better than —10 dB. In the frequency range of
4.80—4.99 GHz, the input 1 dB compression point is better than —10.0 dBm, while the output power is
13.9 dBm with 13.3% power-added efficiency (PAE). The state-of-the-art linear power amplifiers charac-
teristics comparison is given in Table 2.

The block diagram of the developed vector modulator is shown in Fig. 3a and consists of an input active
balun (UnBal) that converts an unbalanced signal to a balanced form, a second-order passive polyphase
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Table 2
Performance Comparison of the Power Amplifiers
[17] [18] [19] [20] [21] [22] This work
Technology, nm 180 65 65 180 130 180 65
Frequency, GHz 3.1-10.6 | 2.5-2.6 2.4 1.8-2.6 | 6.0-9.0 | 3.0—10.6 | 2.0—15.9
Gain, dB 15 30 13.5 22 8 11.5 24
Output CP1dB, dBm 4.3 22% 6 21%* 7 9 14
Power consumption, mW 14.4 1250 171 818 22 34 189
PAE, % 18 12.6 2.4 15.4 22.7 23.5 13.3
Area, sq. mm 0,53 2.98 1.7 1.33 0.86 0.81 0.05
*Estimated

RC filter (PPF), an adder based on Hilbert cells, an output active converter from a balanced signal to an
unbalanced signal (Balun) and an output amplifier. Schematics of the listed circuits are presented in [23].
The dimensions of the vector modulator layout are 1050 x 410 um (Fig. 3b).

The developed vector modulator has a maximum gain of 10.7 dB. In the frequency range of
4.80—4.99 GHz, the transmission coefficient of the circuit varies from minus 0.1 dB to plus 0.5 dB.
The input 1 dB compression point is about —5 dBm while the power consumption of the circuit is less
than 40 mW. The calibration procedure [24] has been performed to obtain 6 bit phase resolution and 5
bit amplitude resolution. The designed modulator controls gain from 0 dB to —8 dB with 0.5 dB steps.
Simulation results of the vector modulator gain and phase versus frequency are presented in Fig. 3¢ and
Fig. 3d respectively. The maximum amplitude and RMS phase errors calculated from the simulation
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Table 3
Performance Comparison of the PSs and VM
251 | [26 | @7 | (s | o | pop | @ | LM
Technology, nm 130 180 180 180 180 180 180 65
Frequency, GHz 0.5-6.0 | 1.0—-2.1|2.3—4.8| 0.8—2.7 | 2—3 [2.2-3.2|2.8-3.2 | 3.2-5.0
Phase error, deg. 7.0 N/A 1.4 7.2 5.0 4.5 1.0 2.2
Gain error, dB 1.0 1.5 1.1 0.8 1.5 1.1 0.4 0.4
Gain, dB 8.0 4.8 -3.0 —-17.4 0 -6 1.7 ~0
Power consumption, mW 28 5 19 21 24 95 99 40
Input CP1dB, dBm =22 -2 0.6 N/A | —14 4 4 —5.2
Area, sq. mm 1.3 0.3 0.9 0.9 0.4 6.0 5.3 0.4

results are presented in Fig. 3e and Fig. 3f. As can be seen from the data the designed circuit can be used
in the whole sub-6 GHz band if it will be calibrated in the middle of this band. Table 3 summarizes the
performance of the designed vector modulator and presents a comparison with similar solutions.

Conclusion

This paper presents a low noise amplifier, power amplifier and vector modulator for sub-6 GHz 5G
systems in 65 nm CMOS technology. Due to inductorless structure, the designed blocks are broadband
and occupy small silicon area (0.05—0.4 sq. mm) while providing competitive characteristics. Based on the
proposed IP blocks, the universal transceiver module for sub-6 GHz 5G band (3—5 GHz) can be designed.
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The article is devoted to the search for optimal solutions for organizing passenger service at
a railway station using simulation. The AnyLogic software system was used to build a discrete-
event model and implement the procedure for modeling passenger traffic. To implement the
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have been implemented, such as entering the railway station, checking passengers through a
metal detector, purchasing a ticket, using storage cells, as well as a café. As an additional service
for passengers, a system of X-ray television introscopes has been used. All of these structures
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UCIMOJ1Ib3OBAHUE NMPOTPAMMHOIO NMPOAYKTA ANYLOGIC
NnPU MOAE/TIMPOBAHUU NACCAXHUPOMOTOKA
XENNESHOAOPOXHOIO BOK3AJIA

A.C. C6ucmyHoBa

CaHKT-leTepbyprckuii deaepanbHbit UccnegoBaTenbCkMin LeHTp PAH,
CaHkT-MNeTepbypr, Poccuiickaa Pepepaumn

CraThsl MOCBAIICHA MMOUCKY ONTHUMATBHBIX PEIIeHUM OpTaHM3allMh OOCITY:KWBaHMS IT1ac-
CaXXMPOB Ha XKeJIE3HOMIOPOXKHOM BOK3ajle C MPUMEHEHNEM UMUTAIIMOHHOTO MOICINPOBAHMSI.
s moCcTpoeHUsI TUCKPETHO-COOBITUIMHOM MOIEIM U peau3aluy IpoLeaypbl MOACIMPOBa-
HUS MacccaxkMpornoToka MCIoab30BaHa mporpamMmmHas cucreMa Anylogic. [us peanusauuu
3aJla4M BBIOpAHO paBHOMEpPHOE pacIpelejieHrue MmaccaxXupornoToka. PeanmzoBaHbl MHOTHE
3TaIThl OOCTYKMBAHUS TTAacCaXMPOB, TaKMe KaK BXOI B XeJIE3HOIOPOKHEIN BOK3aJI, IPOBEpPKa
ImaccaxXXupoB Yepe3 MeTaNIONCKaTeIb, IPUOOpeTeHIE OMIeTa, MCIIOIb30BaHNE KaMep XpaHe-
Husl, a Takke Kade. B kauecTBe JOMOJHUTEIBHOTO CEpBUCA OOCTYKMBAHUS U OKUIAHUS I1ac-
CaXXMPOB UCIIOJb30BaHA CUCTEMA PEHTIEHOTEIEBU3MOHHBIX MHTPOCKOIIOB. BCce aTu CTpyKTyphI
KCIIOJIb30BaHBI ISl pacIipeeIeHUS JTIOACH 110 XeJe3HOAOPOXKHOMY BOK3aJy U BO3MOXHOCTU
OLIEHKHM TTaccaxkMpoIoToKa Ha Bok3asie. [IpoBeneHO TeCTUpOBaHWE HAa HATUUKME «y3KHUX MECT»
B CICTEME OTIIPABKH U TIPUOBITHS MTACCaKUPOB.

KiioueBble cii0Ba: JIOTMCTUMKA, BOK3aJl, MAacCaXKMPOMOTOK, MMUTALMOHHOE MOIEIMPOBAHUE,
AnyLogic, nmpouecc o0cayKuBaHUsI, KeJIe3HOAOPOXKHbBIE TTEPEBO3KU.
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Introduction

Railway and air transport are the main competitors in the market for services that provide mass
passenger transportation over long distances. The duration and cost of the trip, as well as the quality of
the range of services provided, determine the choice in favor of one or another type of transport. Taking
into account these conditions, the level of service of railway transport as a whole does not fully meet the
requirements of passengers. This is due to the fact that the quality of passenger service at railway stations
was not given due attention. As you know, modern airports are trying to attract passengers with the best
conditions of transportation and transit, a high level of various services, the presence of new amenities
and infrastructure, while railway stations are developing in this area with a lower intensity. This article is
devoted to the critical problem of finding optimal solutions for organizing passenger service at a railway
station using simulation modeling [1, 2]. To achieve the goal, the following tasks have been set:

» Investigate the peculiarities of the functioning of a railway station when serving passengers.

* Determine the modeling method corresponding to the passenger service technology.

Methods

The key concept of the problem under consideration is passenger traffic. The management of passenger
traffic is based on the following principle: it is necessary to organize the movement of a passenger in such
a way that his path runs from point “A” to point “B”, taking into account the fact that while passing
this route, the passenger will perform a number of related actions. With regard to the railway station, the
passenger can carry out the following incidental actions: visiting shops, receiving information about the
arrival of transport on the scoreboard, moving from one platform to another (when transferring), etc.

Such features that arise during the formation of passenger traffic at a railway station make it necessary to
introduce a number of special commands. It should be noted that the modeling of the system reflecting the
specified passenger traffic depends on the time of day due to the instability and dynamics of the ongoing
processes. In this regard, the concept of “time” must be formalized.

The stages of the study of passenger traffic are:

 research of available passenger traffic on routes by time of day and days of the week;

» research of the route congestion factor by time of day and days of the week;

« analysis of research results;

* new proposals for optimizing the service system.

The construction of a relevant model makes it possible to assess the effectiveness of the management
decisions made and promptly respond to changes of various kinds, as well as to determine the development
strategy of the railway station, taking into account the expected passenger traffic.

To build the specified model and implement the modeling procedure, the well-known software system
AnyLogic was used, which allows using various types of simulation modeling: discrete-event modeling,
system dynamics, or agent-based modeling. AnyLogic uses the Java programming language and the
graphical model building language, allowing the researcher to supplement and extend the constructed
models [3].

Taking into account the above-described features, a discrete-event simulation model has been
developed in the AnyLogic software environment, which will allow identifying bottlenecks in passenger
service processes at a railway station.
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Results

Since the goal is to identify problem areas in the services provided by railway stations, it is necessary to
have knowledge of the calibration of the simulated system. For this it is necessary to choose the appropriate
probability distribution.

To implement the model of a railway station in the case under consideration, a uniform distribution is
chosen. The model has five entry points: three on the front and two on the opposite side. The choice of
this value is due to the intention to create asymmetry in order to determine the difference in the behavior
of passenger flows entering the station from different directions. The number of arched metal detectors
for entrance control, used by the security service of the railway station, was calculated from the ratio: for
each entrance, the number of frames is set equal to the number of entry points. This approach provides
an opportunity to increase passenger traffic without creating crowds at the first stages of model operation.
Ticket offices are considered in conjunction with ticket terminals. In the model under consideration, the
number of checkouts is less than the number of terminals. This was done in order to analyze the efficiency
of ticket vending machines and assess the degree of reduction in the load on the box office. Thus, the model
presents two cash desks concentrated in one place and eleven terminals distributed across the territory
of the railway station in groups. Since the waiting area in train stations has no specific boundaries, the
model uses one abstract waiting area, which is a defined rectangular area. The number of escalator groups
delivering passengers to trains corresponds to the number of railway tracks (platforms). The experience of
the operation of the largest railway stations in the world, in which there were on average fourteen tracks,
shows that two platforms correspond to one group of escalators. Consequently, the model has seven
escalator groups. The group consists of two escalators going in opposite directions [4, 5, 7].

Consider the process of forming a model of a railway station. The incoming passenger traffic at the start
of the simulation is 300 people per hour. The initial 2D model of the railway station in the AnyLogic GUI
is shown in Fig. 1.

An hour of operation of the model under the specified conditions showed that there were no difficulties
with servicing that would entail long queues, which makes it possible to expand the model by adding new
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Fig. 1. Initial 2D model of a railway station in the AnyLogic GUI
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elements to it. To remain competitive, a modern railway station must be able to provide various kinds of
services, including such traditional ones as placing things in lockers.

There are two main types of storage rooms:

» Manual. The station employee accepts the baggage, determines the size of the baggage and allocates
the appropriate cell for it, giving in return a receipt, with which the passenger later claims the baggage from
the cell.

* Automatic. Mechanical: the cells are accessed using a lock. Electronic: a plastic smart card is used
to open this type of cells.

There are two ways to use the service of automatic lockers:

* With the help of the station operator. The employee checks the passenger’s passport, accepts pay-
ment and selects a cell, based on the size of the baggage, in return, issues a receipt.

* Independently. Terminals are used, with the help of which the passengers pay for the service them-
selves. Then a plastic smart card and receipt are issued. Using a smart card, the passenger opens the desired
cell, independently choosing its size.

Practical experience shows that automatic lockers are actively spreading at large railway stations, which
are used as an element of the process of self-service of passengers through the terminal. Based on this, it
was decided to implement this service in the model in such a way that lockers are located in the current
place of the waiting area, and the waiting area is located in the central part of the station [6].

The model with the specified advanced functionality is shown in Fig. 2.

Since, after the introduction of the new service, some of the passengers will use it, the load on the ticket
offices will decrease, and, therefore, the model will need to be updated. It is necessary to increase the flow
of passengers entering the model, assuming that in one hour of the model time, 1/6 of all passengers will
use the storage services. Accordingly, given that initially the system includes a flow of 300 passengers per
hour, it is necessary to increase it to 350 and distribute it among five PedSource blocks.

The territory of the station reserved for storage rooms is divided into 2 parts: a waiting line (Queue
Baggage room) and a place for receiving services (Baggage room). To pay for the service, 2 terminals have
been identified. If the terminals are occupied, the passengers wait, pay for the service and go to the lockers.
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Fig. 2. 2D model of a train station enhanced by the introduction of automatic lockers
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It is considered that passengers need 1 to 2 min. to receive a token. The terminal recovery delay time is 3-5
sec. The service itself takes 5-10 min.

Consider the new state of the model. For 1 hour of operation of the model, the queue was not formed,
however, it should be noted that the risk of its occurrence appeared. Comparing the number of passengers
waiting in line and the number of passengers using the baggage storage service, we can determine the fol-
lowing: with 51 people served, the queue is 14 people, and 8 people are currently in the process of receiving
the service (see Fig. 2). The above estimate indicates that the model can cope with the current load, but it
is recommended to improve it, otherwise, with an increase in passenger traffic, there is a risk of queues at
this stage.

The analysis of the largest railway stations in the world also showed that in addition to the main activity
related to passenger transportation, they have a number of additional services at their disposal, among
them the main ones: shopping malls and various cafes [§, 9, 12]. Passengers should be able to wait for the
train not only in a designated area, but also in other places, depending on their various interests. Let us add
a service related to the provision of catering services to the model under consideration.

To implement a service providing catering services in AnyLogic, you need to use an element from the
“Attractor” process modeling library. An attractor is a component that sets the exact position of an agent
inside an area, as well as its orientation in space. There is an estimate that only 20 % of the total number
of passengers visit cafes at railway stations. In this regard, it was decided to create 2 service points with one
queue in the model. This addition paid off and did not lead to a large crowd of people.

It is known that at railway stations, special attention is paid to the safety of passengers, while taking into
account the presence of people both on the territory of the station and outside, as well as on the platforms
themselves. If arched metal detectors are installed at the entry points, which were mentioned earlier, then
X-ray television introscopes are located at the exit points to the platforms. Such introscopes are of various
types, the application of each of which depends on the specific field of activity. In the model under con-
sideration, it is required to introduce introscopes that detect explosive, flammable substances and weapons
in baggage [10, 11].

The implementation of baggage check using introscopes in the model is performed using services with
queues. For paths with numbers 1—6, 4 services have been introduced, for each of which a queue is built.
The same was done for paths numbered 7—14. To reduce the length of queues, security control is carried
out selectively, following the instruction: “At least 50 % of the departing passengers must undergo the bag-
gage screening process”.

The following factor is important for the model: the process of servicing passengers at a railway station
is not one-way, i.e., the passengers not only depart using the services provided, but also arrive. Using the
features of AnyLogic software, it is possible to combine different types of models, implementing more
complex processes. The process of passenger arrival is organized with the simultaneous use of 3 libraries:
railway, pedestrian and process modeling [13].

Let’s show how these libraries are used.

First of all, using the “Train_arrival A” block from the railway library, a train is created on the railway
at point “A”. Then, the train stops for 1 minute and waits for passengers to board (blocks “Stop_ A” and
“Boarding_Back”™), after which it goes to point “B”, which is the simulated railway station. Passengers
leave the cars by using the “Leave_train” block in the scheme, then the train waits at the station for another
I minute and leaves. Within the developed model, this cycle is repeated every 8 min.

The second component of the scheme is the pedestrian library. The first block “Ped_from A to B”
creates pedestrians who move to the waiting area for the train. The “Retention” block is used to tempo-
rarily remove passengers from the system. Control is then passed to the process modeling library, which is
the third major element in the arrival process and allows you to link different processes when developing
the model.
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Waiting for a train at point “A” is modeled by the “Stop A” block, in the additional settings of which,
in the “On entry” and “On exit” parameters, the freeAll () method of the “Waiting_for train” and “Go_
to_the train” blocks of the pedestrian library is called. The ccl-port of the “Go_to_the train” element
must be bound to the input port “Waiting_for_train”. This algorithm allows, after one minute, to put all
the passengers in the waiting area on the train. In this case, passengers who were heading to the car, but
did not have time to board, will be returned back to the waiting area until the next arrival of the train. We
should also highlight the “Queue_for boarding” block, which simulates the buffer of agents waiting for
processing by the next block, thus creating a “queue”. “Queue_for boarding” connects to the inPickup
port of the previously mentioned “Boarding_Back” block in order to “pick up” the agents (passengers) for
their further movement to point “B” (to the train station). After the train reaches its destination, agents
temporarily removed by the “Retention” element are restored by connecting the outDropoff port of the
“Leave_train” block with the in-port of the “Recovery” block. Taken together, the presented elements
simulate the process of passengers arriving at a railway station.

After arrival, each passenger with equal probability rises to the station building using one of the esca-
lators. Then, 24 % of arriving passengers prefer to check in their baggage using the service of automatic
electronic lockers, the rest leaves the railway station building [14, 15].

Fig. 3 shows a 2D model of a railway station with the adjustments outlined above.

In Fig. 3, one can observe the congestion of people in the area of lost baggage offices, since now not
only departing passengers want to use the services of baggage offices, but also the arriving ones. Previously,
it was noted that there is a risk of queuing at this stage of service. Consequently, the model needs to be
adjusted again. Since with two terminals installed to pay for baggage lockers, there was already a possibil-
ity of large queues, doubling the terminals would lead to a similar result, since the number of people also
doubled. Accordingly, in addition to two terminals that compensate the load, it is necessary to install an
additional one that will reduce it. The result of the model adjustment is shown in Fig. 4.
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Fig. 3. 2D model of a train station with departing and arriving passengers,
with introscopes and cafes introduced
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Fig. 5. Schematic of a model of a railway station
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The time interval most at risk of queuing was selected for the assessment. In Fig. 4, the bar chart shows
that out of 28 passengers present 20 are using the service and 8 are waiting for their turn, which indicates
the correct decision [16, 17, 20].

Thus, a railway station was modeled, which includes the main modern services, the model diagram of
which is shown in Fig. 5.

Discussions

After the formation of the model, it was tested with different amounts of passenger traffic, and the cor-
responding results were obtained based on the lengths of queues at each stage of service [18, 19, 29]. We
also estimated the waiting time of passengers at each stage. It should be noted that in order to speed up the
process of identifying bottlenecks, a passenger flow of 700 people per hour was set. The search results are
shown in Table 1.

Table 1
Research results
Queue length, Average waiting time
person in the queue, min

Incoming inspection 0 0

Ticket office (high-speed and international trains) 6 35.4
Ticket office (commuter and regional trains) 9 28.98
Ticket office (international and regional trains) 8 33.46
Ticket purchase Terminals (high-speed trains) 7 7.67
Ticket purchase Terminals (international trains) 20 44.34
Ticket purchase Terminals (suburban trains) 9 17.52
Ticket purchase Terminals (regional trains) 6 24.66
Cloakroom 4 7.43
Cafe 2 5.09
Inspection of baggage 19 2.35

The first thing you need to pay attention to is the workload of the baggage inspection service. In this
case, the total queue for this service is 19 people, while the waiting time is less than three minutes, namely
2.35 min. The result is extremely optimal. Further, paying attention to the terminals selling tickets for
international trains, you can see that the load was 20 people with a waiting time of 44.34 min. Consider-
ing the rather large workload of 700 people per hour, this figure is acceptable [21—-23, 28]. If the load is
reduced, the indicators will decrease proportionally, respectively, the model corresponds to an even dis-
tribution. With a given passenger traffic, the queue distribution schedule becomes uneven. This happens
because all services, excluding the same type, have different specifics, differ in the principle of operation,
and, as a result, the time spent by a passenger in each of the services also differs. Accordingly, in the ag-
gregate visual presentation, the diagram reflects a system with a reduced level of abstraction, which has a
positive effect on further decision making.

Conclusion

Thus, this article presents a workable model of a railway station, operating in a stable load of 700 pas-
sengers per hour, which is about 6,000,000 people annually. This simulated station, with a high probability,
will be able to serve 3,000,000 arriving and 3,000,000 departing passengers without significant problems.
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Simulation of passenger traffic in the AnyLogic environment allows solving several problems at once
[24, 25]. In particular, it is possible to simulate the passenger traffic in the railway station as a whole, and
to study the capacity in its individual parts.

It should be noted that those areas of the railway station territory where the service time was the highest
or there was not a sufficient number of services were found to be the most exposed to the load [26, 27].

Further development of the model, in the interests of increasing the accuracy of the description of real
processes, can be aimed at including knowledge about the train schedule.

The research was carried out with the financial support of the state budget theme 0073-2019-0004.

REFERENCES

1. Alimgereeva S.N. Sovremennye tendencii razvitiya rynka transportnyh uslug v Rossii [Current trends in
the development of the transport services market in Russia]. Nacional'nye ekonomicheskie sistemy v kontekste
Jformirovaniya global'nogo ekonomicheskogo prostranstva. Sbornik nauchnyh trudov | National economic systems in
the context of the formation of the global economic space: Collection of scientific works], 2019, Pp. 121—124. (rus)

2. Anikina B.A. Osnovy logistiki. Logistika i upravlenie cepyami postavok | Fundamentals of logistics. Logistics
and supply chain management]. Moscow: Prospekt Publ., 2018. 412 p. (rus)

3. Antonova V.M., Grechishkina N.A., Kuznetzov N.A. Research of the metro passenger flow model in the
environment of anylogic simulation modelling with the introduction of additional services and with searching
“Bottlenecks”. Zhurnal Radioelektroniki [Journal of Radio Electronics|, 2019, No. 4, Pp. 1—13. (rus)

4. Bezverhaya E.P., Skopincev A.V. Functional-typological models in architecture of intermodal transport
HUB. AMIT, 2019, No. 3 (48), Pp. 135—147. (rus)

5. Boev V.D. Imitacionnoe modelirovanie system |[Simulation of systems]. Moscow: Yurajt Publ., 2020.
253 p. (rus)

6. Vasil'ev K.B. Vokzal — vokzal'nyj zal ozhidaniya imeni Voksa. Elektronnyj filosofskij zhurnal [Train sta-
tion — Vox Station waiting room]|, 2014, Vol. 17, 32 p. Available: https://vox-journal.org/content/vox17/Vox17-

VasilievKB.pdf (Accessed: 07.04.2020). (rus)

7. Vil'yamova K.T., Zhukovskij R.S. Tendencii v razvitii arhitekturno-funkcional'noj struktury vokzalov vy-
sokoskorostnogo zheleznodorozhnogo transporta [ Trends in the development of the architectural and function-
al structure of high-speed railway stations|. Polzunovskij Al'manah, 2019, No. 1, Pp. 25—29. (rus)

8. Yolkova V.N., et al. Modelirovanie sistem i processov | Modeling of systems and processes|. Moscow: Yurajt
Publ., 2020. 295 p. (rus)

9. Gadzhinskij A.M. Logistika | Logistics]. Moscow: Dashkov i Co Publ., 2018. 364 p. (rus)

10. Gajdaenko O.V. Logistika [ Logistics]. Moscow: KnoRus Publ., 2018. 388 p. (rus)

11. Golubickij V.V. Features of forming strategies for the development of railway transport in Russian Feder-
ation. Fkonomika i Socium | Economy and Society], 2020, No. 1 (68), Pp. 1078—1080. (rus)

12. Grigor'ev M.N. Kommercheskaya logistika: teoriya i praktika |Commercial logistics: theory and practice].
Moscow: Yurajt Publ., 2019. 396 p. (rus)

13. Zaliznyak V.E., Zolotov O.A. Vvedenie v matematicheskoe modelirovanie |Introduction to mathematical
modeling]|. Moscow: Yurajt Publ., 2020. 133 p. (rus)

14. Iskanderov Yu.M., Laskin M.B., Lebedev 1.S. Osobennosti modelirovaniya transportnotekhnologich-
eskih processov v cepyah postavok [Features of modeling of transport and technological processes in supply
chains]. Simulation Modeling. Theory and Practice. VIII All-Russian Scientific and Practical Conference on simu-
lation modeling and its application in science and industry, 2017, Pp. 110—113. (rus)

15. Kasparov L1.V., Pshenistov N.V. Perspektivnye napravleniya razvitiya zheleznodorozhnogo transporta Rossii
[Perspective directions of development of railway transport in Russia]. Proceedings of the International Scientific
and Practical Conf. Innovative Development and the Potential of Modern Science, 2020, Pp. 38—41. (rus)

62



4 A.S. Svistunova, DOI: 10.18721/JCSTCS.13405>

16. Konotopskij V.Yu. Logistika | Logistics|. Moscow: Yurajt Publ., 2020. 143 p. (rus)

17. Kuserova A.I. Railway stations as objects of transport tourist infrastructure. Economic Development Re-
search Journal, 2019, No. 11, Pp. 107—115. (rus)

18. Laskin M.B., Morina Yu.I., Svistunova A.S. Imitacionnoe modelirovanie processov obsluzhivaniya pas-
sazhirov v aerovokzal'nom komplekse [Simulation of passenger service processes in the airport complex]. Pro-
ceedings of the IX All-Russian Scientific and Practical Conference on Simulation Modeling and its Application in
Science and Industry, 2019, Pp. 520—524. (rus)

19. Levkin G.G. Logistika: teoriya i praktika | Logistics: theory and practice]. Moscow: Yurajt Publ., 2020.
187 p. (rus)

20. Lukinskij V.S., Lukinskij V.V., Pletneva N.G. Logistika i upravlenie cepyami postavok | Logistics and supply
chain management]. Moscow: Yurajt Publ., 2020. 359 p. (rus)

21. Lukinskij V.S., Iskanderov Yu.M., Sokolov B.V., Nekrasov A.G. Problemy i perspektivy ispol'zovaniya
intellektual'nyh informacionnyh tekhnologij v logisticheskih sistemah [Problems and prospects of using intelli-
gent information technologies in logistics systems]. Proceedings of the Conf. Information Technologies in Manage-
ment (ITU-2018), St. Petersburg: 2018, Pp. 80—89. (rus)

22. Alonso A., Monzon A., Wang Yang. Modelling land use and transport policies to measure their contribu-
tion to urban challenges: The case of Madrid. Sustainability, 2017, No. 9, P. 378.

23. Efthymiou M., Papatheodorou A. Travel Behaviour vis-a-vis Intermodality: Greece as a Case Study. Uni-
versity of the Aegean, Greece, 2013. 18 p.

24. Gao L., Jia L. Modeling and simulation of passenger flow distribution in urban rail transit hub plat-
form. Preprints. Available: attps.//www.preprints.org/manuscript/201609.0085/v1 (Accessed: 20.04.2020). DOI:
10.20944 /preprints201609.0085.v2

25. Huang W.K., Hu M.W., Zhai S.Y. The simulation and evaluation method and technology of passenger
flow in urban rail terminal. Proceedings of the 21* International Symposium on Advancement of Construction Man-
agement and Real Estate. Springer, Singapore, 2018. Pp. 1473—1483.

26. Petrov M., Samuylov V. Criterion of comparative efficiency in planning of the transport network. X7/
International Scientific Conference on Agricultural Machinery Industry. IOP Conf. Series: Earth and Environmental
Science. 403 (2019).

27. Stark J., Uhlmann T. Railway stations of the future — services supporting intermodal travelling and
promising strategies for their development. REAL CORP 2009: CITIES 3.0 — Smart, Sustainable, Integrative
Strategies, Concepts and Technologies for Planning the Urban Future. Pp. 449—458.

28. Thammaruangsri Khaisri Paksukcharern. Node and place, a study on the spatial process of railway terminus
area redeveleopment in central London. London, 2003. 460 p.

29. Wang H., Wang B., Xu J., Hu Z. Analysis and optimization of passenger flowlines at Zhongchuan high-
speed railway station. Modelling and Simulation in Engineering, 2018, Vol. 1, Pp. 1-S8.

Received 17.11.2020.

CMNMUCOK JIUTEPATYPbI

1. Amamrepeesa C.H. CoBpeMeHHBIC TCHACHIIMM Pa3BUTHS PhIHKA TPAHCIIOPTHEIX yeiIyT B Poccun // Ha-
LIMOHAJIbHbIE 9KOHOMUYECKHE CUCTEMBI B KOHTEKCTe (hOPMUPOBAHUS TJI00ATHHOTO 9KOHOMUUYECKOTO TIPO-
crpaHctBa: CO. Hay4. Tpynos. 2019. C. 121—124.

2. Aunkuna B.A. OcHoBBI TorucTuKu. JIOTMCTHKA 1 yIipaBiieHne HensiMu moctaBok. M.: IIpocmext, 2018.
412 c.

3. Auronosa B.M., Ipeunmkuna H.A., Ky3nenoB H.A. MccienoBanue Mmoneau naccaxxupornoTroka CTaHIUU
METpPO B Cpelie UMUTAIIMOHHOTO MOIeINpoBaHus AnylLogic mpu BBeAeHUH JOTIOJTHUTEIBHBIX YCIIYT U C TIOUC-
KOM «y3KUX MecT» // KypHai pagnoanektponuku. 2019. Ne 4. C. 1—13.

63



4Computing, Telecommunications and Control Vol. 13, No. 4, 2020 >
I

4. Be3pepxas E.I1., CkonmunneB A.B. ®yHKIIMOHAIBHO-TEXHOJIOTMIECKIE MOACIIN B apXUTEKType MHTEP-
MOJIaJIbHBIX TPAHCIIOPTHO-TIepecamovHbIX Y3108 // AMIT. 2019. Ne 3 (48). C. 135—147.

5. boes B.JI. UMuTanimonHoe MmoaennpoBanue cucteM. M.: FOpaiit, 2020. 253 c.

6. BacuibeB K.B. Bok3an — BOK3aJIbHBIN 3aJ1 oxkumaHust uMeHU Bokca // DieKTpoHHbBIHM huiocobhcKuit
xypHai. 2014. Beim. 17. 32 ¢. // URL: https://vox-journal.org/content/vox17/Vox17-VasilievKB.pdf ([lara
obpamenust: 07.04.2020).

7. Bunbamona K.T., 2Kykosckuii P.C. TeHaeHIIMM B pa3BUTUM apXUTEKTYPHO-(DYHKIIMOHATBHON CTPYK-
TYpbl BOK3aJIOB BHICOKOCKOPOCTHOTO K€JIe3HOIOPOXHOTro TpaHcropta // Ilon3yHoBckuii anmbMaHax. 2019.
Ne 1. C. 25-29.

8. Boakosa B.H. u np. MoaenupoBaHue cuctem u niporieccoB. M.: FOpaiit, 2020. 295 c.

9. I'mxunckuii A.M. Jloructuka. M.: lamkos u Ko, 2018. 364 c.

10. Taitmaenko O.B. Jloructuka. M.: KnoPyc, 2018. 388 c.

11. Tomyounkwmii B.B. OcobeHHOoCTH (hOPMUPOBAHUS CTPATETUN PA3BUTHS KEJI€3HOIOPOKHOTO TPAHCIIOP-
ta B Poccuiickoit @enepanuu // DxoHomuka u cormym. 2020. Ne 1 (68). C. 1078—1080.

12. I'puropreB M.H. Kommepueckasi Toructuka: reopusi u npaktuka. M.: FOpaiit, 2019. 396 c.

13. 3amm3ngk B.E., 3oi0oToB O.A. BBeneHne B MaTeMaTnaeckKoe Moaeanposanue. M.: FOpaiit, 2020. 133 c.

14. Uckangepos FO.M., Jlackun M.B., Jleoenes U.C. OcoOeHHOCTH MOIEIUPOBAHUS TPAHCIIOPTHO-
TEXHOJIOTMYECKUX MPOIIECCOB B 1IETsIX MOCTaBoK // MiMuraunonHoe MonenupoBaHue. Teopust U mpakTUKa.
VIII Beepoc. Hay4.-mipakT. KOH(}. IT0 UMUTAIIMOHHOMY MOJCIMPOBAHUIO U €r0 IIPUMEHEHUIO B HAyKe W TIPO-
MbliieHHocTu. 2017. C. 110—113.

15. Kacnapos M.B., ITmenuctoB H.B. IlepcriekKTMBHbIE HampaBJeHUs Pa3BUTUS KEJE3HOIOPOXHOTO
tpaHcriopta Poccuu // Marep. MexayHap. (3a04HO¥) Hayd.-MpakT. KoH(}. VIHHOBAaIIMOHHOE pa3BUTHE U T10-
TeHLMal coBpemMeHHoit Hayku. 2020. C. 38—41.

16. Konoronckuii B.JO. Jlornctuka. M.: FOpaiit, 2020. 143 c.

17. Kyceposa A.1. 2Kene3HOoOopoKHBIE BOK3aJIbI KaK 00BEKTHI TPAHCTIOPTHOM TYPUCTCKOM MH(PPaCTPyK-
TYphI // DKOHOMUYECKKE UccaenoBaHms 1 pa3padorku. 2019. Ne 11. C. 107—115.

18. Jlackun M.B., Mopuna 10.1., CeucrynoBa A.C. IMuTalimoHHOE MOJCIMPOBAHME TTPOIIECCOB 0OCITY-
>KUBAHUS TTAaCCAXMPOB B a39pOBOK3aTbHOM KomIuiekce // Tpynbl IX Beepoc. Hayd.-mpakT. KOHG. 10 UMUTAII -
OHHOMY MOJEJIMPOBAHUIO U €ro MPUMEHEHUIO B HayKe U MpoMbliieHHocTH. 2019. C. 520—524.

19. JIeBgun I'.I'. Jloructuka: Teopus u rmpaktuka. M.: FOpaiit, 2020. 187 c.

20. JIykunckwuii B.C., JIykunckuii B.B., I1netneBa H.I'. JlorncTuka 1 ynpasjieHUe HEIISIMA ITOCTaBOK. M.:
IOpaiiT, 2020. 359 c.

21. JIykunckwnii B.C., Uckannepos 10.M., Cokosnos B.B., Hekpacos A.T'. [IpoGiemMbl 1 ITepCeKTUBBI UC-
ITOJTb30BaHUS WHTEIUICKTYaIbHBIX MH(MOPMAIIMOHHBIX TEXHOJIOTU B JIOTUCTHMUECKMX cHcTeMax // Marep.
KoH®}. UnpopmanmonHsle TexHonoruu B ynpasiaeHuun (UTY-2018). CI16.: HHUU «Dnexrponpudop», 2018.
C. 80—89.

22. Alonso A., Monzon A., Wang Yang. Modelling land use and transport policies to measure their contribu-
tion to urban challenges: The case of Madrid // Sustainability. 2017. No. 9. P. 378.

23. Efthymiou M., Papatheodorou A. Travel behaviour vis-a-vis intermodality: Greece as a case study. Uni-
versity of the Aegean, Greece, 2013. 18 p.

24. Gao L., Jia L. Modeling and simulation of passenger flow distribution in urban rail transit hub plat-
form // URL: https://www.preprints.org/manuscript/201609.0085/v1 (Jlata o6pamenus: 20.04.2020). DOI:
10.20944 /preprints201609.0085.v2

25. Huang W.K., Hu M.W., Zhai S.Y. The simulation and evaluation method and technology of passenger
flow in urban rail terminal // Proc. of the 21* Internat. Symp. on Advancement of Construction Management
and Real Estate. Springer, Singapore, 2018. Pp. 1473—1483.

26. Petrov M., Samuylov V. Criterion of comparative efficiency in planning of the transport network // XII
Internat. Scientific Conf. on Agricultural Machinery Industry. IOP Conf. Series: Earth and Environmental
Science. 2019. No. 403.

64



4 A.S. Svistunova, DOI: 10.18721/JCSTCS.13405

27. Stark J., Uhlmann T. Railway stations of the future — services supporting intermodal travelling and
promising strategies for their development // REAL CORP 2009: CITIES 3.0 — Smart, Sustainable, Integrative
Strategies, Concepts and Technologies for Planning the Urban Future. Pp. 449—458.

28. Thammaruangsri Khaisri Paksukcharern. Node and place, a study on the spatial process of railway
terminus area redeveleopment in central London. London, 2003. 460 p.

29. Wang H., Wang B., Xu J., Hu Z. Analysis and optimization of passenger flowlines at Zhongchuan high-
speed railway station // Modelling and Simulation in Engineering. 2018. Vol. 1. Pp. 1-8.

Cmamus nocmynuna 6 pedakyuro 17.11.2020.

THE AUTHOR / CBEAEHUA Ob ABTOPE

Svistunova Aliaksandra S.
CeucrynoBa Anekcanapa CepreeBHa
E-mail: svistunova_alexandra@bk.ru

© CaHkT-MNeTepbyprckuii NoNMTEXHUYECKUI yHMBepcuTeT MeTpa Benukoro, 2020

65



\

|
Information, Control and Measurement Systems

DOI: 10.18721/JCSTCS.13406
YK 004.94

ANALYSIS OF THE STATE OF AUTOMATION
OF MATERIAL FLOW CONTROL IN SILICON PRODUCTION

O.N. Masko, D.V. Gorlenkov

Saint-Petersburg Mining University,
St. Petersburg, Russian Federation

The problem of material flow control has a key significance in the silicon production since the
proportional composition of furnace-charges (specific gravity, taking into account moisture) and
current state of the furnace (slagging and etc.) essentially affect the yield and quality of the finished
product, and the efficiency of the technological process as a whole. The relevance of the topic lies
in the need to modernize and increase the level of transparency of production processes in the
silicon industry. In this analytical review, the following tasks have been solved: the suitability of using
automated material flow control systems in the silicon production has been proved; the bottlenecks
of the process in terms of saving resources have been identified; the functionality of the automated
material flows control system has been determined by means of examples of similar production;
the method of control of emissions of valuable components has been put forward; the functional
structure of the automated control system of the highest production level for the company “Silarus”
has been proposed. This article examines the state of automated material control systems in the
silicon production. The reasons for the introduction of such systems have been substantiated by the
example of ferroalloy production. The general principles of the organization of automated systems
of the factory operation of the largest foreign silicon enterprises, and their role in the accounting
and management of material flows have been determined. A method for controlling the quality of
microsilica capture has been proposed.
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AHAJIU3 COCTOAHUA ABTOMATU3ZALUU YTIIPABJIEHUA
MATEPUANTbHbIMU MOTOKAMMU B NPOU3BOACTBE KPEMHUA

O.H. Macvko, 4.B. lopneHko6

CaHKT-lNeTepbyprckmii ropHbIN YHUBEPCUTET,
CaHkT-MeTepbypr, Poccuiickas Peagepaumn

[IpoGyieMa ynpaBjieHUsI MaTepUAJIbHBIMU ITOTOKAMU MMEET LIEHTPaJbHOE 3HAYCHUE B IMPOMU3-
BOJICTBE KPEMHWUSI, TTOCKOJIbKY TPOTMOPIIMOHAIBHBIN COCTaB KOMITOHEHTOB 3arpy304HOTO Mare-
puana (B yIeJIbHOM Bece C YUeTOM BJIAKHOCTH), a TAKXKe TeKyIllee COCTOSTHME caMoil meuu (3a-
1IJTAKOBaHUE, 3aKBaplIE€BAHUE TIEYU U T. T1.), CYIIIECTBEHHO BIMSIOT Ha BBIXOI, KAYECTBO TOTOBOTO
MpoaykTa U Ha 3(PGHEKTUBHOCTh TEXHOJIOTMUECKOTO Mpoliecca B 1IEJTOM. AKTYaIbHOCTb TEMbI 3a-
KJIIOYAETCs B HEOOXOAMMOCTY MOAECPHU3ALIMU Y TIOBBIIIEHUST YPOBHSI MPO3PAYHOCTU MPOU3BOI-
CTBEHHBIX ITPOLIECCOB B KPEMHUEBOI MPOMBILIUIEHHOCTU. B TaHHOM aHalIMTHYeCKOM 0030pe pe-
IIEHBI CJIAYIONINE 3a1auu: 000CHOBaHA 11eJ1eC000pa3HOCTh TTPUMEHEHUST aBTOMaTU3MPOBAHHBIX
CHCTEM YIpaBJIeHUs MaTepUAIbHBIMU TTOTOKAMU B TIPOM3BOJICTBE KPEMHUST; BHISIBIICHBI Y3KUE Me-
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cTa Ipolecca KapooTepMUUECKOTO BOCCTAHOBICHUSI KDEMHUSI C TOUKU 3peHUsI COepekKeHMs MaTe-
pUANBHBIX U DHEPreTUYECKUX PECYpPCOB; onpenesieHa QyHKIMOHAIbHOCTE ACY MaTepuaJbHBIMU
MOTOKaMM Ha MpUMepax MPOU3BOIACTB, MOJOOHBIX KPEMHUEBOMY; OOOCHOBAH METO KOHTPOJIS
BBIOPOCOB IIEHHBIX KOMIIOHEHTOB B ITPOIIECCE BHITIIIABKA METAJUTYPTHUECKOT0 KPEMHUS U IIPEII0-
JXKeHa (pyHKIIMoHambHas cTpykTypa ACY BepXHET0 IPOM3BOACTBEHHOTO YPOBHS [JIST TIPS AT PUSTHST
000 «Cumapyc». [IpencraBieHO COCTOSTHEC aBTOMATU3MPOBAHHBIX CUCTEM YIIPABICHUS MaTePH-
aJIbHBIMU IIOTOKaMU B IIPOM3BOACTBE KpeMHUs B Poccun 1 B Mupe. OG0CHOBaHbI IPEANOCHIIKA U
BO3MOXHOCTb BHEIPEHUSI IMOAOOHBIX CUCTEM Ha IpuMepe (heppOoCIUIaBHbIX IPOU3BOACTB. Orpe-
JIeJIeHBI O0IIIME TIPUHLIMITBI OpraHU3alluy CUCTEM aBTOMAaTH3allii BEPXHETO YPOBHS IPOU3BOACTBA
KPYITHEHIINX 3apyOesKHBIX KPEMHHUEBBIX TIPEATIPULITHI, WX pOIb U (PYHKIIMOHAIBHEIE OCOOEHHO-
CTH B y4YeTe M YIIPaBIIEHUN MaTepHaJbHBIMUA MOTOKaMU. [IpeiokeH MeTol KOHTPOJIST KauecTBa
yJIaBIMBaHUS TICYHON ITBUTH.

KnoueBbie ciioBa: MeTaTypruyeckuii KpeMHU, pyqIHOTepMUUYECcKas Ieub, CUCTEMa YyIpaBe-
HUSI MaTepUaJbHBIMU MOTOKAMU, MaTepUaIbHBIN OasaHC, KapOOTEepMUUECKOE BOCCTAHOBJIEHNE,
MES-cucrema, MUKpOCHIMKA.

Ccpuika npu mutupoBanuu: Macbko O.H., TopaenkoB [I.B. AHanu3 COCTOSHMSI aBTOMAaTH-
3allMM yOpaBJICHUST MaTepuaJlbHBIMM IIOTOKaAaMM B IIpou3BoACTBe Kpemuusi // Computing,
Telecommunications and Control. 2020. Vol. 13. No. 4. Pp. 66—77. DOI: 10.18721/JCSTCS.13406
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Introduction

Silicon is a key raw material for a number of strategically important industrial sectors. Polycrystalline
silicon, which is a raw material for solar energy and the semiconductor industry, is produced from
metallurgical-grade silicon with a purity of up to 98—99 %. With the development of the metallurgical
industry, the use of silicon of metallurgical grades as an alloying additive to special steel and aluminum
alloys is growing.

In industry, metallurgical (technical) silicon is produced by reducing the SiO, melt with carbon at
a temperature of about 1800 °C between carbon-graphite electrodes in ore-thermal furnaces (OTF) of
the mine type. The production of crystalline silicon is accompanied by the following set of technological
operations: preparation of the charge, melting it in OTE, casting of silicon and its subsequent grinding to
remove slag inclusions.

Loading the charge into the OTF is one of the most difficult stages of carbothermic silicon reduction.
The exact compliance with the proportional composition of the charge materials directly affects the electric
mode of the furnace and, subsequently, the quality of the finished product.

The complexity of the loading process consists in the need to load large volumes of charge on a relatively
small area of the grate (more than 50 tons per 70—80 m?). It is at the stage of loading the furnace that
deviations in the material balance appear. Ensuring a smooth, continuous lowering of materials into the
furnace without stopping or breaking is one of the main tasks of the OTF management. The disruption of
the process of charge material run-off complicates the stability of OTF operation [1].

Violation of the proportional composition of the charge also leads to an increase in the volume of dust
emissions containing a significant amount of valuable silica, which can be effectively sold on the market.
Microsilica emissions in low-efficiency production, where there are no gas cleaning plants, can reach
50 %. This dust is blown out by reaction gases, when it enters the furnace or at the time of their formation,
andiscarried to the grate, where it is diluted with air. All thisleads to the useless combustion of hydrocarbons.
In the presence of a gas cleaning system, the gas-dust mixture is captured by a gas collecting probe. Furnace
dust also pollutes the environment, negatively affecting the technical and economic performance of the
plant [2].

It is possible to solve the problems mentioned above by increasing the level of the process automation,
including through the introduction of material flow management systems.
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Control of the material flow movement

Accounting for the movement of charge and other auxiliary materials is one of the main tools for
financial and technical management of production based on the calculation of the material balances of
raw materials processing into a finished product.

The material balance is the main indicator of the work of the workshop and the enterprise as a whole,
reflecting the degree of efficiency of the technological process. On the basis of the material balance, both
the extraction and the loss of valuable components are calculated, the technology is analyzed, etc. It is
obvious that a more accurate balance gives a more correct idea of the process, allows revealing the reserves
of production.

In the process of measuring the mass concentrations of components involved in the technological
process, measurement errors are inevitable. The combination of them leads to an incorrect assessment of
the company’s resources and generates financial risks.

Accurate information about the composition of the raw materials and the final product is crucial to
reduce the possible losses associated with incorrect estimates of material stocks, as well as to quickly
identify them.

Automated control of the material balance allows you to:

* strategically plan enterprise resources;

» record any changes in the composition and quantity of raw materials;

« identify unknown material losses;

 calculate and account for measurement errors;

» compare input and output flows for the billing period [3, 4].

Domestic practices of application of material flow management systems

In Russia, technical refined silicon is produced at a single plant: “RUSAL’ JSC. The volume of its
finished products is about 1 % of the world production. An analysis of the production of domestic silicon
shows that the degree of automation of the process has low indicators. Only the data of the first level is used
as regulated parameters, but there is no automation of the upper (shop) level, which seriously affects the
quality of the finished product.

It is necessary to modernize the production of silicon, to solve the tasks of effective management through
multi-level automated process control systems along with the introduction of high-tech equipment and
implement closed-cycle technologies.

The lack of timely and adequate data on the concentrations of charge components, material reserves,
and carbon consumption leads to the irrational use of raw materials and energy resources, as well as to
forced production downtime.

The uncorrected material balance of carbon in the charge, the inaccuracies in its calculation lead
to an increase in silicon monoxide emissions, which negatively affects the state of the environment
and reduces the degree of silicon recovery. When creating new modern technologies, the experience of
advanced domestic enterprises for the production of metallurgical silicon should be taken into account.
New technologies should solve the problems of resource and energy conservation, as well as to improve
the environmental situation in the region by reducing the emissions of microsilica into the atmosphere [5].

As a typical example of a material flow management system, due to the lack of data on such systems in
the production of silicon, consider the automated system for accounting for material flows and calculating
the material balance of the metallurgical shop of the Copper Plant of “Norilsk Nickel” JSC, developed
by “Summa Technologies”. The metallurgical shop of the Copper Plant is one of the most significant
subsidiaries of “Norilsk Nickel” JSC. The task of automating the accounting of material flows and
calculating the balance of metals is particularly acute here. The products of the metallurgical shop account
for about a quarter of the company’s total marketable products. Within the workshop, 72 products are
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Fig. 1. Functional structure of the automated system "Accounting of material flows"
of the metallurgical shopfloor of the Copper Plant

accounted for, each of which is analyzed for the amount and percentage of from 2 to 32 chemical elements,
in total, more than 830 parameters are monitored.

The system allows you to track valuable components in the composition of materials for all stages of
the workshop. The development of the system was accompanied by the introduction of automation of the
products weighing operation.

The automated system for accounting for material flows and calculating the balance of metals provides
more accurate control of the main technological parameters of the metallurgical shop of the Copper Plant,
minimizes errors in the formation of documentation for products, provides timely reliable data for analyz-
ing the quality of raw materials, optimizing the enrichment processes and increasing the recovery rate of
precious metals [6].

“Norilsk Nickel” represents a multi-stage value chain of finished products from ore mining to metal-
working. Continuous transformation of production, including digital, a huge number of interconnected
objects makes it impossible to accurately quantify the effectiveness of a particular automated control
system.

In the case of the balance of metals, it is possible to assess the efficiency of the integrated automated
control system, covering all divisions of “Norilsk Nickel”, including the system of the metallurgical shop
of the Copper Plant under consideration:

» Data collection is 90 % automated, which minimizes the risks of misrepresentation of balance
sheet data.

 Labor costs for collecting and forming balance sheets have been reduced by 70 %.

Material flows are not usually managed by a separate automated system. Automation of material flow
management is carried out by implementing operational production management systems — systems of the
MES class (manufacturing execution system), where accounting for material flows and reducing material
balance are functions of only one of several system applications (modules).

To analyze the prospects of using MES systems to control the material flows of silicon production, we
will consider ferroalloy production, which has a lot in common with enterprises that produce metallurgical
silicon.

The main product of ferroalloy production is ferrosilicon. The process of smelting ferrosilicon is also
based on the reduction of silicon from its dioxide in quartzite by carbon of coke and coal in an ore-thermal
furnace and fusing it with iron of steel chips. In the production of ferrosilicon, the same problems occur as
in the production of metallurgical silicon, namely, the influence of the charge composition on the electric
mode of the furnace and the dust removal of valuable components, these disturbing factors can be elim-
inated by increasing the level of automation of production, including by implementing a MES solution.

The results of the implementation of the current MES class system, namely its module responsible for
accounting for raw materials, are considered on the example of the “Aksu Ferroalloy Plant”. The Enter-
prise Information System (EIS) is developed on the basis of the Wonderware software platform. It rep-
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Fig. 2. Structure of EMIS of the Aksuskii Ferroalloy Plant:
CAW — central automobile weight room; FM PSFP — functional module of production, storage and
shipment of finished products; IMS — information measurement system; awp — automation-equipped
working place; ASODPS — automated system of operational dispatch control and power supply management

resents a single information space covering the main workshops and auxiliary divisions. This system was
introduced in production in 2008 in order to reduce production costs by identifying the places and causes
of production losses, inappropriate use of materials (including raw materials) and finished products.

The Automated System of Accounting and Control of material flows (ASCMF) is integrated into the
plant’s EIS and is a set of software and hardware tools for measuring, accounting for and controlling the
movement of raw materials and finished products at the shop level and at the enterprise level.

Fig. 2 shows the detailed structure of the “Aksu Ferroalloy Plant” EIS, consisting of:

— core EIS;

— automated system of operational and dispatching control and management of power supply
(ASODPS);

— functional modules;

— ASCME

The implementation of the system was carried out by stages in the form of functionally complete
units of accounting for material flows (from the shipment of raw materials to the unloading of finished
products).

As a result, the following qualitative improvements are identified:

 increased production efficiency by monitoring and analyzing the resources used and technological
processes from the inside;

+ anincrease in the quality of the finished product (reduction of scrap, waste);

* compliance with the requirements of customers and supervisors by tracking the movement of the
product from the raw material to the finished product.
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With regard to the cost-effectiveness of the MES implementation, the following results were expected:

* reduced downtime of process equipment by 5 %;

+ reduction of specific consumption of raw materials for the production of ferroalloys by 1 %;

+ reduction of specific energy consumption for the production of ferroalloys by 2 % [7].

Main functions of MES systems for “Kuznetsk Ferroalloys” JSC:

 data collection and storage (DataCollection/Acquisition, DCA);

Collection of information from all automated process control systems and other related automated
systems related to the course of the production process: the electric mode of operation of the furnace, the
exact composition of the charge in specific gravity, the quality parameters of the finished product, etc.

» production process management (Process Management, PM);

Operational monitoring of the adjustment of the production process, either in automatic or automated
(with the participation of the operator) mode. In any case, this function is based on an intelligent expert
system that, based on the analysis of historical data on the parameters of the technological process and the
resulting melt, selects the optimal composition of the charge, as well as the electric mode of the furnace.

+ quality management (Quality Management, QM);

Manages laboratory studies of the parameters of the produced ferrosilicon, as well as provides analysis
of the measured parameters in a close to real time mode.

« efficiency analysis (Performance Analysis, PA).

Generating reports on the actual results of production activities, comparing them with historical data
and the expected commercial result. Formation and consolidation of the material balance for its transfer
to the ERP system (enterprise resource planning).

In order to obtain reliable data, simultaneously with the introduction of MES at “Kuznetsk Ferroal-
loys” JSC, the existing automated process control system was upgraded. Measurement and control systems
were put into operation to determine the humidity/icing of the charge components on the belt, as well as
to measure the actual mass of the ferrosilicon melt. Control of the electric mode of the furnaces was also
improved [8—10].

The successful implementation of the project significantly increased the profitability of the enterprise.
Thus, from 2007 to 2012, the following positive results were achieved in the context of the global economic
crisis:

— ferrosilicon smelting increased by 12 %;

— labor productivity increased by 42 %;

— number of highly qualified personnel increased by 10 %.

Foreign practices of application of material flow management systems in the silicon industry

The leader of silicon production today is China, with the production lines focused on silicon of the
highest grades, including silicon for “solar energy”. Approximately 40 % of the silicon market is occupied
by Europe and the United States.

The major players in the silicon and polysilicon market are looking to expand the vertical integration
of their businesses. Foreign enterprises are focused on the production of polycrystalline silicon used in
the solar energy and semiconductor industries, which increases the value of the finished product and the
profitability of production.

Due to the complexity of the production chain and the multi-stage process of raw material preparation,
the level of automation, including top-level automation, is a single network covering all stages of produc-
tion. Below are examples of the organization of operational management systems, including automated
material flow management systems at enterprises that produce polysilicon.

For example, in 2004, in order to minimize production costs, the international company Wacker Poly-
silicon AG (Germany, USA) launched a group-wide program — Wacker Operating System (WOS) to in-
crease productivity through the internal supply chain: from servicing and purchasing raw materials through
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production to packaging and shipping the finished product. Wacker has its own academy to train personnel
for WOS maintenance [11—13].

In December 2006, TEC Silicon ASA (Norway/USA) installed an enterprise-wide MES system based
on OSIsoft PI datahistorian. Its built-in intelligent forecast can increase the efficiency of the enterprise by
2 % or more [14].

The company SUPCON XinteEnergyCo. (China) won a contract to develop integrated solutions
for a smart plant for the 36,000 tons per year polysilicon production base modernization project from
XinteEnergyCompany in 2018. SUPCON will deliver a comprehensive intelligent solution for subsequent
implementation, covering both the management of individual processes and the management of general
enterprise information [15].

The analyzed foreign enterprises for the production of silicon followed the path of combining infor-
mation systems that automate the activities of certain production units, without separating each division
and technological process. These plants have fully integrated material flow control systems that process
operational data in a single reporting format for the enterprise. This allows us to avoid disparate, poorly
combined data and create an adequate analytical base for strategic resource planning [16, 17].

Based on the study of the possibilities of modernizing the process of material flow management in
silicon production, using the example of the implemented automated system for accounting for material
flows and calculating the material balance of the metallurgical shop of the Copper Plant, as well as the
MES systems for ferroalloy production, it is possible to conclude that it is advisable to introduce an auto-
mated system for managing material flows at silicon production enterprises.

“Silarus” LLC

The platform for the implementation of this type of system is “Silarus” LLC, which is launching a new
type of plant in the Sverdlovsk region. The main focus of the project is aimed at obtaining silicon of differ-
ent grades with the associated recycling of related components, followed by their chemical transformation
into high-quality commercial products.

To obtain high-purity silicon, it is necessary to pay special attention to improving the quality of the
initial charge material, adjusting the technological parameters with high controllability and automation
of the process, choosing the optimal type of carbon reducing agent, and improving the quality of graphite
electrodes in ore-thermal furnaces.

It is also necessary to take into account the environmental safety of production and strive for effective
capture of industrial emissions in the form of silicon dust and ash with their subsequent processing [19].

To address the above issues, “Silarus” SPA offers a number of new technical solutions for silicon pro-
duction:

» It is planned to launch its own production of the main carbon reducing agent, charcoal, followed by
the use of birch bark in the pharmaceutical industry. This solution will improve the quality of the reducing
agent by controlling all stages of the technological process of coal production, as well as reduce the cost of
the reducing agent.

» The use of chlorine-free technology for obtaining solar-quality silicon (high-temperature refining).

» Recycling of thermal energy generated in the process of carbothermic reduction of silicon.

» Implementation of an automated material flow management system.

Figure 3 shows a generalized structure of the planned material flow management system, including
the servers and services required to integrate the system into a single enterprise information environment.

The main task on the way to increase production efficiency for “Silarus” SPA, as well as for all enter-
prises producing metallurgical silicon, is to reduce the emissions of microsilica.

During the production of one ton of metallurgical silicon, 400—450 kg of dispersed carbonaceous mi-
crosilica is formed at the enterprises. The composition of the dust may vary depending on the composition
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Fig. 3. The generalized structure of the project of the automated material flow management system,
planned for further integration into the unified information system of the company "Silarus":
level 1 — process control; level 2 — operational production management;
level 3 — strategic enterprise management

of the charge and the electric mode of the furnace. The main components are SiO, (up to 85 %) and solid
carbon (7—8 %), as well as silicon carbide (5 %).

Due to its high activity, this type of raw material, after separation into carbon and microsilica, can be used
as a source of powders in 3D printers manufacturing complex building elements and blocks. In addition,
carbon-free microsilica is widely used in the global construction industry as an additive to the main raw mate-
rials. Thus, the addition of microsilica allows producers to obtain concretes with special properties: increased
durability (resistance to weak acids and seawater), increased compressive strength. The production of silicon
carbide powder materials is rapidly developing and has a high cost of the final product: micronized carbide
(particle size < 1 microns) for ceramics and nanocarbide (particle size < 1 nm) for high-quality structural
ceramics and electroplating.

A variety of options for implementing microsilica puts the task of increasing the capture of dust emis-
sions during silicon smelting in OTF in the first place in terms of production efficiency and resource saving.

The main mechanism for the formation of microsilica dust is active oxidation of liquid silicon melt,
while a small fraction (< 1 %) of dust particles is formed when it is sprayed. In the absence of gas treatment
system (hereinafter referred to as GTS), 30—40 % of microsilica is released through lantern emissions, the
other part is deposited in production areas and collected manually in containers (such as FIBC).

In the presence of special-purpose GTS at the enterprise, and in the case of a comprehensive invest-
ment project, “Silarus” SPA plans to ensure 99 % capture of microsilica, and its storage in containers for
sale and processing in various directions and commercial products.

73



4Computing, Telecommunications and Control Vol. 13, No. 4, 2020 >

However, even in the presence of GTS, silicon dust is extremely thin (about 80 % of the generated dust
has a fraction of less than 1 mm) and is poorly captured; its size affects the efficiency of dust collection.
The task must be solved comprehensively. Improving the quality of charge materials and strict compliance
with the OTF process regime, the introduction of a material flow management system, and operational
control of the amount of dust captured can significantly reduce the level of dust emissions in the produc-
tion of technical silicon [18].

Microsilica dust emission control method

To estimate the amount of dust emissions in the production of metallurgical silicon, there are a number
of devices and methods that can be divided into 2 groups according to the measurement method:

1. The measurement takes place directly in the dust and gas flow leaving the furnace. In this method of
measurement, optical sensors requiring calibration for a specific production are usually used.

2. Extractive measurements related to sampling. A number of extractive methods for the quantification
of solid particles have been tested in the silicon industry, such as

» Gravimetric filters offer a reliable, cheap and simple, but unsuitable for continuous monitoring
method for estimating the mass concentration of microsilica emissions;

» Standard Optical Particle Counter (OPC) and Condensation Particle Counter (CPC) are not suita-
ble for silicon enterprises because they detect too low concentrations of solid particles.

Monitoring of waste gases in the production of silicon and its alloys is associated with a number of
industry-specific problems:

» The gas temperature in the immediate vicinity of the OTF is very high (about 600 °C), which leads to
the need for diluting the gas-dust flow before the contact with the sensitive device in the case of extractive
measurements;

» High concentration of solid particles in front of the filter causes rapid wear of measuring instruments
installed in gas streams with particles, as well as of the measured data [19].

The described difficulties make it relevant to search for new solutions. Based on the basic physical
properties of gas-dispersed media, a method was developed for determining the mass concentration of
microsilica dust in OTF exhaust gases by temperature control.

The presence of particles in the gas stream changes the velocity and temperature profiles of the gas and,
consequently, the heat transfer that is attributed to the gas. The change in heat transfer in gas-dust flows is
primarily a consequence of a change in the heat capacity of the mixture, along with a change in the char-
acteristics of the gas phase flow.

The main mechanisms of increasing heat transfer in the presence of solid particles in the gas stream are
due to:

1. transfer of thermal energy by bouncing particles;

2. increasing the heat capacity of the medium;

3. changes in the flow structure due to a higher effective Reynolds number of the suspension.

The heat capacity has the strongest influence on the heat transfer. The dispersed system, represented by
gases leaving from OTF (90 % CO, 5 % CO,, etc.), depending on the concentration of microsilica parti-
cles, has a different heat capacity.

Since a dispersed system consists of particles and a medium, the total amount of heat transferred to
the system is equal to the sum of the heat transferred to the particles and the dispersion medium. The heat
capacity of the dispersed system will be equal to:

. ¢, m,-AT +c,, -m,, -AT
=

s >

m, AT
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where c,- particle heat capacity, J/kg * K; m, - particle mass, kg; AT — temperature change, K; ¢ '
heat capacity of the dispersion medium, J/kg * K; m, — mass of the dispersion medium, kg; m , — system
weight, kg.

By determining the heat loss in the section of the exhaust gas pipeline, it is possible to indirectly deter-
mine the mass concentration of microsilica in the exhaust gases.

Conclusion

The analysis of the existing level of automation of the movement of material flows of silicon production
in Russia showed the absence of this important link between the automated process control system and
ERP. Automation of individual units and the presence of a lower level of process control cannot complete-
ly eliminate the problem of divergence of material balances and the irrational use of energy and material
resources. The most effective ways to solve these problems are:

1. expanding the functions of existing control systems;

2. end-to-end enterprise automation,;

3. using closed-loop technology.

In the global silicon market, the state of automation today is several steps higher than in Russia.

In most foreign silicon production facilities, the production of metallurgical silicon is an intermediate
step in the chain of production of polycrystalline silicon. Due to the multi-stage technology for obtain-
ing the finished product, the complexity of the production chain, the requirements for the level of auto-
mation are significantly increasing. At the largest enterprises producing polysilicon (Wacker Polysilicon,
REC Silicon, Xinte Energy Co.), the methods described above for solving the problems of controlling the
movement of materials and energy resources are implemented, which brings the companies to the leading
position in this industry.

In order to keep up with the leaders of foreign production, “Silarus” SPA is developing a qualitatively
new project for the production of silicon of different grades in accordance with the concept of closed-cy-
cle production. The project, which aims to combine successful experience of foreign companies, as well
as new technologies (high-temperature refining), will become a launching pad for the development and
implementation of a specialized automated system for operational management of enterprise resources
and waste.
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