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Abstract. The exponential growth of data volume in Proof-of-Work (PoW) blockchains
threatens their decentralization. The article provides a systematic analysis of data growth
mitigation methods (sharding, block pruning, off-chain storage etc.), identifying their key flaws:
compromised auditability, increased synchronization complexity or centralization. To address the
issue, a novel Periodic Aggregation with Dual Hash Anchoring (PADHA) method is proposed. Its
key innovation is the synergy of data pruning and the controlled use of chameleon hash functions.
The method enables linear reduction of stored history by creating final state aggregators and
subsequent secure “cleansing” of blocks from past epochs. PADHA preserves cryptographic
chain integrity and PoW support without trusted third parties. The method is designed for Fact-
Oriented Blockchains that store final data states (facts), making it promising for registries, IoT
and other applications where current information, not its change history, is critical.
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AHHoOTamMsA. DKCMOHEHIUAIbHBIA POCT 00beMa JaHHBIX B OjoKueliHax Ha Proof-of-Work
(PoW) yrpoxaer ux geueHTpaiu3auuu. B craTbe CUCTEMHO aHAJIU3UPYIOTCS METOAbI O0PHObI
C POCTOM JaHHBIX (IIapAWHT, 00pe3Ka 0J10KOB, ot d-4eilH XpaHEHUE U AP.) U BBISBISIOTCS UX
KJIIOUEBbIE HEMOCTATKU: HapylIEHUE ayIupyeMOCTU, YCIOXHEHUE CUHXPOHU3ALMU WIU LIeH-
Tpanuzanuu. st peuieHus mpoOIeMbl TpeaiaraeTcsi HOBbI METOJl TePUOANYECKOil arpera-
uu ¢ IBOWHBIM xetn-sikopeHueM (PADHA). Ero kimtoueBass ”HHOBAIIMSI — CUHEPTHUS 00PE3KU
NIAHHBIX U KOHTPOJUPYEMOIO MCIOIb30BaHUS Xelll-(PyHKIIUIi-xaMeaeoHoB. Meron obecrieuu-
BaeT JIMHEIHOE COKpallleHWe XpaHUMOW MCTOPUM 3a CUeT CO3[aHMs arperaTopoB (puHaIbHOTO
COCTOSIHUSI U TMOCJEAYIOLIEero 0e30MacHOro «OYuIleHus» 0J0KOB mpoiueninnx smox. PADHA
COXpaHseT KpUNTOrpaduyecKylo 1eJOCTHOCTh LIeMOYKU U moanepxky PoW, He TpeOys mose-
PEHHBIX TPETbUX CTOPOH. MeTOo TpUMEeHUM IS (paKT-OpueHTUPOBaHHBIX O10KueitHOB (FOB),
XpaHSIINX UTOTOBBIC COCTOSTHUS HAaHHBIX ((haKThI), YTO JIEJIaeT €T0 IMEPCIIEKTUBHBIM IS pee-
ctpoB, loT u aApyrux mpuiaoXeHui, roe KpUTUYHA akTyalbHas MHMopMalus, a He UCTOPHUS ee
U3MEHEHUMN.

KiioueBble cioBa: pacrpeaeieHHbIE PEECTPhI, IeLeHTPaJIU30BaHHbIE CUCTEMBbI, OJIOKUEIiH, Mac-
1ITa0KMPYEeMOCTb, AeLEHTpalIu3alms, oopeska 6J10KOB

Jlnga mutupoanus: Razuvaev D.D., Ustinov S.M. Mitigating data growth in PoW blockchains:
Storage reduction methods for scalability without compromising decentralization // Computing,
Telecommunications and Control. 2025. T. 18, Ne 4. C. 87—101. DOI: 10.18721/JCSTCS.18408

Introduction

Currently, blockchain technology is widely applied across various domains including finance [1, 4],
intellectual property management [2], insurance, tourism [3], healthcare and biomedical systems [10,
21], government services and education [5, 9], as well as 5G networks [7, 8], to address challenges re-
lated to data integrity, transparency and disintermediation. Blockchain is a distributed digital registry
based on the principles of decentralization, cryptography and consensus [11, 25]. Unlike traditional
centrally managed databases, blockchain systems function as peer-to-peer networks of nodes (partic-
ipants), each of which usually stores a complete copy of information. The data in such a system is
organized as a sequence of blocks [22], where each block contains:

» aset of records (for example, transactions or any other data);

 hash identifier — a unique cryptographic signature calculated based on the block content;

* hash of the previous block, which ensures a cryptographic link between the chain elements.

This architecture guarantees the immutability of data (excluding the use of hash chameleons): any
attempt to change information in existing block will disrupt communication with subsequent blocks,
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which will be immediately detected by the network. To add new blocks, a consensus algorithm [24, 26]
is used — a set of rules that allows nodes to coordinate the state of the system without trusting a central
authority. The first implementation of this technology, which appeared in 2008, demonstrated the po-
tential of blockchain technology and established itself as a tool for creating censorship- and fraud-resis-
tant systems, as well as revealed fundamental limitations associated with the scalability of such systems.

A key feature of the Proof-of-Work (PoW) blockchain [27] is the mechanism for achieving consen-
sus through computational tasks [28]. Nodes (miners) compete to solve a cryptographic puzzle that
requires significant resources. The winner gets the right to add a block to the chain and a reward, and
the other nodes check the correctness of the decision. This process, although it provides a high level
of security, leads to an increase in data, since each new block increases the total volume of the chain,
while deleting a block violates the integrity of the blockchain.

Over time, this creates “a paradox of centralization of decentralized systems”: demands on com-
puting power and storage become so high that participation in the network becomes available only to
a limited number of specialized participants (who can commercialize their work by providing Soft-
ware-as-a-Service solutions). For example, in January 2025, the size of the blockchain in the first
implementation of the technology exceeded 600 GB, and in March 2025 it already stands at 612 GB',
and the annual energy consumption of the network is comparable to that of entire countries [6]. These
factors not only threaten the stability of the system, but also limit its application in areas where data
processing speed and energy efficiency are critical, such as IoT, mobile devices and systems with data
processing speed requirements. Fig. 1 shows a graph of the size of the data volume over a 10-year time
scale, which clearly demonstrates the problem of data accumulation.

Thus, despite its revolutionary potential, PoW-based blockchain systems face a trilemma: scalabil-
ity, decentralization and security cannot be simultaneously optimized within a classical architecture.
Resolving this problem requires rethinking approaches to data storage and management, which is the
focus of this study.

The exponential increase in data volume in PoW-based blockchain systems is a direct consequence
of their architectural features. Each new block added to the chain not only expands the data history,
but also requires all network participants to constantly verify and store a complete copy of the registry.
This leads to a number of systemic contradictions:

* Accumulation of “historical load”

In classic PoW implementations [23] (for example, in bitcoin), the size of the chain increases by
1—4 MB daily (this value is individual for each implementation), which over 5 years of operation has
created a load of several hundred gigabytes. For nodes with limited resources (for example, mobile
devices), this makes participation in the network technically and economically impractical.

* Energy-computing imbalance

The PoW mechanism requires repeated recalculation of hashes to achieve consensus, which leads
to duplication of computing operations on all nodes [18]. The growing volume of data exacerbates this
problem: the validation of a long chain of blocks consumes more and more energy.

* Degradation of network synchronization

Increasing the download and verification time of the blockchain reduces the synchronization
speed of new nodes. In high-bandwidth networks (for example, Ethereum before switching to Proof-
of-Stake), full synchronization can take days, increasing the risks of chain splits and reducing resistance
to attacks.

» Limitation of functionality of light clients

“Simplified” nodes (light clients) that do not store a complete copy of the blockchain are forced to
rely on trusted third-party services to access the data. This violates the principle of decentralization
and creates vulnerabilities such as censorship or information substitution.

! Protocol Labs. Filecoin: A decentralized storage network, 2017. Available: https://filecoin.io/filecoin.pdf (Accessed 10.05.2025)
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Fig. 1. Graph of the size of the Bitcoin blockchain over time

Attempts to solve these problems through traditional methods — sharding, block pruning or hybrid
consensus — face fundamental limitations. For example, sharding, which divides the network into
sub-chains, reduces the load on individual nodes, but increases the complexity of cross-shard opera-
tions and the risk of conducting attacks in isolated segments (shards) when conducting attacks of the
“51 percent” class, where an attacker with more than 50% of the capacity (>50% of the total hashrate,
which reflects how many cryptographic operations to find a block solution in the blockchain can be
performed by devices in a unit of time), can single-handedly control a sub-chain or the entire block
chain. Pruning, although it reduces the local amount of data, deprives the network of the total PoW
power.

These contradictions actualize the search for alternative approaches that will preserve the advan-
tages of PoW (for example, resistance to Sybil attacks), and eliminate the problem of endless growth
of the stored amount of data. The key direction is the development of protocols that optimize informa-
tion storage without compromising security, for example, through segmentation of data by relevance
level or the introduction of mechanisms for “forgetting” outdated blocks.

Relevance of the topic

The relevance of this study is due to the systemic crisis of scalability faced by PoW blockchain
solutions in the context of exponential growth of stored data. Despite the widespread introduction
of technology into finance [1], intellectual property [2], logistics, healthcare [21] (including use in
biomedical systems [10]), tourism and the public sector [3, 5, 9], blockchain technology has both
advantages and fundamental limitations [13] — immutability data and full replication are becoming
a barrier to sustainable development. Traditional optimization methods such as sharding or hybrid
consensus demonstrate partial efficiency, but do not solve the key problem: inconsistencies between
the growing volume of data and the requirements of decentralization? [12].

The scientific significance of this work lies in addressing several key gaps.

First, there is a lack of comprehensive analysis regarding how existing data reduction methods —
such as multi-chain networks, off-chain storage and modifiable blockchains® [14—16] — affect the fun-
damental blockchain trilemma of security, decentralization and scalability.

Second, the theoretical framework lacks well-defined criteria for assessing “historical redundan-
cy” of data; for instance, clear principles are needed to determine which blocks can be safely deleted
or compressed without undermining the system’s auditability.

Furthermore, a pragmatic paradox emerges: technologies originally designed to eliminate central-
ized intermediaries, such as cryptocurrencies [4], increasingly depend on centralized cloud storage
solutions to archive old blocks [14], which fundamentally contradicts their decentralized ideology.

The practical relevance of this research is driven by pressing industry demands. Financial insti-
tutions seek to reduce the operational costs of maintaining full PoW network nodes while adhering
to stringent regulatory standards like the European General Data Protection Regulation (GDPR).

2 Huobi Research Institute Report. Game of Thrones in Blockchain: Multi-Chain Networks Battle for Supremacy, 2022.
* Huobi Research Institute Report. Game of Thrones in Blockchain: Multi-Chain Networks Battle for Supremacy, 2022.
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Simultaneously, IoT [15] and 5G networks [7] require lightweight blockchain solutions capable of re-
al-time data processing. Additionally, state registries — for land, education [9] and other public records
— confront the challenge of long-term data preservation due to bandwidth constraints and ever-growing
data volumes.

Therefore, this study conducts a systematic comparative analysis of data management methods in
PoW systems, including:

» multichain architectures (AppChain)*;

+ off-chain storage with lazy loading [14];

» protocol modifications via hash chameleon functions [16].

The conducted analysis reveals the fundamental trade-offs inherent to each of the considered ap-
proaches. For instance, aggressive block pruning leads to the irreversible loss of the complete history
and, consequently, to the ability to perform an independent chain audit. Hybrid consensus models,
while aiming to reduce energy consumption, carry inherent risks of power centralization among a
limited circle of stakeholders. Finally, modifiable blockchains based on chameleon hashes, while ad-
dressing data growth, introduce vulnerabilities related to the potential for targeted collision attacks
and the centralization of editing control, which undermines the core principle of immutability. These
identified limitations necessitate fundamentally new solutions based on the following design princi-
ples: dynamic data lifecycle management, enabling the deletion or archiving of obsolete information;
segmentation of data based on its criticality to system operation; and minimizing reliance on external
decentralized repositories (such as IPFS or Storj) to preserve the blockchain's self-sufficiency and
security.

To overcome the noted shortcomings of existing methods, this article, based on their systematic
analysis, proposes a new method of Periodic Aggregation with Dual Hash Anchoring (PADHA). Its
goal is to resolve the contradiction between the need to preserve the key advantages of PoW, such as
resistance to attacks and censorship, and the Web 3.0 requirements for high data processing speed and
energy efficiency. The results of the study form the basis for the further development of data storage
optimization methods® [19].

Methods

To combat the exponential increase in data volume in PoW systems, various approaches have been
proposed that can be classified according to the level of impact on the blockchain architecture.

The effectiveness of data growth control methods in PoW systems directly depend on their ability
to maintain a balance between volume optimization, decentralization, and security. However, most
solutions upset this balance by introducing unacceptable trade-offs, especially in the context of PoW,
where the integrity of the chain and the availability of the full history are the basis of consensus.

Traditional methods

Sharding

Bottom line: dividing the network into independent sub-chains (shards), each of which processes
part of the transactions®.

Example: Zilliga, Ethereum before switching to Proof-of-Stake (PoS).

Advantages: reducing the load on individual nodes, increasing throughput.

Disadvantages: increased complexity of cross-shard operations; increased vulnerability of sub-
chains to a sub-chain attack in cases where more than 50% of the hashrate of the sub-chain accumu-
lates in the attacker; violation of the integrity of data auditing.

* Huobi Research Institute Report. Game of Thrones in Blockchain: Multi-Chain Networks Battle for Supremacy, 2022.
5 Buterin V. Merkling in Ethereum, 2015. Available: https://blog.ethereum.org/2015/11/15/merkling-in-ethereum (Accessed 10.05.2025)
¢ Huobi Research Institute Report. Game of Thrones in Blockchain: Multi-Chain Networks Battle for Supremacy, 2022.
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Key limitation: splitting into sub-chains complicates synchronization and increases the risk of
attacks in small shards. This method complicates synchronization and increases the risk of attacks
aimed at destabilizing the network.

Pruning

Bottom line: deleting outdated blocks while preserving only headers or critical data (for example,
snapshots of the Unspent Transaction Output status) [12].

Example: Bitcoin Core (“pruned node” mode).

Advantages: reduction of the local data volume to 5—10% of the original.

Disadvantages: loss of the possibility of independent verification of the complete history; loss of
historical validity; dependence on complete archive nodes, which leads to centralization.

Key limitation: deleting the initial blocks (including the genesis block) violates the integrity of the
hash chain, which contradicts the PoW principle. This method may disrupt the stability of the network.

Hybrid consensus models (PoW/PoS)

Bottom line: a combination of PoW for creating blocks and PoS for validation’.

Example: Decred [16].

Advantages: reduction of energy consumption and performance requirements due to partial aban-
donment of mining.

Disadvantages: conflicts between consensus mechanisms; vulnerability to “nothing-at-stake” at-
tacks; risk of centralization of power among stakeholders.

Key limitation: the combination of PoW and PoS creates contradictions between miners and stake-
holders, and also leads to the centralization of power among large stakeholders and a potential decrease
in the security of the blockchain.

Innovative methods

Multi-chain networks

Bottom line: creating a hierarchy of blockchains, where the main chain (Layer 1) coordinates the
work of sidechains (Layer 2)8.

Example: Polkadot (based on Nominated PoS) [17], Cosmos (based on Tendermint BFT), Root-
stock RSK (PoW).

Advantages: isolation of application data; scalability due to parallelism.

Disadvantages: the difficulty of synchronization between circuits.

Key limitation: the hierarchy of blockchains complicates auditing and synchronization [20]. Syn-
chronization problems directly reduce the stability of blockchain systems.

Off-chain storage with lazy loading

Bottom line: transferring old blocks to external decentralized storage (for example, InterPlanetary
File System®) with on-demand download [14].

Example: Arweave (permanent storage), Filecoin (archiving on request)

Advantages: reducing the load on the nodes; maintaining access to the full history.

Disadvantages: delays in requesting archived data; vulnerability to storage failures; dependence on
the stability of third-party networks.

Key limitation: transferring data to IPFS/Filecoin introduces delays and risks of information loss,
and does not solve the problem of blockchain bloat, shifting responsibility for the preservation of ar-
chived data to a distributed solution. The self-sufficiency of the blockchain is being violated.

Redactable blockchains

Bottom line: using hash chameleon functions to edit or delete blocks without violating the integrity
of the chain [16].

7 Huobi Research Institute Report. Game of Thrones in Blockchain: Multi-Chain Networks Battle for Supremacy, 2022.

§ Huobi Research Institute Report. Game of Thrones in Blockchain: Multi-Chain Networks Battle for Supremacy, 2022.
° Protocol Labs. Filecoin: A decentralized storage network, 2017. Available: https:/filecoin.io/filecoin.pdf (Accessed 10.05.2025)
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Example: Hyperledger Fabric (primarily in enterprise contexts)'?.

Advantages: dynamic data management.

Disadvantages: centralization of control (modifiers); vulnerability to collision attacks.

Key limitation: editing blocks using hash chameleon functions undermines the basic principle
of block immutability. For systems that prioritize the principle of immutability of information, this
method is not optimal. The risk of collision attacks harms the data integrity paradigm in the system.

Merkle Patricia Trie

Bottom line: optimizing the storage of network status through tree-like hash structures that allow
you to remove duplicates [8].

Example: Ethereum State Trie

Advantages: reduction of data volume by 30—50%; acceleration of transaction search.

Disadvantages: the complexity of the implementation for PoW networks; the risk of data loss in
case of failures.

Key limitation: this method is applicable to the classical implementation of the PoW blockchain
only to a limited extent, for working with the state tree stored inside the blockchain. At the same time,
the method solves the problem of inflating the PoW of the blockchain system by using pruning method,
with all the conclusions drawn from this.

Summarizing the review and analysis of existing solutions, addressing the inherent limitations of
existing methods is challenging. However, a viable path forward involves introducing specific archi-
tectural constraints. These constraints narrow the method’s applicability to a particular class of tasks
— specifically, systems that only need to store final state data rather than complete transactional his-
tories. While this represents a focused application domain, it remains broad enough to cover numer-
ous practical use cases, such as registries, sensor data logging and state tracking. The significant gain
achieved — dramatic data volume reduction without breaking cryptographic chain integrity — justifies
this targeted approach.

Proposed Method

An analysis of existing traditional and innovative methods for combating data growth in PoW
blockchain systems has revealed fundamental problems affecting the scalability, security and/or de-
centralization of solutions based on them. Models of sharding, block pruning and hybrid consensus
models, while reducing the load on nodes, violate the principles of data integrity, auditability and
participant equality. Architectures with application-specific sidechains and off-chain storage, in turn,
introduce dependency of the main chain on third-party networks and complicate synchronization or
lead to forced centralization of solutions. Furthermore, modifiable blockchains based on chameleon
hashes, despite offering dynamic data management, also contain inherent risks.

For an unambiguous definition of the proposed method and its applicability boundaries, it is ne-
cessary to introduce the following terminology:

» Atomic Fact — an immutable, self-contained unit of information representing an arbitrary set of
data (an assertion), which does not require references to other facts for its interpretation or integrity.

» Fact Block — an operationally atomic structural unit of a distributed ledger, whose sole content
is an ordered set of atomic facts, supplemented by a unified service header (timestamp, hash). The
acceptance or rejection of a fact block by the system follows an “all-or-nothing” principle.

* Fact-Oriented Blockchain (FOB) — a distributed ledger implemented as a chronologically and cryp-
tographically linked chain of fact blocks, which guarantees the immutability and order of atomic facts.

This method is specifically applicable to FOB, which imposes a key architectural constraint: such
a system can only store final data (facts), but cannot store procedural or transactional records desc-
ribing the process of changes.

10 Hyperledger Fabric. A Blockchain Platform for the Enterprise, 2021. Available: https://hyperledger-fabric.readthedocs.io/en/release-2.5/ (Ac-
cessed 10.05.2025)
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Fig. 2. Blockchain with transactions
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Fig. 3. Fact-Oriented Blockchain

The main difference between a classical blockchain model and an FOB lies in the nature, connec-
tivity and interpretation of the data stored in the blocks (Figs. 2, 3).

In a classical blockchain (Fig. 2), blocks typically contain transactions or change commands (e.g.,
i =i+ 5). The information in subsequent blocks is semantically and logically dependent on the in-
formation in previous blocks. To obtain the current state of the system (for example, the final value of
J), it is necessary to replay the entire transaction history from the very beginning (the genesis block).
The deletion or corruption of an intermediate block makes it impossible to calculate or verify any sub-
sequent data.

In FOB (Fig. 3), this limitation is eliminated due to a different organization of data. Each atomic
fact within a block represents a final value or statement (for example, i = 3), which is semantically
complete and does not require referencing other facts for its interpretation. Let us define that a system
based on FOB interprets data by treating the last value recorded in the chain for a given entity (for
example, variable i) as its current state. Thus, a new fact i = 5 in a later block does not reference the
previous value but semantically overwrites it for the system. A fact-block serves for the operationally
atomic batch transfer of such independent facts.

Thus, a situation is achieved where:

» information (an atomic fact) in any block is self-sufficient for interpretation;

» understanding the current state of the system does not require reproducing the full history of
changes; it is sufficient to read the latest facts for the entities of interest;

 integrity of a block is ensured cryptographically, and the semantic value of each fact is contained
within itself and its position in the chain, which determines the relevance of the value.

To solve the problem of uncontrolled “bloating”, the use of a combination of two method concepts
is proposed: the pruning method and the editable blockchains method.

The classic implementation of the data pruning method involves removing transactions that are
technically unnecessary for the target user. This results in the loss of the entire chain’s validity and
reduces the weight of the blockchain (Fig. 4).
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Fig. 4. Pruning method for an FOB: in blocks 2 and 3,
the facts have been removed and the hash chain is broken

The second method proposes using a chameleon hash function instead of a regular hash function.
A chameleon hash function allows generating collisions using a special key. Fig. 5 demonstrates the
method of using an editable blockchain based on chameleon hash functions.

The PADHA method is designed for FOB and combines the advantages of data pruning and the
use of chameleon hash functions, enabling a radical reduction in the volume of stored data without
losing the cryptographic integrity of the chain. The core idea of the method is the periodic creation of
special aggregator blocks, which contain the final (current) values of all entities for a certain period,
and the subsequent “clearing” (replacing the bodies with empty ones) of ordinary blocks in that period
while preserving the hash chain thanks to chameleon hash functions.

Architectural features and prerequisites

As noted, an FOB operates with atomic facts, each of which is a self-sufficient statement (e.g.,
“i =15"). The system interprets the most recent (in chain order) value for a given entity (i) as the current
one. This property enables state aggregation: instead of storing all intermediate changes, it is sufficient
to store only the latest values at the moment of aggregation.

In the PADHA method, each block contains two cryptographic hashes: a regular one (e.g., SHA-
256) and a chameleon hash. The link between blocks is considered valid until an aggregator block is
created if at least one of the two hashes matches (i.e., either the regular hash or the chameleon hash),
or the link between blocks is valid if both hashes match when the aggregator block has not yet been
formed (the epoch is not yet completed). Such link validation rules allow, after cleaning the block
bodies, the chain to remain valid via chameleon hashes, while the regular hashes may become invalid
due to changes in the block contents. They also protect against malicious attempts to modify blocks
during an unclosed epoch.

Method description

1. Normal operation mode (within an epoch)

The blockchain is divided into epochs of a fixed length (for example, 1000 blocks). During an
epoch, all blocks are created in the normal mode: each block contains atomic facts (changes in en-
tity values) and has a header with two hashes: hash_std (standard hash) and hash cham (chameleon
hash). Both hashes are calculated based on the block’s content and the corresponding hash of the
previous block. Thus, at the beginning of an epoch, the chain is valid according to both hashes (Fig. 6).
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2. Creating an aggregator block
At the end of each epoch (every 1000th block), a special aggregator block is created. This block does
not contain ordinary facts; instead, it contains:

» The final values of all entities that were changed during the epoch (essentially, the last assignments
for each variable).

» The aggregator may also contain values of entities that were not changed during the epoch but
are relevant at the time of aggregation (i.e., a complete snapshot of the system state). However, con-
sidering that an FOB can contain a vast number of entities, it is more practical to include only those
entities that were changed in the given epoch. In this case, to obtain the current value of any entity, it
will be necessary to find the last aggregator in which it was changed or read the value from the current
epoch (if it has not yet been aggregated).

The aggregator also has two hashes that reference the corresponding hashes of the previous (999t)
block of the epoch (Fig. 7).

3. Cleaning of epoch blocks

After the aggregator is created and accepted by the network, the process of cleaning the blocks of
this epoch (from the 1* to the 999™") begins. Cleaning consists of replacing the body of each block with
a collision (essentially clearing all atomic facts in the block) in such a way that the block’s chamele-
on hash remains unchanged. This is achieved due to the property of the chameleon hash function:
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knowing a special key (which is publicly available in the system), one can find a new body such that
the chameleon hash matches the original one. In this case, the regular hash of the block will change.
After cleanup, the connection between blocks within an epoch remains valid only via hash chame-
leons. The standard hashes no longer form a continuous chain. However, since we allow validation of
blocks up to the aggregator using either of the two hashes, the chain remains valid.
4. Transition to the next epoch
After the epoch blocks are cleared, the new blocks (starting from block 1001) reference the aggrega-
tor (block 1000) and subsequent blocks accordingly via both hashes. Thus, the aggregator becomes the
new reference point for the next epoch. It is important to note that the aggregator itself is not cleared (it
remains full), as it contains the summary information necessary for state recovery.
5. Multiple aggregation and history compression
The process repeats every epoch. After creating the aggregator for epoch 2 (block 2000) and cleaning
blocks 1001—1999, we are left with a chain consisting of:
+ genesis block (full);
 cleaned blocks of epoch 1 (1-999);
+ aggregator of epoch 1 (block 1000, full);
« cleaned blocks of epoch 2 (1001—1999);
+ aggregator of epoch 2 (block 2000, full), and so on.
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6. Recursive aggregation

To further reduce the data volume, recursive aggregation can be applied: after creating the aggrega-
tor for epoch 2, which also includes information from aggregator 1, the aggregator of epoch 1 can also
be cleaned (replaced with an empty one while preserving its chameleon hash), because the final state
of all entities by the end of epoch 2 will be contained in the aggregator of epoch 2.

Advantages of the PADHA method:

+ Significant reduction of data volume: The bodies of blocks, except for the last aggregator, can be
cleared. This provides a linear (or even logarithmic with recursive aggregation) reduction in the volume
of stored history.

* Preservation of cryptographic integrity: Thanks to the use of chameleon hash functions, the block
chain remains cryptographically linked, and chain validation is possible (via chameleon hashes).

» Support for PoW: Since block headers (including the chameleon hash) remain unchanged, the
proof of work performed for each block remains valid. Mining new blocks is not disrupted.

» Decentralization: The method does not require trusted third parties or centralized archives. All
nodes can independently perform the clearing, as the chameleon hash key is public. The chameleon
key is public for all participants because, prior to epoch closure, blocks at the protocol level must
maintain validity through both chameleon hash and standard hash links, and validation is performed
against both hashes. Consequently, any unauthorized modification of a chameleon hash and its cor-
responding block body will disrupt the standard hash chain and be rejected by the network. After an
epoch is closed, the blocks are “cleansed” (their bodies are emptied) at the protocol level, meaning they
cannot legitimately contain data. Should data appear in such blocks, the network will also reject them.

* A malicious actor cannot create an alternative history without performing PoW for all blocks.

Limitations of the PADHA method:

* Requirement for a fact-oriented model: The method is only applicable to blockchains where
data is represented as atomic facts, and the current state is determined by the last value. It is not suit-
able for transactional models where history is important.

Conclusion

In response to the limitations of existing methods, this paper proposes a novel method of PADHA,
designed for FOBs. The exponential growth of data volume in PoW blockchain systems represents a
fundamental challenge to their long-term sustainability and decentralization. The systematic analy-
sis conducted in the article confirmed that traditional optimization methods — sharding, pruning of
outdated blocks and hybrid consensus models — do not eliminate the key contradiction between the
need to reduce “historical load” and preserve the basic properties of PoW: immutability, full chain au-
ditability and distributed consensus. Each of these approaches introduces unacceptable compromises,
whether it is the complication of synchronization and increased risks of attacks (sharding), the loss of
the possibility for independent audit of the full history (pruning) or the conflict of consensus mecha-
nisms (hybrid models). The PADHA method key innovation lies in the synergy of pruning principles
and the controlled use of chameleon hash functions, ensures linear reduction in the volume of stored
data through the periodic creation of aggregator blocks containing the system’s final states, followed
by cryptographically secure “cleansing” of the bodies of blocks from past epochs. This achieves the
preservation of cryptographic chain integrity through dual hash anchoring and full support for the
PoW mechanism, which distinguishes this approach from classical pruning or editable blockchains.
However, the method’s application necessitates introducing specific architectural constraints, nar-
rowing its applicability to systems designed to store only final state data (facts) rather than complete
transactional histories. While this represents a focused application domain, it remains broad enough
to cover numerous practical use cases, such as registries, sensor data logging and state tracking. The
significant gain achieved — dramatic data volume reduction without breaking cryptographic chain
integrity — justifies this targeted approach.
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Compared to existing methods, the proposed PADHA approach offers distinct qualitative ad-
vantages. Unlike sharding, it maintains a single coherent chain without cross-shard complexity. In
contrast to classical pruning, it preserves cryptographic chain integrity via chameleon hashes. And
unlike editable blockchains, it employs a controlled, protocol-level use of chameleon functions that
does not undermine immutability for data. This enables the creation of scalable and energy-efficient
PoW systems suitable for deployment in resource-constrained environments (IoT, mobile devices),
without compromising their decentralization and security. The directions for further research are: the
development of cryptographic proofs of the aggregators’ correctness to minimize trust, the creation
of adaptive protocols for selecting compression parameters, and an in-depth analysis of the method’s
resilience to new attack vectors.

Thus, the presented PADHA method offers a concrete path to overcoming the key limitation of
PoW blockchains, demonstrating that data storage optimization is achievable not through the aban-
donment of fundamental principles, but through their adaptive evolution and the application of mod-
ern cryptographic primitives. This opens prospects for a new generation of decentralized systems that
combine the robustness of PoW with the scalability demands of the Web 3.0 environment.
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