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Abstract. At present, communication has reached an unprecedented level of activity thanks 
to online social platforms that have overcome geographical and linguistic barriers. However, the 
shift to online communication is accompanied by the spread of hate speech, which negatively 
affects the social environment of these platforms. In the field of natural language processing, 
research is being conducted to develop models for detecting and classifying hate speech, aimed 
at improving the safety and quality of the online environment. However, many of these studies 
are based on commonly used datasets that turn out to be unbalanced and insufficiently adapted 
to the new grammatical features of hate speech. This article presents a comparative study of 
the effectiveness of machine and deep learning algorithms in detecting hate speech based on a 
synthetic dataset. Three separate experiments were conducted using original and synthetically 
perturbated data. The findings indicate that employing a synthetic dataset enhances the 
representation of extremely negative or infrequently encountered communication scenarios, 
contributing to their more effective detection. Deep learning algorithms demonstrated superior 
performance in all experiments. The top-performing models in the first and second experiments, 
both using zero-shot learning, yielded accuracies of 52.04% and 62.13%, respectively. The 
last experiment revealed that the BiGRU + fastText architecture outperformed other models, 
achieving an accuracy of 72.68%.
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Аннотация. В настоящее время общение достигло беспрецедентного уровня активно-
сти благодаря онлайн-социальным платформам, которые преодолели географические и 
языковые барьеры. Однако этот переход сопровождается распространением ненавист-
нических высказываний, которые негативно влияют на социальную среду этих плат-
форм. В области обработки естественного языка ведутся исследования по разработке 
моделей для выявления и классификации ненавистнических высказываний, направлен-
ные на улучшение безопасности и качества онлайн-среды. Однако многие из этих ис-
следований основаны на наборах данных, которые часто используются и оказываются 
несбалансированными и недостаточно адаптированными к новым грамматическим осо-
бенностям ненавистнических высказываний. В этой статье представлено сравнительное 
исследование эффективности алгоритмов машинного и глубокого обучения в выявле-
нии ненавистнических высказываний на основе синтетического набора данных. Три от-
дельных эксперимента были проведены с использованием оригинальных и искусственно 
искаженных данных. Результаты показывают, что использование синтетического набора 
данных позволяет лучше представить крайне негативные или нечасто встречающиеся 
сценарии коммуникации, что способствует их более эффективному выявлению. Алго-
ритмы глубокого обучения продемонстрировали превосходную производительность во 
всех экспериментах. Лучшие модели в первом и втором экспериментах, основанные на 
«обучении без примеров», показали точность 52,04% и 62,13% соответственно. Послед-
ний эксперимент показал, что архитектура BiGRU + fastText превзошла другие модели, 
достигнув точности 72,68%.

Ключевые слова: анализ тональности текста, распознавание эмоций в тексте, механизм 
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Introduction

One of the challenges in modern online communication environments, such as forums, blogs and 
social media, is hate speech. Directed at individuals or groups of people, it is often based on char-
acteristics such as skin color, religion, gender, nationality and others. The level of toxicity on the 
internet, measured by the amount of hate speech, has increased since the beginning of the COVID-19 
pandemic in 2020 [1, 2], when a significant portion of social interactions shifted to online platforms. 
A number of international organizations, such as UNESCO, reported an increase in hate speech and 
conspiracy theories against specific communities on social media. According to a UNESCO/Ipsos 
report conducted in 2023 in 16 countries, 67% of internet users have encountered toxic messages and 
comments.
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To create safe digital spaces where hate speech will be automatically detected, extensive research has 
been conducted [3–6]. An analysis of these studies suggests that the use of machine learning algorithms 
and neural networks for hate speech detection is becoming critical in modern conditions. For instance, 
multilayer neural network architectures enable the learning of hierarchical data representations, which 
is highly valuable for understanding the context and nuances of human language. Hate speech detec-
tion relies on two main approaches: supervised learning and unsupervised learning. In the context of 
this work and the available dataset, a supervised learning approach will be employed, where models are 
trained on labeled datasets containing examples of both hate speech and ordinary statements.

The work [7] explores a research direction that has not yet been widely covered in scientific literature 
– namely, the use of synthetic data as a non-traditional approach to overcoming the difficulties associat-
ed with collecting and annotating real data. Synthetic datasets enable the generation of a wide range of 
scenarios and hate speech instances that may be underrepresented in real datasets. In [8], the developed a 
method to maintain baseline model performance in case of future perturbations, instead of training and re-
training the model on data with introduced perturbations as a mitigation method. However, this method is 
effective only for perturbations that preserve text semantics and exclude those that alter semantics, which 
are prevalent in [7]. Furthermore, this approach is suitable only for large language models with numerous 
parameters and high training costs. Experiments in [9] demonstrated that within fine-tuning, the perfor-
mance of large language models improved by 7–19% partly due to the use of a specific synthetic dataset 
from [7]. Similarly, the work [10], also based on [7], focused on the automatic detection of dehumanizing 
statements and achieved promising results. However, it relied exclusively on large language models with 
extensive parameters. While the studies aim to enhance classifier performance using synthetic data with in-
troduced perturbations, none of them investigate the impact of data type on the performance and robust-
ness of machine learning and deep learning classifiers that do not require a large number of parameters.

Our work continues the line of research initiated in [7]. The central idea is to evaluate the influence 
of data type (original and synthetically perturbated) on classifier performance in binary classification, 
where the input is one-dimensional textual data.

The key contributions of this work are as follows:
•  Utilization of a synthetic dataset.
•  Application of binary classification through the training and testing of various classifiers, includ-

ing traditional machine learning models (Linear Support Vector Classifier, Logistic Regression, Sto-
chastic Gradient Descent, XGBoost) and deep learning models (CNN, LSTM, GRU, BiGRU, BiGRU 
+ CNN) for hate speech detection.

•  Investigation of the impact of static context-independent embeddings models (fastText and 
GloVe) on classifier performance.

•  Examination of how original and synthetically perturbated data influence classifier performance, 
as this issue has not yet been sufficiently addressed in scientific literature.

Experimental Framework

Dataset
Hate speech detection typically involves the use of various benchmark datasets (e.g., Wikipedia 

Detox, 2016; Jigsaw Toxic Comment Classification, 2018; SemEval-2019 Task 5) for heuristic studies. 
However, it should be noted that most of these datasets, although some are relatively large and of high 
quality, gradually become outdated and lose relevance over time. Therefore, in this work we employ 
the Dynamically Generated Hate Speech Dataset from Vidgen et al. (2021), which has not yet been 
widely utilized or extensively discussed in scientific literature.

Dataset description
The Dynamically Generated Hate Speech Dataset comprises approximately 40000 entries (~10000 

per round), generated and annotated by trained annotators across four rounds of dynamic data creation  
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using a human-in-the-loop process. The dataset is balanced, with hate speech instances constituting 
54%. All entries are labeled as either hateful or non-hateful. For entries labeled as hateful, secondary 
annotations are provided, specifying the type and target of hate speech.

The dataset contains both original and synthetically perturbated data (~15000 complex pertur-
bations). The original data consists of unmodified instances (e.g., without altered annotations). The 
synthetically perturbated data, available in the version used in our work, comprise statements that 
were initially considered non-hateful but, after modification (typically syntactic), were re-annotated 
as hateful.

As noted in [7, 11], perturbations are generally described as sufficient manipulations of the original 
text to alter the label (e.g., from hateful to non-hateful). Such perturbations can significantly change 
the meaning of a sentence and, consequently, the model’s predictions. According to [11], perturba-
tion-based methods applied to text remain in their early stages. Nevertheless, recent studies [8, 12–15] 
have proposed several semantic-preserving and semantic-altering perturbation techniques. When ap-
plied to the text, these techniques allow models for developing robustness against future or adversarial 
perturbations that might otherwise cause misclassification.

Dataset analysis
The dataset consists of 12 columns, including label, type and target.
The label column takes two values: hateful or non-hateful, indicating whether a given utterance con-

stitutes hate speech.
The type column provides an additional annotation for hateful utterances. If an utterance is labeled 

hateful, the type column can take one of five values: animosity, derogation, dehumanization, threatening 
or support.

The target column specifies the group subjected to hate speech. Examples include wom (women), 
bla (black people) and mus (muslims). The target column contains more than 400 unique values. For 
example, the phrase “There are so many black women at my workplace, it really annoys me” in the dataset 
is labeled as hateful, with type = animosity and target = bla.wom (referring to black women).

The distribution of entries across the label and type columns is illustrated in Fig. 1. The presence 
of the “not given” category in relation to type is explained by the absence of hate-type annotation in 
round 1. Among the type categories, derogation (utterances that explicitly attack, demonize, humiliate 
or insult a group) is the most frequent, while support (utterances that praise or endorse events, organ-
izations, actions that propagate hate) is the least frequent.

Fig. 2 presents the distribution of words and characters across the label column. The maximum ut-
terance length does not exceed 600 characters or 150 words. Both hateful and non-hateful labels show 
a similar distribution in terms of word and character length. However, there is a notable difference: 
approximately 28% of non-hateful utterances contain words with lengths between 1 and 25 characters, 
compared to ~35% of hateful utterances.

Data preprocessing
The data preprocessing procedure was designed to reduce vocabulary size without removing essential 

content. A smaller vocabulary not only decreases the memory required for analysis, but also enhanc-
es the reliability of estimated word parameters. In this work, standard preprocessing operations were 
applied, albeit with some modifications. As noted in [16, 17], these operations included lowercasing, 
tokenization, punctuation handling, stop-word removal, part-of-speech (POS) tagging (to improve se-
mantic understanding of text and facilitate more accurate lemmatization) and lemmatization.

However, to provide classifiers with a more favorable learning environment, we followed the ap-
proach of [18] and replaced contracted negative forms with their full equivalents. In addition, emojis 
were substituted with their corresponding semantic meanings. Furthermore, as part of the preprocessing 
pipeline, the maximum length of individual posts was limited to 100 words and 500 characters, respec-
tively, for subsequent operations.
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Fig. 1. Distribution of the dataset across labels and hate types

Fig. 2. Distribution of words and characters by label

Models
The primary focus of this work was on deep neural network architectures. For comparative analy-

sis, several traditional machine learning methods were employed as baseline models, including Linear 
Support Vector Classifier (Linear SVC), Stochastic Gradient Descent (SGD), Logistic Regression 
(LR) and Extreme Gradient Boosting (XGBoost).

The rationale for selecting these algorithms is as follows: Linear SVC, a specific case of Sup-
port Vector Machines, assumes a linear decision boundary (effective when classes are well-separated 
in feature space, as in our case), handles high-dimensional spaces efficiently and thereby mitigates 
overfitting. SGD serves as an optimization algorithm that updates model parameters incrementally, 
allowing for faster convergence compared to batch gradient descent. LR is effective in tasks where the 
relationship between features and class labels can be approximated linearly, as demonstrated in our 
experiments. Finally, XGBoost excels at handling missing values, prevents overfitting and can capture 
complex feature interactions and non-linear relationships.

Neural networks
In this work, we employed five neural network architectures: Convolutional Neural Networks 

(CNNs) [19, 20], Long Short-Term Memory networks (LSTM) [19], Gated Recurrent Units (GRU),  
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Bidirectional GRU (BiGRU) and a hybrid CNN + BiGRU model. All these models were implemented 
with word embedding methods (fastText and GloVe) [19]. To enhance the effectiveness of the neural 
networks, we hypothesized that performance could be improved using attention mechanisms and pool-
ing operations within the network architecture. The attention mechanism assigns different weights to 
sequence elements, allowing models to focus on specific parts of the input data, thereby improving their 
ability to generate accurate and contextually relevant predictions. Pooling, in turn, reduces computa-
tional complexity and facilitates the handling of long sequences.

The choice of deep neural network architectures is motivated by the fact that traditional machine 
learning methods largely rely on manual feature engineering, whereas deep learning models are capable 
of learning abstract data representations and automatically extracting features [18, 21].

CNN
CNNs were originally developed for computer vision tasks and are highly effective in image clas-

sification [22, 23]. However, CNNs have also demonstrated strong applicability in natural language 
processing (NLP), particularly for text classification tasks [24, 25]. While CNNs are primarily designed 
for processing data represented as matrices rather than sequences, they can outperform recurrent neural 
networks (RNNs) [22], especially in their ability to capture higher-level features. The role of a CNN 
layer is to extract meaningful substructures that are useful for solving the overall prediction task. In this 
work, we implemented a CNN with a global max pooling mechanism to reduce computational complex-
ity and the number of outputs [26].

LSTM and GRU
LSTM and GRU networks are types of recurrent neural networks [24, 26]. In text classification 

tasks, each LSTM or GRU block processes both the embedding vector of the current word and the 
output of the previous block, recursively accumulating information from all other words in the text. 
Unlike traditional RNNs, LSTM and GRU networks are specifically designed to overcome the prob-
lems of long-term dependencies and the issues of exploding and vanishing gradients [18, 26].

These models employ more advanced mechanisms for computing hidden states at each step to 
mitigate gradient-related problems [27]. Both LSTM and GRU incorporate gating mechanisms that 
enable selective retention or forgetting of information from previous inputs. LSTMs feature a more 
complex structure consisting of four components: input gate, forget gate, cell state and output gate. 
In contrast, GRUs represent a generalized approach, with LSTMs being a special case [27]. GRUs 
typically require fewer filters and fewer computational operations than LSTMs [26, 27].

BiGRU and BiGRU + CNN
The concept of bidirectionality was applied in cases where the meaning of certain words depends on 

subsequent words in the sentence. This is particularly relevant for synthetically perturbated data, where 
adding a word at the end of a sentence may alter its entire meaning. In addressing this issue, a choice 
was made between BiGRU and BiLSTM. Ultimately, BiGRU was selected, primarily due to the sim-
pler architecture and faster training of GRUs, as well as their ability to be effectively trained to preserve 
information over long sequences without loss of temporal dependencies [3]. To further improve key 
aspects of our work – such as addressing CNN limitations in capturing inter-word semantics, enhanc-
ing prediction accuracy, modeling complex relationships, extracting features and patterns, managing 
long-range dependencies and ensuring robustness to noise and outliers – we adopted a hybrid approach 
[23, 28] that combines CNN and BiGRU. We hypothesized that this hybrid architecture leverages the 
strengths of both models while compensating for their respective weaknesses.

Experimental Setup
In [16], it was demonstrated that word embedding methods (such as fastText and GloVe), which are 

most used in deep learning models, can also yield strong results when applied within machine learning 
frameworks. Following this line of reasoning, we adopted the same approach in our baseline machine 
learning experiments. Alongside word embedding methods, we also employed the TF-IDF bag-of-words  
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model [19, 29] to extract features from textual sequences. The same word embedding techniques were 
consistently applied across all deep learning models.

The performance of classifiers was evaluated using several metrics, including accuracy, macro-pre-
cision, macro-recall and macro-F1 score. Additionally, as in [18], to better handle the influence of 
true negatives – which are of limited utility in detecting hate speech – we incorporated the area under 
the precision-recall curve (AUC-PRC), in addition to the area under the receiver operating charac-
teristic curve (AUC-ROC).

In this work, we focused on binary classification (hate / non-hate) and trained and evaluated the 
models across three experimental settings:

•  Models were trained exclusively on synthetically perturbated data, but developed and tested on 
original data.

•  Models were trained solely on original data, but developed and tested on synthetically pertur-
bated data.

•  Models were trained, developed and tested on a combination of both synthetically perturbated 
and original data.

The corpus was split into training, cross-validation and test sets in accordance with the nature of the 
data (original and synthetically perturbated).

For experimentation, we employed the Google Colab environment, which supports TensorFlow 
(version 2.15.0) and provides access to fast, high-performance computing resources such as GPU and 
TPU. The programming language used was Python 3.10, and computations were run on an MSI Katana 
17 (i7-12650H, 16 GB RAM). The source code is publicly available1.

The table below presents the configuration parameters for all classifiers. All parameters were ob-
tained through hyperparameter tuning.

Table  1
Hyperparameter settings of the baseline models

Models Parameters

Linear Support Vector Classification C = 0.1, max_iter = 1000

Logistic Regression C = 1, penalty = ’l2’, solver = ’liblinear’, max_iter = 10000

Stochastic Gradient Descent loss:’hinge’, alpha: 0.0001, penalty: ‘l2’

Extreme GBOOST
learning_rate = 0.1, n_estimators = 100, max_depth = 5, min_child_weight = 1, 
gamma = 0, subsample = 0.8, colsample_bytree = 0.8, objective = 'binary: logistic', 
nthread = 4, scale_pos_weight = 1, seed = 27

CNN
filters = 512, kernel_size = 6, dropout_rate = 0.5, dense_units = 512, emb_dim = 
= 300, optimizer = ‘Adagrad’, learning_rate = 0.00001

LSTM
lstm_units = 64, dense_units = 512, k_regularizer = 0.001, dropout_rate = 0.3, 
recurrent_dropout = 0.0, emb_dim = 300, optimizer = ‘Adam’, learning_rate = 0.001

GRU
gru_units = 64, dropout_rate = 0.5, k_regularizer = 0.00001, recurrent_dropout =  
= 0.0, emb_dim = 300, optimizer = ‘Adam’, learning_rate = 0.001

BiGRU
gru_units = 256, k_regularizer = 0.00001, dropout_rate = 0.5, recurrent_dropout = 
= 0.0, emb_dim = 300, optimizer = ‘Adam’, learning_rate = 0.001

BiGRU + CNN
filters = 16, kernel_size=6, dropout_rate= 0.5, dense_units= 64, gru_units = 256, 
k_regularizer = 0.00001, recurrent_dropout= 0.0, emb_dim = 300, optimizer = 
= ‘Adam’, learning_rate= 0.003

1 GitHub – LucasMbele/Hate-speech-synthetic-dataset: In this repository, we train and test some classifiers on original and perturbated data from 
a synthetical dataset for hate classification tasks in binary and multiclass case. Available: https://github.com/LucasMbele/Hate-speech-synthet-
ic-dataset (Accessed 12.09.2025)
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Results

Experiment 1: Training on original data, development and testing on synthetically perturbated data
The data were split as follows: 25813 for the training set, 10332 for the development set and 4429 for 

the test set.
Based on the results presented in Fig. 3, among all machine learning methods, the logistic regression 

algorithm combined with fastText generally outperforms and achieves the best results in terms of accu-
racy (45.3%), F1-score (44.2%) and AUC-ROC (45.2%). It is worth noting that the differences between 
the results of other machine learning algorithms and those of logistic regression are negligible.

It is evident that neural networks outperform machine learning algorithms, as expected. BiGRU + 
CNN + GloVe (52.04% accuracy, 51.09% F1-score) achieves better performance than other models; 
however, its loss function value is considerably high. Measuring the difference between the model’s pre-
dictions and the actual values, the loss function plays a crucial role in the efficiency of neural networks.  

Fig. 3. Performance of machine learning and deep learning models in Experiment 1
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Fig. 4. Performance of machine learning and deep learning models in Experiment 2

The higher the loss function value, the harder it is for the model to make accurate predictions, thereby 
indicating the need for further improvements. In the experiment conducted, the loss function reached 
1.0201. CNN models (CNN + fastText and CNN + GloVe, as reported in [4]), particularly due to  
their robust feature extraction capabilities, show a clear improvement in the loss function (0.6993 with  
GloVe), comparable accuracy (51.46% with fastText) and superior results in terms of AUPRC-score 
(51.42% with fastText) and AUC-ROC score (51.83% with fastText).

The perturbations introduced into the validation and test datasets proved difficult for the models to 
learn, resulting in poor performance.

Experiment 2: Training on synthetically perturbated data, development and testing on original data
The data were split as follows: 14761 for the training set, 19359 for the development set and 6454 

for the test set.
As shown in Fig. 4, neural networks significantly outperform machine learning models. Among ma-

chine learning algorithms, XGBoost and SGD stand out. XGBoost combined with TF-IDF achieved 
the best results on the training set, while SGD with GloVe obtained the best results on the test set (48.5%  
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accuracy, which is +3.2% higher than the accuracy of the best algorithm in Experiment 1; 47.3% F1-
score, which is +3.1% higher than the F1-score of the best algorithm in Experiment 1; and 47.3% AUC-
ROC score, which is +2.1% higher than the AUC-ROC score of the best algorithm in Experiment 1).

BiGRU + CNN + fastText, as in Experiment 1, outperformed all other algorithms, achieving 
62.13% accuracy, 61.29% precision, 61.33% recall, 61.33% F1-score, 53.77% AUPRC and 60.54% 
AUC-ROC. Training models on synthetically perturbated data and testing them on original data sub-
stantially improved the performance of neural networks compared to Experiment 1. Overall, an im-
provement of +10.9% in accuracy and +10.24% in F1-score was observed when comparing the best 
model from Experiment 2 to the best model from Experiment 1.

Experiment 3: Training, development, and testing on both original and synthetically perturbated data
The data were split as follows: 19475 for the training set, 16230 for the development set and 4869 for 

the test set.
As shown in Fig. 5, among all machine learning algorithms, XGBoost (combined with TF-IDF), 

as in Experiment 2, achieved the best performance (65.8% F1-score, 65.9% AUC-ROC). Logistic 
regression combined with TF-IDF achieved the highest accuracy (66.2%).

Fig. 5. Performance of machine learning and deep learning models in Experiment 3
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