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Abstract. According to statistics, the actual execution time of most jobs on a supercomputer 
cluster differs significantly from the time requested by the user. Investigation of distributions of 
supercomputer job execution times using statistical or machine learning methods allows optimizing 
the operation of a supercomputer cluster. We study the results of computational jobs processing 
in the supercomputer center of Peter the Great St. Petersburg Polytechnic University. We have 
developed a nonparametric approach for detection and statistical confirmation of weak stochastic 
orders based on categorical nonparametric framework of contrasts obtained from the Kaplan–
Meier estimators obtained from independent groups of right-censored observations. To adjust 
the confidence level of the detected weak stochastic orders, we apply the Bonferroni correction 
to all the comparisons under consideration. We perform comparative statistical analysis of the 
distributions of required execution times to complete successfully the job in different groups of 
right-censored observations; detect and confirm available weak stochastic orders.
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Аннотация. Согласно статистике, фактическое время выполнения большинства зада-
ний на суперкомпьютерном кластере существенно отличается от времени, запрошенно-
го пользователем. Исследование распределений времен исполнения задач на суперком-
пьютере с использованием статистических методов или методов машинного обучения 
позволяет оптимизировать работу суперкомпьютерного кластера. Мы изучаем результаты 
исполнения вычислительных задач в суперкомпьютерном центре Санкт-Петербургского 
Политехнического университета Петра Великого. Нами разработан непараметрический 
подход для обнаружения и подтверждения статистической достоверности слабых стоха-
стических порядков. Данный подход основан на категориальном непараметрическом ме-
тоде сравнений на базе оценок Каплана–Мейера, построенных по независимым группам 
цензурированных справа наблюдений. Для корректировки уровня достоверности обна-
руженных слабых стохастических порядков мы применяем поправку Бонферрони на все 
рассматриваемые сравнения. Проведен сравнительный статистический анализ распре-
делений времен, необходимых для корректного завершения задач, в различных группах 
наблюдений, найдены и статистически подтверждены некоторые слабые стохастические 
порядки.

Ключевые слова: данные типа времени жизни, оценка Каплана–Мейера, критерий типа 
Вальда, стохастические порядки, суперкомпьютерный кластер, планировщик задач
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Introduction

High performance computing is becoming increasingly important in different areas of scientific re-
search and industry. Collective supercomputer centers allow to perform calculations of any complexity 
to a wide range of users. The operation of a supercomputer center is a complex parallel queuing process 
of execution of computational jobs over time. An optimal scheduling of entire jobs leads to increasing 
performance of computations. The most important characteristic of a job is the required supercomputer 
resource involving the required time for its execution, the number of cores allocated to provide sufficient  
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Random-Access Memory (RAM) and the job execution quickness. A job scheduled on supercomputer 
can be divided into computational tasks that can be executed in parallel on different cores. An exit code is 
obtained at the end of the execution of each job.

The optimization of jobs management systems was discussed by a number of authors. The most 
famous subject of interest is the job running time and its prediction time given by user. In most cases 
user overestimate significantly job running time that implies non optimality in job scheduling. A ma-
chine learning regression-based method to predict mean running time by a vector of observed futures 
was studied in [5]. It was shown that the prediction of job running time allows the correction of run-
ning times obtained from users that increases sufficiently efficiency of job scheduling. Applications 
of supervised machine learning algorithms to predict the job running time based on information sub-
mitted by user at high performance computing centers was discussed in [17]. Machine learning clas-
sification methods to predict a class of running time distribution was under consideration in [4, 18]. 
The underestimation effect of running time by user was studied in [6]. Note that the most important 
characteristic of job processing is the required execution time to complete successfully the job, which 
can be equal to the running time or not available, if the job is terminated. Using the observed running 
time instead of the required execution time as well as just removing jobs, which was not completed 
successfully, lead to sufficient underestimation of the required execution time if the number of “un-
successful” jobs is valuable in compare with the total number of jobs. The right-censored survival data 
model, which is also applicable in the reliability theory, allows to estimate correctly the distribution 
of required execution time by using the running time and the indicator, which displays, if the job is 
completed successfully. Machine learning algorithms to predict the distribution of required execution 
time and its characteristics based on semiparametric and nonparametric regression models of survival 
analysis were studied in [14, 21].

Note that machine learning methods are more flexible in compare with statistical ones. The statisti-
cal conclusions are restricted to the probabilistic model of the experiment, but the statistical conclusions 
yield another kind of reliability of obtained results.

Categorical methods for survival right-censored data analysis are widely presented in the literature. 
In [20], likelihood ratio test for right-censored grouped survival data was studied and the chi-square 
limit distribution of the likelihood ratio test statistic was obtained. In [10], the chi-square test and the 
Wald’s type test for right-censored survival data was obtained and the comparative analysis of the tests 
under Pitman alternatives was performed. A parametric Pearson’s type test for right-censored survival 
was studied in [8]. In [1], modified versions of goodness of fit chi-square tests for simple and composite 
parametric null hypotheses in the nonparametric survival data models under presence or absence of 
the right censoring were obtained. Presence of one extra degree of freedom of the limit distribution in 
compare with the classical version of the chi-square test is noted and some examples are given. In [12], 
another approach was used to obtain chi-square test for complex parametric null hypothesis and the 
comparative analysis in Pitman’s efficiency of the test with another version of chi-square test obtained 
in [1] was performed. An adaptive version of the chi-square test obtained in [10] with a random da-
ta-based choice of grouping intervals is given in [2]. The chi-square tests for testing the null hypothesis 
that the failure time distributions agree with some known parametric model for hazard rates was given in 
[9], and the chi-square test for agreement of the failure time distributions with some known semipara-
metric regression model (e.g., the semiparametric accelerated failure time model) in general case under 
time dependent covariate was obtained in [3]. Wald-type categorical tests for testing homogeneity null 
hypotheses in the nonparametric right-censored survival data model used in this work was studied in 
[15], which is universal and can be more efficient than the linear rank tests commonly used in nonpar-
ametric survival analysis under some alternatives.

Moreover, machine learning methods also use for survival right-censored data analysis. Random 
forest-based algorithms were used to analyze right-censored survival data in [7, 11]. In [19], the authors  
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propose a new Transformer-based survival model, which estimates the patient-specific survival distri-
bution. Another example of the application of machine learning methods to the analysis of randomly 
censored survival data is presented in [13]. Here, the authors propose a method based on the Beran 
estimator using neural kernels to estimate the conditional average treatment effect.

In this work, we study the results of users’ jobs processing in the supercomputer center of Peter the 
Great St. Petersburg Polytechnic University. Since the limitations for the running time and the resource 
of supercomputer used to execute a job should be determined in advance, it is important to evaluate 
distributions of main characteristics of a job, which cannot be predicted exactly. We are interested in two 
important characteristics of the required resource: the execution time required to complete successfully 
the job in seconds, without taking into account the number of cores allocated, and the required com-
puter execution time that is obtained by multiplying the required execution time by the number of cores 
allocated. We investigate the distributions of the required execution times and required computer times 
and perform a comparative analysis of the distributions in different groups of users.

Each observation contains the supercomputer resource used to perform the job: the job processing 
time (observed execution time), the number of cores and the amount of memory allocated and the exit 
code, which indicates whether the job was completed successfully or it was interrupted due to an error, 
user request, lack of memory or time allocated for the job execution. In the latter cases, the job is incom-
plete and the job execution time is assumed to be censored. We relate the execution time (or computer 
time) required to complete successfully the user’s job with the failure time in right-censored survival 
data model. Then the job execution time and the indicator of successful completion of user’s job, which 
is determined by the exit code, is the right-censored observation.

We apply categorical nonparametric statistical framework based on contrasts obtained from the 
Kaplan–Meier estimators in d independent groups of right-censored observations to obtain advanced 
statistical conclusions on distributions of failure times in different groups of observations. Let T be 
the job execution time or computer time and U be the censoring time. Each observation (X, δ) con-
tains the job processing time X = min (T, U) and the indicator δ = I

{T ≤ U}
, that is equal to 1, if the exit 

code indicates that the computational task is completed successfully and 0 otherwise. We study the 
distribution of T and its dependence on the grouping factor, which reflects the user’s area of expertise. 
We create advanced categorical methods for right-censored survival data and apply them to perform 
comparative analysis of the distributions of job execution times and computer times T in 11 groups of 
user’s domain of scientific expertise [16].

Wald’s type categorical tests for survival data

The main object of statistical analysis is the distribution of the required execution time (or com-
puter time) T. The required execution time T is not observed exactly, if the corresponding job is not 
completed successfully, in this case, we explain the true execution time of the job as an independent 
censoring time. A single observation consists of the true execution time X = min (T, U) and the binary 
job exit code δ = I

{T ≤ U}
, which indicates whether the job was completed successfully or censored. We 

allow the distributions of the required execution times to differ in different groups of jobs and use a 
categorical covariate z ∈ {1, …, d} for grouping the data. The observed data contain the true execution 
times Xi = min (Ti, Ui) and the binary exit codes                      where Ti is the required execution time  
of i-th job, Ui is the independent random censoring time, and the covariate zi ∈ {1, …, d}, which deter-
mines the group, to which a corresponding observation belongs, i = 1, 2, …, n. Let Sz(t) = ℙz(T > t) be 
a completely unknown survival function of the required execution time in group z, z = 1, 2, …, d. The 
homogeneity null hypothesis is as follows:

{ }I ,
i ii T U≤δ =

( ) ( ) ( ) ( )0 1 2: , , .dH S t S t S t t= = = ∈ −∞ ∞
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We consider a weaker version of the null hypothesis, which requires the equalities of the survival 
functions Sj at some fixed points:

Let       be the Kaplan–Meier estimator of the survival function Sz in different groups, z = 1, 2, …, d. 
The asymptotic properties of the Kaplan–Meier estimators imply weak convergence

for any fixed vector of time points  , where N (0, Σj) is the mean zero Gaussian distribution with the 
matrix of covariance Σz,, nz is the number of observations in group z.

The matrix of covariance Σz has the following form:

where         is the element of the limit covariance matrix of the values of the Kaplan–Meier estimator at 
time points tv and tu, v, u = 1, …, k.

The term         of the covariance matrix can be estimated by the following Greenwood formula:

where Dl is the number of jobs completed successfully at Tl,      is the number of jobs not completed and 
not censored before Tl.

Then the estimate of the covariance matrix Σz has the following form:

Taking into account the independence of observations in different groups, we obtain the following 
joint weak convergence:

where                                         is the Kaplan–Meier estimator of the vector of survival functions          

                                       

D = diag(n*) is the normalizing diagonal matrix with the elements of the vector                                             

                                                                    at the diagonal; DΣ*D is the limit covariance matrix; O is the  

matrix of zeroes of size k×k.

( ) ( ) ( ) ( )0 1 2 1: , , , .T
d kH S t S t S t t t t∗ = = = =

   

 

ˆ
zS
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Denote                                                         and                                                 z = 1, …, d. Then the null 
hypothesis can be written as follows:

Let ψ = CT θ*, where CT is the matrix of contrasts of size q × m, θ* = (θ1, θ2, …, θm)T, is the vector  
of size m × 1. The contrasts matrix ψ = (ψ1, …, ψq)T contains linear functions of parameter ψj such that:

where cij are the elements of the matrix C, i = 1, 2, …, m, j = 1, 2, …, q.
We use the following pairwise contrasts:

In terms of the parameters θij = Si(tj), i = 1, 2, …, d, j = 1, 2, …, k, the vector function of contrasts  
ψ can be rewritten in the following matrix form:

where E is the identity matrix of k × k, Ο is the k × k-matrix of zeroes, the matrix of contrasts CT is of 
size kd × k(d – 1), the parameter θ* is of size kd × 1 and the contrasts vector ψ is of size k(d – 1) × 1.

In terms of the contrasts ψ the null hypothesis can be written as follows:

( ) ( )1 2, , , T
dS t∗ ∗= θ = θ θ θ



 ( )1 2, , , ,T
z z z zkθ = θ θ θ

0 11 21 1 1 2: , , .d k k dkH ∗ θ = θ = = θ θ = θ = = θ  

1 1 2 2 1
, 0,m

j j j mj m iji
c c c c

=
ψ = θ + θ + + θ =∑

( ) ( )
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( ) ( )
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The asymptotic normality of the estimators                       implies immediately the asymptotic nor- 
mality of the estimators      of the corresponding contrasts ψ:

Let                                  and                                   where       is a consistent estimate of the asymptotic  
variance of the estimator      under the null hypothesis. The Wald’s type test statistic for testing          

has asymptotical      -distribution under the null hypothesis. Under the fixed alternative                         
the Wald’s type test statistic has an asymptotical non-central        -distribution with the non-centrality 
parameter

Detection and testing significance of stochastic orders

Let X and Y be random variables. The random variable X is stochastically less than the random  
variable                         if

where FX(t) = P{X ≤ t} and FY(t) = P{Y ≤ t}, t ∈ (–∞, ∞), are the distribution functions of X and Y, 
respectively. In case of X and Y are failure times, it is convenient to rewrite the same property as follows:

where SX(t) = P{X > t} and SY(t) = P{Y > t}, t ∈ (–∞, ∞), are the survival functions of X and Y, 
respectively. The relation                determines the partial non-strict order on the set of distributions 
of random variables. In a similar manner, we say the random variables X1, X2, …, Xd are completely 
stochastically ordered

if                      for i = 1, …, d – 1. By the transitivity property of the stochastic order the random varia- 
bles are stochastically ordered                                             if                    for all 1 ≤ i < j ≤ d. We say that  
random variables X1, X2, …, Xd are completely stochastically ordered, if there exists a permutation 
(σ1, σ2, …, σd) of indices (1, 2, …, d), such that                                                  If the stochastic orders  
                     hold for some pairs of σi and σj only, then we report the incomplete stochastic order.

We use a special nonparametric approach to state stochastic orders of failure times in different groups 
of observations with high reliability. Since the survival function of failure time is equal to 1 at point zero 
and is tending to 0 as the argument is tending to infinity, the stochastic order cannot be checked in the 
nonparametric model. The stochastic ordering condition can be relaxed. We say that the random vari-
able X is stochastically smaller than the random variable Y in the weak sense                    with respect to 
the set Δ, if

( )ˆ Ŝ t∗ ∗θ =


ψ̂

ψ̂

TC D DC∗
ψΓ = ∑ ˆˆ ,TC D DC∗

ψΓ = ∑ ˆ ∗∑
0 .H ∗

( ) ( )ˆ 0, .Tn N C D DC∗ψ −ψ ⇒ ∑ (1)

1 2ˆˆ ˆ ,T
qn −

ψψ Γ ψ⇒ χ

2
qχ 0:AH ∗ ψ = ψ

2
,qµχ

1
0 0.Tn −

ψµ = ψ Γ ψ

( ) ,stY X Y≤

( ) ( ) ( )for all , ,X YF t F t t≥ ∈ −∞ ∞

( ) ( ) ( )for all , ,X YS t S t t≤ ∈ −∞ ∞

stX Y≤

1 2
st st st

dX X X≤ ≤ ≤

1
st

i iX X +≤
1 2 ,st st st

dX X X≤ ≤ ≤

st
i jX X≤

1 2
.

d

st st stX X Xσ σ σ≤ ≤ ≤

i j

stX Xσ σ≤

( )stX Y∆≤

( ) ( ) for all ,X YS t S t t≤ ∈∆ (2)
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where Δ is some bounded set of positive real numbers. Similarly, the complete stochastic order 
                                          holds, if

whereas the corresponding weak stochastic order                                            with respect to Δ holds, if

The weak stochastic order                                            can be obtained from d –1 pairwise stochastic  
orders                       i = 1, …, d –1, or, in terms of survival functions,

Let Δ = {t1, t2, …, tk} be a finite set. Then (2) can be rewritten as follows:

It seems natural to choose the checkpoints ts, which cover each of the supports of X and Y, but the 
statistical framework is inefficient, if the distribution of X is highly biased with respect to Y in this case.  
In order to increase the efficiency of the statistical analysis, we choose the checkpoints empirically  
from the combined distribution for each pair of distributions Xi and Xj, i ≠ j. Let (σ1, σ2, …, σs), s ≤ d,  

be an arrangement of the indices (1, 2, …, d);                                                            is determined for  

each pair of distributions of Xi and Xj, i, j ∈ {1, …, d}. We say the conditional weak stochastic order  

                                                 with respect to                     holds, if

In other words, the conditional weak stochastic order                                                  with respect to  

                   holds, if                             for all 1 ≤ i < j ≤ s. Note that the pairwise relation of the condi- 

tional stochastic order is not transitive in general case, since the stochastic order in each pair is deter-
mined in a different weak sense.

Let the survival data contain d groups of independent right-censored observations with fail-
ure times Ti having completely unknown survival functions Si within i-th group, i = 1, …, d. Set  

                                                   are checkpoints (that can be data based in general case) for weak pairwise  

stochastic ordering of distributions Ti and Tj for each pair of groups i and j;                          

We confirm the pairwise weak stochastic order                      at the confidence level 1 – α, if each of  

the particular left sided confidence intervals of level 1 – α/d for all of k contrasts                                

where                                                    are located entirely to the left of zero. In other words, we obtain  

joint confidence intervals for the contrasts by using the Bonferroni method. The particular right sided 
asymptotic confidence intervals are obtained from the asymptotic normality (1). The conditional sto-
chastic order including more than two groups can be confirmed at some confidence level in a similar man-
ner by using the right sided confidence intervals for the contrasts related to all the pairwise orders that de-
termine the conditional stochastic order with the Bonferroni correction on the total number of contrasts.
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We also report the p-value that allows to estimate the true confidence of the statistical conclu-
sion. Note that a pairwise weak stochastic order can be confirmed with some confidence, only if (2) 
holds for the Kaplan–Meier estimators for each t ∈ Δ. If the pairwise weak stochastic order for the 
Kaplan–Meier estimators fail, we report the p-value is equal to 1 and the corresponding confidence is 
estimated equal to 0. Otherwise, the p-value is determined as the infimum of α, such that the pairwise 
weak stochastic order holds at the confidence level 1 – α. Since a conditional weak stochastic order 
of 3 and more distributions is determined by the corresponding weak pairwise stochastic orders, the 
p-value of the conditional weak stochastic order is given as the maximal of p-values of the pairwise 
stochastic orders. The pairwise stochastic orders are obtained by using the confidence intervals for 
the contrasts with the correction to the number of weak pairwise stochastic orders that determines the 
conditional weak stochastic order. Finally, the estimator for the true confidence of a weak stochastic 
order is equal to 1 – p-value.

Another application of the contrasts method is the detection of available stochastic orders and the 
confirmation. Note that the whole range of (non-conditional) weak stochastic orders can be deter-
mined by using d(d – 1)/2 pairwise weak stochastic orders and both the alternative pairwise stochastic  

orders                    and                    related to the same pair (i, j) can be obtained by using the same k  

contrasts             s = 1, …, k. If all the two-sided joint confidence intervals for the contrasts lie en- 

tirely to the left of zero, we confirm that                      whereas if all they lie entirely to the right of  

zero, we confirm that                      with the same confidence as the joint confidence level of the in- 

tervals. Hence, only                      contrasts are required to detect all the pairwise weak stochastic or- 

ders for any distributions of T1, …, Td.
The conditional weak stochastic orders of 3 and more distributions can be obtained from pairwise 

weak stochastic orders. We consider the combination of all pairs for which there are the arrangements  
(σ1, σ2, …, σs), s ≤ d of indices (1, 2, …, d), such that (3) holds. For example, based on pairwise weak  

stochastic orders                                                                                      we construct conditional weak  

stochastic order                                                  In addition, we confirm the following pairwise weak sto- 

chastic orders:                                                          Then we obtain the conditional weak stochastic or- 

ders                                                and                                                    but not the conditional weak sto- 

chastic order                                                                       since we do not confirm the pairwise weak sto- 

chastic order                            

We consider the whole range of the two-sided joint confidence intervals for all                      the con- 

trasts and confirm all available conclusions on the pairwise weak stochastic orders at the confidence lev-
el (1 – α). Since we detect conditional stochastic orders, we are ready to reject all inconsistent pairwise 
stochastic orders.

Statistical data and planning of statistical analysis

The statistical data contains the results of users’ jobs processing at the supercomputer center of Peter 
the Great St. Petersburg Polytechnic University. For each run initiated by the corresponding user’s job, 
we have the processing time of computational task, the number of cores allocated and the exit code,  
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which allows to determine, whether the user’s job was completed successfully. Runs of duration less than 
5 seconds were removed. Finally, we use information on 1338565 runs from 01.09.2021 to 31.08.2023. 
Runs that were not completed or not completed successfully are assumed to be censored.

We analyze distributions of the execution time required to complete successfully user’s job, in sec-
onds, and the computer time (spent processor time), in processor seconds (sec.* CPU). All user jobs and 
corresponding runs were classified to 11 groups by user’s area of expertise:

•  astrophysics;
•  bioinformatics;
•  biophysics;
•  energetics;
•  geophysics;
•  IT;
•  mechanical engineering;
•  mechanics;
•  physics;
•  radiophysics;
•  a special group called geovation [10].
The Kaplan–Meier estimators of the survival functions of the required times and computer times to 

complete successfully user’s job are visualized in Figs. 1 and 2.
First, we test the homogeneity null hypothesis that the distributions of the required times (or com-

puter times) to complete successfully user’s job in different groups are all the same, as well as the pair-
wise homogeneity null hypotheses each pair of groups separately by using Wald’s type tests. If the null 
hypothesis of homogeneity is rejected, we perform advanced statistical analysis using contrasts method 
for each pair of the groups, for which significant differences in distributions of the required times (or 
computer times) to complete successfully user’s job were found, adjusted to the total number of pairs. 
The conditional weak stochastic orders of 3 and more distributions are obtained from the confirmed 
pairwise stochastic orders according to (3).

The checkpoints for pairwise homogeneity testing and further advanced analysis of contrasts are 
obtained in the following way:

1.  We obtain tmax is the largest observed failure time of for each of samples.
2.  The group with the smaller value of tmax is assumed to be a baseline group.
3.  The checkpoints are defined as 7 octiles (12.5%; 25%; 37.5%; 50%; 62.5%; 75%; 87.5%) of the 

Kaplan–Meier estimator related to the baseline group and the midpoint between the last octile and 
tmax, totally k = 8 of the checkpoints.

The checkpoints are consistent estimates of the corresponding numerical characteristics that de-
pend on the joint distribution of failure and censoring times. Then the asymptotic normality of the 
Kaplan–Meier estimators at the checkpoints is preserved under the null hypothesis and under a fixed 
alternative.

We use the significance level α = 0.05 (5%) and the joint confidence level 1 – α = 0.95 for all statis-
tical conclusions.

Results of statistical analysis

Testing the homogeneity null hypotheses displays significant differences in distributions of the 
required times and computer times to complete successfully user’s job both with the p-value not 
exceeding 10–300, the minimal available value in R. Testing the pairwise homogeneity null hypothesis 
displays highly significant differences in distributions of the required times and computer times to 
complete successfully user’s job for each pair of times and computer times as well with the maximal 
p-value 8.3∙10–67 for times in astrophysics and mechanics groups.
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Fig. 1. Kaplan–Meier estimators of the required job execution times

Fig. 2. Kaplan–Meier estimators of the required job execution computer times

The results of detection and confirmation of the obtained pairwise weak stochastic orders in the dis-
tributions of the required times and computer times to complete successfully user’s job are visualized by 
using directed graphs in Figs. 3 and 4, respectively: each vertex represents a group by the user’s area of 
expertise; an edge exists, if the stochastic order is confirmed at the joint confidence level of 0.95 adjusted 
to the total number of pairs; each edge is directed from a larger distribution to a smaller one.

We detect and confirm 21 pairwise weak stochastic orders for the required times to complete suc-
cessfully user’s job and 23 pairwise weak stochastic orders for the required computer times to complete 
successfully user’s job.

The graph shows that we also detect and confirm weak stochastic orders for the three groups, for ex-
ample, the required times in the geophysics group is stochastically larger than the required times in the 
biophysics group, which is stochastically larger than that in the geovation group.

We detect and confirm 4 triple weak stochastic orders for the required times to complete successfully 
user’s job and 10 triple weak stochastic orders for the required computer times to complete successfully 
user’s job.

Discussion

In this study, we develop the statistical framework for detection and confirmation, at some confi-
dence level, of weak stochastic orders in distributions of failure times from right-censored survival data.  
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The set of tools for nonparametric categorical analysis of right-censored survival data based on the 
Kaplan–Meier and the Nelson–Aalen estimators, as well as the contrasts methods for detection and 
confirmation of weak stochastic orders, were implemented in the R software development environ-
ment. The Bonferroni correction is applied to adjust the confidence level for all contrasts under con-
sideration.

We analyze the results of users’ jobs processing obtained at the supercomputer center of Peter the 
Great St. Petersburg Polytechnic University. We group users’ jobs into 11 groups by the user’s area of 
expertise. The main objects of interest are the required times and computer times to complete suc-
cessfully the user’s job in different groups of users. We associate these characteristics with the failure 
time in right-censored data model. Testing the homogeneity null hypotheses of failure time distri-
butions in different groups of users, as well as each of pairwise homogeneity null hypotheses, reveals 
non-random differences in the corresponding estimators in different groups of users with extremely 
high significance, close to absolute, for both required times and computer times to complete success-
fully user’s job.

Fig. 3. Significant conditional pairwise weak stochastic orders  
in distributions of the required times to complete successfully user’s job

Fig. 4. Significant conditional pairwise weak stochastic orders  
in distributions of the required computer times to complete successfully user’s job
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We detect and confirm at the 95% confidence level 21 pairwise weak stochastic orders for the 
required times to complete successfully user’s job and 23 pairwise weak stochastic orders for the re-
quired computer times to complete successfully user’s job.

Note that the obtained stochastic orders are a much more informative result than simply estab-
lishing the significant differences in the distributions. In particular,                implies that the mean 
value and all quantiles of T1 are smaller than the corresponding characteristics of T2. In some cases, 
weak stochastic order does not guarantee the existence of a corresponding stochastic order, but it is 
useful, because it allows us to draw conclusions for the corresponding quantiles. These conclusions 
are applicable to optimize user’s jobs processing.

1 2
stT T≤
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