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Abstract. Recommender systems often use NLP methods primarily for content processing. In
this study, we propose a new approach to building recommender systems, in which user interaction
data with content is considered within the framework of a natural language model. Thus, the
user preference vectorization model Pref2Vec is proposed as the basis for a hybrid recommender
system. Moreover, a concept of a user embedding space (UES) is introduced, which represents a set
of extended embeddings that capture end-user preferences. A new method of applying clustering
analysis to the recommendation process is also proposed. The Pref2Vec model and the UES class
were implemented in the Python programming language as an extension of the functionality of the
Gensim library. The model was evaluated using Recall@k and NDCG@k metrics. The comparative
analysis showed that the results obtained are comparable with the performance of the BPRME,
GRU4Rec and NextltRec models, which indicates the potential of the proposed model.
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AHHOTamusi. MHOTME peKOMEHAATeIbHbIE CUCTEMBl MCTIONIB3YIOT MeToabl NLP mpeumyiie-
CTBEHHO B 00paboTKe KOHTeHTa. B paboTe mpemyiaraeTcst HOBBIN MOAXO[ K TTOCTPOEHUIO PEKO-
MEHIATeIbHBIX CUCTEM, B KOTOPOM JaHHBIC O ITOJIb30BaTEIbCKIUX B3aMMOACHCTBUSIX C KOHTCH-
TOM paccMaTPUBAIOTCS B paMKax MOJEIN €CTEeCTBEHHOTO SI3bIKa. TakKuM 00pa3oM, TipeuiaraeTcs
MOJIeIb BEKTOPM3aLIMU MMOJIb30BaTeIbCKUX MpeanouTeHuit Pref2Vec B kauecTBe OCHOBBI TMOPU-
HOI peKOMeHIaTeIbHOM crucTeMbl. KpoMe Toro, mpemioxkeHa KOHIIETIINS TOJIh30BaTeIbCKOT0O
npoctpaHcTBa ambenauHroB (UES), koTopas npencrtapisieT coboil Habop pacIIMpeHHbIX dM-
OeTMHTOB, OTOOpAXAIOIINUX MPEATIOUYTEHUsT KOHEYHOTO TTOJTh30BaTesist. Takxke MpeyiokeH HO-
BBII CITOCOO MPUMEHEHMS 3aJa4i KJIacTepu3allii B PEIICHNN 3aJa4/ TTIOCTPOCHMS PeKOMEH Ia-
nuit. Mopenb Pref2Vec u knacc UES Oblin peann3oBaHbl Ha sI3bIKe TTporpaMmMupoBaHus Python
B KauecTBe pacluMpeHust pyHKIMoHanbHOCTH Oubnmnoreku Gensim. briia mpousBeneHa olieHKa
moneau pu momoinu MeTpuk Recall@k u NDCG@k. CpaBHUTEIbHBIN aHAIN3 MOKa3aJ, 4YTo Mo-
JIydeHHbIe pe3yabTaThl cpaBHUMBI ¢ TToka3areasamu moaeneit BPRMFE, GRU4Rec u NextltRec,
YTO TOBOPUT O MIEPCTIEKTUBHOCTH TIPEIJIOXKEHHOU MOMIEIIN.

KimoueBbie ciioBa: peKoMeHaaTeabHas cucteMa, 00paboTKa eCTECTBEHHOTO s13bIKa, MeToabl NLP,
3aJa9a KjlacTepu3anuu, Moaeau 2Vec, BEKTOPU3aUs MMOJIb30BAaTEIbCKUX MPEINOUYTCHUI, dM-
OelIuHT

Jna murupoBanus: Shulgin S.A., Benderskaya E.N. Leveraging natural language processing
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Introduction

The development of recommender systems (RS) is an actively developing area of I'T. Natural language
processing (NLP) methods allow to change the established paradigm of RS development — data about
content, users and their sessions are considered within the framework of a natural language model. This
approach opens new opportunities for interpreting a large amount of data.

The task of any RS is to extract and interpret information about user, content, and user’s interactions
with content to recommend them another content [1]. For this purpose, data mining methods have been
used [2]. The different architectures of RS stem from specific information processing tasks: content
recommendation, collaborative filtering, knowledge-based recommendation, and hybrid recommenda-
tion, the former being the most comprehensive one [1, 3].

The interest in research and development of RS is still wide and the issues are still challenging de-
spite many advances in this area [4]. These issues arise at various stages of RS design and are typically
formulated as five core tasks:

* Evaluation of RS performance and availability of datasets, including the evaluative criteria and
appropriate indicators choice and calculation;

» Sparsity overcoming, which arises both from a large volume of input data and users’ reluctance to
evaluate content;
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* Scalability of RS, which assumes that all the algorithms used should undergo performance tests
on large amount of data;

» Contextual dependence that permits an RS to obtain information about users’ environment. It im-
proves the accuracy of recommendations;

» The «gray sheep» problem, which is the presence of users whose opinions do not coincide with the
opinions of the group they belong to.

Machine learning methods are the one way to overcome the above problems. It enables RS to rec-
ognize regularities and patterns in amounts of data with the purpose of accuracy improvement of data
representation and interpretation. While considering the main methods used in the development of RS
[2], it was decided to focus on 2Vec models (Word2Vec, Paragraph2Vec, and Doc2Vec). These models
are NLP models that use a neural network to represent entities (words, paragraphs, documents, etc.) as
embeddings based on the context of their usage in a corpus [4, 5]. The software implementation of 2Vec
models is presented in the Gensim library [6].

Thus, the user preference vectorization model (Pref2Vec) is proposed in this paper as a basis for a hy-
brid recommender system. The model uses the Doc2Vec model. It extends the functionality of the Gen-
sim library. In addition, the class of user embedding space (UES) is proposed. It is used in constructing
the Pref2Vec model. Further, it allows to vectorize end-user preferences by applying a new method of
vectorizing text data, which considers the type of user’s interaction with the content.

Vectorization of user preferences

Vectorization (2Vec models) converts text into embeddings that reflect text semantics. Handling em-
beddings enables to use simple, effective and intuitive algorithms in development. For example, the
k-nearest neighbors (KNN) algorithm can be used within the search for the nearest embeddings in the
embedding space [7]. Almost all known 2Vec models are put into practice in isolation from RS devel-
opment, i.e. the models process the text only [5]. In this way, it seems appropriate to develop a model
for vectorizing text information that considers the type of user’s interaction with the processed content
(text). Pref2Vec is a new approach to RS building, which solves the problem of implementation context
dependence into the core of a RS by moving to a higher level of abstraction. It means that recommen-
dations will be generated depending on the preferences of a specific user. This approach also permits to
follow the principles of constructing a hybrid recommendation, since both static (content) and dynamic
(user preferences) data are subjects to the analysis.

Let us impose constraints on the data processed by the RS core. The content will be presented as text.
User's interaction with the content will be formalized as differentiated content assessment. It helps to
understand the degree of user's interest in a specific content. Based on these constraints, it was decided
to utilize the dataset from the GoodReads website [8]. A more detailed exploration of the input data is
presented in Sec. «Evaluation of the proposed model».

The Pref2Vec model is based on Doc2Vec, which is used for the initial processing of the content, i.e.
for the initial embeddings formation. The model converts documents (text fragments) to fixed-length
feature vectors using the PV-DM model (Distributed Memory model of Paragraph Vector) [9]. The al-
gorithm is built on the Word2Vec model: the task of word vectorization consists of its statistical analysis
(CBoW or Skip-gram models) relative to other words by researching the context of their use. Vectoriza-
tion is reached by using a neural network with stochastic gradient descent (SGD) and backpropagation
[10]. Further vectorization of documents consists of considering the vectors of all words used in the
document using the PV-DM model and the neural network. The optimal embedding size for Doc2Vec
depends on the specific application and the size of the data. The general range of embedding sizes is
from 100 to 300. In this regard, it was decided to form 200-dimensional embeddings.

It is necessary to overcome the contextual dependence problem. One of the solutions to this problem
is to include a type of user’s interaction semantics into an initial embedding (a vector representation
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Fig. 1. Scheme of the UES content

of a text formed by Doc2Vec). Initial embeddings will be expanded by adding another one dimension
that characterizes the type of user’s interaction with content as the subsequent phase of the processing.
Expansion of initial embeddings plays the same role as tone in tonal languages. For instance, different
tones in the Chinese interpret the same orthography in different ways. In this way, a type of user’s inte-
raction with content determines the context of use.

Sets of embeddings divided by interaction types can be interpreted as clusters. The proposed applica-
tion of clustering algorithms is to build recommendations analyzing information about the interaction
clusters of different users. Considering the large dimensionality of the expanded embeddings only key
information about the clusters should be used while building recommendations. We can say that the
centers of the clusters reflect an average user preference within a specific type of interaction. Hence, let
us take the centers as the key information for each user. This application of the cluster analysis permits
to reduce the amount of data involved in computations. In addition, it reduces the impact of outliers in
interactions clusters given the presence of “gray sheep” in the system. Therefore, there are solutions to
the problem of input data sparsity and the “gray sheep” problem. This non-classical application of the
clustering analysis (by computing the centers of interaction clusters) is a helpful method in designing
the Pref2Vec model. It was decided to use the k-medoids [11] algorithm as the implementation of the
cluster analysis. The algorithm is generally similar to k-means [12], but the centers of the clusters are
medoids (elements of the clusters). This feature of the algorithm also helps to reduce the impact of the
outliers on the process of building recommendations, because the effect of cluster elements distant from
the majority decreases while computing the center of its medoids.

Result of the data processing for one user (space of extended embeddings) is referred to as the UES.
It represents sets of extended embeddings divided by type of user’s interactions with the content. The
UES should likewise contain the computed centers for each set. Fig. 1 shows the scheme of the UES
content.

Based on the above, the process of converting content and users’ data is as follows:

1) Texts are transformed into 200-dimensional embeddings (initial embeddings) using the Doc2Vec
model;

2) Embeddings are modified by adding an extra dimension, which will allow reflecting content’s
belonging to a specific type of user’s interaction with the content. Subsequently, a UES is constructed;

3) Interaction clusters (sets) are formed as a result of constructing the UES. Afterwards, the clusters
need to be analyzed by computing for their centers using the k-medoids algorithm.

The scheme of the content processing of one category of user’s interactions is shown in Fig. 2.

The UES was implemented in Python using the Doc2Vec model from the Gensim library and A-me-
doids algorithm from the Scikit-Learn library. The Doc2Vec model was trained on annotations corpus
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Fig. 2. Scheme of the content processing of one interaction set

from the GoodReads dataset [8]. The t-SNE method was also used to reduce the dimensionality of the
embeddings for the purpose of visualization. Fig. 3 illustrates an example of the UES for one user described
in the dataset. We can see that cluster partitioning of the content into interaction sets is achieved by ex-
pansion of the embeddings. This application of the cluster analysis will further search for users with similar
preferences.

Mechanism of recommendation building

It is proposed to build the core of an RS at a higher level of abstraction — recommendations will be
built not only depending on a content similarity, but also depending on the preferences of a specific
user, i.e. on their UES. There is an opportunity to vectorize all users’ interactions with content as users’
preferences by the UES concept. The prospect of searching for similar UES and subsequently building
recommendations based on the data obtained opens up. Therefore, it is necessary to determine a meth-
od for similar UES searching.

It has been said before that each UES has a collection of interaction centers. We can say that each
collection reflects the main direction of user interests at every interaction type. Consequently, all other
embeddings except centers can be removed from further calculations. We will reduce the number of
embeddings considered in interaction sets. Thus, similar UES searching will be done through a com-
parison of interaction centers. This approach will permit to avoid a large number of calculations. It also
will permit to improve the level of accuracy in determining similar UES. In this case, one should resort
to calculating the cosine similarity between centers of considering UES. It is a measure of similarity
between two vectors of a Hausdorff pre-Hilbert space, which is used to measure the cosine of the angle
between them [13]. The measure is also actively used in 2Vec models [9]. For two vectors 4 and B, the
cosine similarity cos(0) can be represented as follows:

nA,xB‘
AB ; 1 i

WP S S

cos(0)=

The Pref2Vec model is assumed to have a users’ data corpus, i.e. a corpus of calculated UES. Next,
we obtain a list of the UES, closest to a target UES in cosine similarity, when forming a recommendation
for a target user. The contents of each UES from the list are potential recommendations, since these are
contents that users with similar preferences to a target user interacted with. Due to this, it is necessary to
rank the contents of similar UES to build a recommendation. The cosine similarity is also used to solve
this problem — embeddings of the nearest UES content will be compared with content embeddings that a
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Fig. 3. Visualization of the transforming content and user data into an UES:
(a) embeddings formation, (b) embeddings expansion, and (¢) computing centers of interaction sets

target user interacted with. Based on the calculations, we will interpret a result list of the closest content as
a list of Top-K recommendations.

As a consequence, the algorithm of recommendation building is as follows:

1) Centers of interaction sets are calculated for a target user (their UES);

2) Further, a search for the nearest UES to the target is performed on the model corpus based on the
calculated centers. In other words, it is a search for users with similar preferences in the corpus;

3) Elements of similar UES are compared with elements of the target UES and ranked according to
a degree of similarity;

4) Ranked list of the content is a result list of Top-K recommendations.

The above-described algorithm for recommendation building by the Pref2Vec model is presented as
a scheme in Fig. 4.

The Pref2Vec model was also implemented in Python. The model computes a corpus of UES by the
UES class previously developed in Python (see Sec. “Vectorization of user preferences”). It furthermore
allows to investigate the corpus in order to build recommendations for a target user. The developed mod-
el has a depth parameter, which characterizes the depth of the search for similar UES, i.e. the number
of UES considered in the search. There is also a target interactions parameter, which reflects the types
of interactions used in the recommendations building. An example of a prediction for one of the users
from the GoodReads dataset is shown in Fig. 5. We can see that the recommended books (Fig. 5, a)
can be semantically correlated with the word clouds of the target UES (Fig. 5, ¢) based on the titles and
annotations of the books (Fig. 5, ). The word clouds represent statistics of words occurrence for con-
tent a user interacted with [14] (the content is divided on types of interaction). A more detailed model
evaluation will be made below.

Evaluation of the Pref2Vec model

For evaluation of the model, it was decided to use the GoodReads website dataset [8], since the
dataset meets the requirements for the input data (see Sec. “Vectorization of user preferences”). The
website provides free access to an extensive database of books and their metadata. Hence, the dataset is
a collection of information obtained from the website: book data, user bookshelves data (anonymized
information about user interactions with books) and various user reviews [8, 15]. Content of user book-
shelves can be used to determine whether a user has read a book on their shelf and how quickly he/she
did it, whether a user gave a book a differential assessing (rating), and whether he/she wrote a book
review. The main interest is text data (book annotations) and user interactions data within the evalua-
tion of the core of a RS. The interactions data will allow to categorize the text data by interaction types.
The collections are also divided into different genre categories. We will use the data from the categories
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Fig. 4. Scheme of recommendation building by Pref2Vec model

“Children” and “Comics & Graphic”. In total, the collections contain information on 213493 books
and 17406979 user interactions.

Book annotations were preprocessed and vectorized using the Gensim library [6]. In addition, a
dataset of user preferences was formed by storing book identifiers into different interaction sets (read,
shelved, rating 0, rating 1, rating 2, rating 3, rating 4, rating 5) for each user. The resulting dataset was
noise filtered — users whose set rating 5 contained less than 40 elements were removed. The Pref2Vec
model corpus was composed of 80% of user interactions from the dataset (sample X). The remaining
20% of interactions (sample y) were used to assess the quality of recommendation building. Elements of
sample y were ranked by the maximum value of cosine similarity with sample X elements. This approach
opens an opportunity to estimate not only a percentage of an inclusion of recommendation elements in
the reference sample, but also to evaluate the quality of the ranking ability of the model.

Significantly, it is quite difficult to evaluate the performance of a RS due to the non-trivial nature of
the recommendation task. For this reason, the range of metrics used is individual for each developed
system [16]. The documentation of the RecPack metrics module [17] was discussed in that context. The
module contains a large number of baseline and metrics commonly used to evaluate state-of-the-art
recommendation algorithms. The Pref2Vec model generates a list of Top-K recommendations, so in
this way it is necessary to refer to the metrics for evaluating the ranking quality. The following evaluation
methodologies were chosen to achieve comparability with the performance of relevant models [18].

Table 1
Listwise metrics utilized in the model evaluation
Metric Formula Description
Recall@k Recall (u) = ietop ) " Computes the fraction of true interactions that made it into the
- f,"f Top-K recommendations
=
DCG (u ) . . . .
NDCG (u) = m Computes the normalized sum of gains of all items in a
NDCG@k recommendation list (NCDG@k — Normalized Discounted
min[K,y’n”’f) 1 Cumulative Gain, ICDG@k — Ideal Discounted Cumulative
IDCG (u)= _ Gain)
A log, ( j+ 1)
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Fig. 5. Result of Top-K recommendation building for a target user: (a) recommendations for the user,
(b) recommended content, (c¢) word clouds of the target UES

Building a Top-K recommendation for one user by the Pref2Vec model is a rather long process.
Due to this limitation, the evaluation of the RS core was performed for 200 users. The model corpus
consisted of interaction data about 100000 users (UES objects). As a result of the evaluation, the values
presented in Table 2 were obtained.

Table 2
NDCG@k and Recall@k metrics performance of the Pref2Vec model
Dataset Recall@10 | Recall@15 | Recall@20 | NDCG@10 | NDCG@15 | NDCG@20
GoodReads-Children 0.0904 0.1056 0.1585 0.0996 0.0769 0.0628
GoodReads-Comics 0.0542 0.1033 0.1627 0.1140 0.1099 0.0933

The obtained values were compared with the performance of the BPRMF, GRU4Rec, GRU4Rec+,
NextltRec, Caser, SASRec and HGN models [18]. The results of the comparison are presented in Fig. 6
and 7. In addition, there is a more detailed comparison of the values for the NDCG@10 and Recall@10
metrics in Tables 3 and 4.

The Recall@k metric values of the Pref2Vec evaluation were not as high as those of some considering
recommendation algorithms: HGN, SASRec, and Caser. However, at the same time, the metric values
are approximately at the same level as other models: BPRMF, GRU4Rec, and NextItRec. It is also ev-
ident that the values of the Recall@k have a higher growth rate with the growth of the parameter k than
most of the existing models. On the contrary, the values of the NDCG@k metrics were relatively high.
This indicates a good ability of the Pref2Vec to rank recommendations. We can say that the results of
the model evaluation seem to be adequate to meet expectations considering the introduction of a new
approach to processing user data and the time limitations of the Pref2Vec model.

Discussion

We can say that the values obtained are approximately at the same level as some of the relevant mod-
els in the field of modern RS design. Let us consider how this model can be improved:

— The performance of the model is definitely affected by its corpus size. Because of time and re-
source constraints, a corpus of 100000 users data was used during the evaluation, although the Good-
Reads dataset has data on 876145 users in total [8]. It is likely that a larger corpus size would increase
the performance.
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Fig. 6. Comparison of the Recall@k (¢) and NDCG®@k (b) metrics on the «GoodReads-Children» dataset

Table 3
Comparison of the NDCG@10 and Recall@10 metrics values
of the Pref2Vec model with the performance of relevant RSs (part 1)
Dataset BPRMF GRU4Rec GRU4Rec+ NextItRec Pref2Vec

Recall@]0

GoodReads-Children 0.0814 0.0857 0.0978 0.0879 0.0904

GoodReads-Comics 0.0788 0.0958 0.1288 0.1078 0.0542
NDCG@10

GoodReads-Children 0.0664 0.0715 0.0821 0.0720 0.0996

GoodReads-Comics 0.0713 0.0912 0.1328 0.1171 0.1140

— The depth hyperparameter impact on the efficiency of the model was not investigated in the paper.
Presumably, increasing the value of this hyperparameter will have a positive effect on the metrics, since
more content will be examined during the recommendation building.

— The quality of content vectorization directly affects the quality of the recommendation building.
It is possible to increase performance by varying the Doc2Vec model hyperparameters, which are used
to generate the initial embeddings.

— In addition, the model performance is affected by the method of searching for interaction cluster
centers. The use of methods such as Affinity Propagation [19] or Hierarchical Agglomerative Clustering
[20] can have a positive impact on the values of the metrics.

— In addition, it is possible to increase the model's performance by implementing spatial computing
methods from the SciPy library [21] other than cosine similarity: for example, computing the Euclidean
distance [22] or the Mahalanobis distance [23].

Conclusion

In this paper, the user preferences vectorization model Pref2Vec was proposed as the core of a hybrid
RS. The model is a new approach to RS design, which solves the problem of introducing context de-
pendence into the RS core. We managed to achieve it by moving to a higher level of abstraction, where
recommendations are built depending on the preferences of a specific user. The model also permits
adhering to the principles of hybrid recommendation, which is the most relevant approach in RS devel-
opment. Furthermore, the concept of the UES was proposed as the result of end-user data processing.
It is a set of extended embeddings that display the semantics of vectorized content and the semantics
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Fig. 7. Comparison of the Recall@k (a) and NDCG®@k (b) metrics on the «GoodReads-Comics» dataset

Table 4
Comparison of the NDCG@10 and Recall@10 metrics values
of the Pref2Vec model with the performance of relevant RSs (part 2)
Dataset Caser SASRec HGN | Pref2Vec

Recall@]10

GoodReads-Children 0.1060 0.1165 0.1263 0.0904

GoodReads-Comics 0.1473 0.1494 0.1743 0.0542
NDCG@]10

GoodReads-Children 0.0943 0.1007 0.1130 0.0996

GoodReads-Comics 0.1629 0.1592 0.1927 0.1140

of user's interaction with a content. Clustering helps to tackle data sparsity, improves RS scalability, and
manages the problem of “gray sheep”.

The Pref2Vec model and the UES class were implemented in Python as an extension of the Gensim
library functionality. Afterwards, the model was evaluated using the Recall@k and NDCG@k metrics.
Comparative analysis showed that the results obtained are comparable with the performance of the
BPRMF, GRU4Rec and NextltRec models. Values of the Recall@k metric of the Pref2Vec model have
a higher growth rate with the growth of the k parameter than most of the existing models. In addition,
values of the NDCG@k metric showed that the Pref2Vec model has a high quality of ranking recom-
mendations.
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