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Abstract. Optical Coherence Tomography (OCT) is an important tool in the diagnosis of 
common ophthalmological diseases, such as age-related macular degeneration and diabetic 
retinopathy. However, the processes of analyzing and interpreting OCT data are highly complex 
due to the need to process a large amount of data and the time spent on research, as well as the 
ophthalmologist's failure to recognize minor or early signs of the disease or rare pathologies. This 
paper proposes a comprehensive approach to the development of an OCT image analysis system 
based on deep neural networks. In particular, the performance of models based on four neural 
network architectures – ResNet50, VGG16, InceptionV4, and ResNet101 – was evaluated. The 
results show that the model based on the ResNet50 architecture achieves the highest proportion 
of correctly classified images. Furthermore, the integration of the developed model into a chatbot 
significantly reduces the time needed to interpret OCT images, which can contribute to increased 
availability of preliminary diagnostics and improved quality of medical services.
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Аннотация. Оптическая когерентная томография (ОКТ) является важным инструмен-
том в диагностике распространенных офтальмологических заболеваний, таких как воз-
растная макулярная дегенерация и диабетическая ретинопатия. Тем не менее, процессы 
анализа и интерпретации данных ОКТ представляют высокую сложность как в виду не-
обходимости анализа большого количества данных и затраченного на исследования вре-
мени, так и пропуска незначительных и ранних признаков заболевания или редких па-
тологий врачом офтальмологом. В настоящей работе предложен комплексный подход к 
разработке системы анализа изображений ОКТ на основе глубоких нейронных сетей. В 
частности, была проведена оценка производительности моделей на основе четырех архи-
тектур нейронных сетей – ResNet50, VGG16, InceptionV4 и ResNet101. Результаты пока-
зывают, что модель на основе архитектуры ResNet50 позволяет достичь наибольшей доли 
правильно классифицированных изображений. Кроме того, внедрение разработанной 
модели в чат-бот позволяет существенно сократить время интерпретации ОКТ изображе-
ний, что может способствовать увеличению доступности предварительной диагностики и 
улучшению качества оказания медицинских услуг.
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Introduction

According to the World Health Organization (WHO), some of the most common ophthalmic diseases 
are age-related macular degeneration (AMD) and diabetic retinopathy (DR). At the same time, vision-re-
lated diseases often lack obvious symptoms in the early stages and are easily overlooked by patients, lead-
ing to irreversible vision impairment by the time they visit the clinic [1]. Optical Coherence Tomography 
(OCT) is widely used in ophthalmology and is considered the gold standard for early diagnosis of many 
diseases, identification of prognostic biomarkers, monitoring disease progression, and evaluating patient  
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response to treatment [2]. OCT is a non-invasive imaging method that allows for high-resolution imaging 
of eye structures, with a resolution of up to 1–5 microns [3]. However, the analysis and interpretation of 
OCT data are complex due to the need to analyze large volumes of data and the time-consuming nature 
of the research, as well as the possibility of missing minor and early signs of disease or rare pathologies by 
an ophthalmologist [4].

In recent years, with the development of artificial intelligence (AI) technologies and machine learning, 
there has been growing interest in applying these methods to automate the process of OCT image analy-
sis. A distinctive feature of OCT data, as well as other medical data, is the subtle structural changes that 
can indicate the presence of disease. For example, disease identification often requires not only detecting 
pathology, but also determining its location and volume [5]. Traditional image processing methods cannot 
effectively identify such small anomalies, which necessitates the use of more sophisticated deep learn-
ing (DL) models capable of accounting for spatial and contextual dependencies within OCT images [6]. 
According to the research, systems based on such AI technologies as deep neural networks (DNN) can 
significantly improve the accuracy and speed of diagnosing ophthalmic diseases [7, 8].

A key factor in the development of AI technologies in the field of medicine is the availability of high-qual-
ity datasets [9]. To date, numerous results have been obtained using open datasets for creating models for 
analyzing OCT images [10–12]. Moreover, a key task in the development of AI systems for OCT image 
analysis is choosing a neural network architecture that will efficiently perform classification tasks. The most 
common types of networks are Convolutional Neural Networks (CNNs), whose main distinguishing feature 
is their ability to account for spatial hierarchical dependencies in data, allowing them to effectively identify 
complex patterns and structures in the images [8, 9, 13]. An important aspect of choosing a neural network 
architecture is also the balance between model complexity and the required computational resources. One 
promising direction in this area is the use of transfer learning, which allows pre-trained models on large data-
sets to be adapted to a specific OCT image classification task. The works [14, 15] show that transfer learning 
can significantly improve classification results, especially in the conditions of limited training data.

The novelty of this study is the creation of a comprehensive OCT image analysis system that integrates 
various modules, including segmentation, classification, and quantitative assessment of biomarkers. In 
previous stages of the research, we developed and tested a segmentation model using clinical data for de-
termining the type and quantitative parameters of biomarkers on OCT images [16]. The aim of this study 
was to compare the effectiveness of different neural network architectures for the task of OCT image classi-
fication to develop a disease classification module. The practical significance of this work is the integration 
of the neural network based model with the best accuracy into a chatbot to support doctors and patients by 
providing automatic interpretations and recommendations.

Materials and Methods

In this study, we used the publicly available OCTDL dataset, which consists of 2064 images from 
821 patients [10]. The images are B-scans in .jpg format obtained using the Optovue Avanti RTVue XR 
optical coherence tomography scanner with a raster scan protocol. The images were grouped into the 
following categories:

• Age-related Macular Degeneration (AMD),
• Diabetic Macular Edema (DME),
• Epiretinal Membrane (ERM),
• Normal (NO),
• Retinal Arterial Occlusion (RAO),
• Retinal Venous Occlusion (RVO),
• Vitreomacular Interface Disorder (VID) (Fig. 1).
Table 1 provides a description of the dataset. The entire dataset was divided into training, validation, 

and test sets in a 65/15/20 ratio to achieve an optimal balance between the amount of data for training  
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and evaluation on the independent images (Fig. 2). The distribution of images across the subsets also 
considered the proportion of each class in the overall dataset to minimize the impact of class imbalance.

Table  1
Distribution of image classes in the training, validation and test sets

Class Training Set Validation Set Test Set Total Images

AMD 801 192 238 1231

DME 96 21 30 147

ERM 100 20 35 155

NO 216 36 80 332

RAO 12 1 9 22

RVO 66 13 22 101

VID 49 12 15 76

For the classification of OCT images, we used four types of DNNs: ResNet50, ResNet101, Incep-
tionV4, and VGG16. These architectures have shown efficiency in the image recognition for tasks such 
as skin cancer diagnosis [17], early-stage Alzheimer’s disease detection [18], and retinal vessel detection 
in fundus images [19], as well as in quality assessment and classification of OCT images [20, 21].

The neural network architectures ResNet50, ResNet101, InceptionV4, and VGG16 are deep CNNs 
with varying numbers of layers, which were pretrained on large image datasets, such as ImageNet [22]. 
ResNet50 consists of 50 layers and employs “residual blocks.” ResNet101 has a similar structure, but 
comprises 101 layers. InceptionV4 is a DNN with 22 layers that includes “Inception modules” designed 
to reduce parameters, speed up computations, and prevent overfitting [23]. The VGG16 architecture 
includes 13 convolutional layers, 5 pooling layers, and 3 fully connected layers, and it has a simple and 
deep structure [9]. Prior to training the models, we performed data preprocessing and augmentation. 
The preprocessing involved resizing images to 224x224 pixels, and augmentation techniques included 
random cropping, horizontal and vertical flipping, rotation, shifting, and Gaussian blurring. The per-
formance of the models was evaluated using the following metrics: Accuracy (1), Precision (2), Recall 
(3), F1 Score (4), and AUC-ROC.

Accuracy (the proportion of correctly classified objects) measures the proportion of correct predic-
tions among all predictions. This is a basic metric for assessing the overall effectiveness of a model.

Fig. 1. Examples of the images from the publicly available OCTDL dataset

Accuracy ,TP TN
TP TN FP FN

+
=

+ + +
(1)
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Fig. 2. Visualization of the distribution of images across datasets

where TP are True Positives, TN are True Negatives, FP are False Positives, and FN are False Negatives.
Precision (proportion of true positive results) measures the proportion of true positive results among 

all results classified as positive:

Recall measures the proportion of true positive results among all actual positive cases:

F1 Score is the harmonic mean of precision and recall, making it useful in tasks, where the balance 
between the precision and the recall is important:

AUC-ROC (Area under the Receiver Operating Characteristic Curve) is a measure of the model's 
ability to distinguish between classes. The ROC curve is a plot that shows the model's performance at 
all classification thresholds. AUC-ROC is calculated as the area under the ROC curve, which is con-
structed based on different values of sensitivity (recall) and specificity (1 – False Positive Rate). These 
metrics were calculated for each class using the “one vs rest” method. To evaluate the metrics for the en-
tire dataset, the average value of the obtained metrics was calculated. As performance characteristics of 
machine learning models, training time, prediction time, and the number of parameters were measured.

For training the models, we used the early stopping algorithm. Early stopping was triggered, when the 
Accuracy metric, measured on the validation dataset, reached its maximum value.

Training and evaluation of the models were performed using the PyTorch DL framework (version 
2.1.1) and cloud resources from Yandex Cloud (Yandex Cloud Documentation), which were provided 
as a part of the Yandex Cloud Boost program in a configuration with vCPUs on the Intel Broadwell 
platform and GPU NVIDIA® Tesla® V100.

Precision .TP
TP FP

=
+

(2)

Recall .TP
TP FN

=
+

(3)

Precision RecallF1Score 2 .
Precision Recall

×
= ×

+
(4)
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To ensure user interaction with the model, an infrastructure was developed that included a chatbot1 
integrated with the DL model. For integrating the model into the chatbot, a server-side component 
was created in Python using the Django framework. To ensure flexibility and scalability, the system was 
containerized using Docker and deployed on Yandex Cloud resources.

Results and Discussion

In this study, models incorporating neural network architectures, such as VGG16, InceptionV4, 
ResNet50, and ResNet101 were trained on the OCTDL open dataset. To evaluate the performance of 
the models, metrics, such as Accuracy, F1 Score, Precision, Recall, and AUC-ROC were calcu-
lated, along with efficiency characteristics. Table 2 presents the metric values measured on the test set 
across all the classes for four models.

Table  2
Quantitative performance indicators of machine learning models

ResNet50 VGG16 InceptionV4 ResNet101

Accuracy 0.93 0.92 0.93 0.91

F1 Score 0.89 0.87 0.89 0.86

Precision 0.88 0.86 0.89 0.87

Recall 0.91 0.9 0.89 0.86

AUC-ROC 0.99 0.99 0.98 0.99

Number of Epochs 100 100 100 100

Training Time (seconds) 2913 3243 1890 1032

Prediction Time (seconds) 32 38 29 20

Number of Training Parameters (millions) 25.6 138 42.7 44.5

All four models demonstrated relatively high accuracy. The model with the ResNet50 architecture 
achieved the highest values for Accuracy (0.93), F1 Score (0.89), Recall (0.91), and AUC-ROC (0.99). 
InceptionV4 also achieved the same values for Accuracy and F1 Score. However, the Precision value 
(0.89) for this architecture was the highest among all, while Recall and AUC-ROC were 0.89 and 0.98, 
respectively.

Table 3 provides the performance values for the classification of individual ophthalmic disease class-
es. All models show satisfactory Accuracy values (above 0.8) for all classes. The Accuracy value for the 
RAO class is 1, which is associated with a lack of data in the test sample.

Fig. 3 allows for a visual comparison of accuracy values across four different neural network archi-
tectures — ResNet50, VGG16, InceptionV4, and ResNet101 — relative to metrics, such as Precision, 
Recall, and F1 Score. The graph shows that ResNet50 and InceptionV4 architectures demonstrate the 
most stable and highest metric values for almost all the classes of ophthalmic diseases. A noticeable 
decrease in accuracy is observed for the VGG16 model for the RVO class, which may be related to the 
insufficient volume of data for this class.

Fig. 4 shows the results of the confusion matrix calculation relative to the classes of ophthalmic dis-
eases for four neural network architectures. The most undesirable outcome in the clinical practice of 
automated algorithms is classifying a normal image, when there is a pathology present. From the table, 
it can be concluded that the ResNet50 and InceptionV4 architectures only misclassified in the AMD 
class, which was the most represented class in the test dataset. The VGG16 and ResNet101 architectures 
misclassified both AMD and ERM classes.

1 Telegram: Contact @eye_tech_bot. Available: https://t.me/eye_tech_bot (accessed 11.10.2024)



Applied problem solving with machine learning

109

Table  3
Performance values for the classification of individual ophthalmic disease classes

ResNet50

Class Precision Recall F1 Score Total images

AMD 0.97 0.96 0.97 238

DME 0.82 0.90 0.86 30

ERM 0.86 0.91 0.89 35

NO 0.92 0.88 0.90 80

RAO 1.00 1.00 1.00 9

RVO 0.74 0.77 0.76 22

VID 0.82 0.93 0.87 15

VGG16

AMD 0.99 0.95 0.97 238

DME 0.76 0.93 0.84 30

ERM 0.78 0.91 0.84 35

NO 0.95 0.90 0.92 80

RAO 1.00 1.00 1.00 9

RVO 0.82 0.64 0.72 22

VID 0.74 0.93 0.82 15

InceptionV4

AMD 0.97 0.95 0.96 238

DME 0.79 0.90 0.84 30

ERM 0.87 0.94 0.90 35

NO 0.92 0.91 0.92 80

RAO 1.00 1.00 1.00 9

RVO 0.75 0.68 0.71 22

VID 0.93 0.87 0.90 15

ResNet101

AMD 0.97 0.96 0.97 238

DME 0.81 0.87 0.84 30

ERM 0.75 0.94 0.84 35

NO 0.92 0.88 0.90 80

RAO 1.00 1.00 1.00 9

RVO 0.70 0.64 0.67 22

VID 0.92 0.73 0.81 15

Neural network architectures, such as ResNet50, ResNet101, InceptionV4, and VGG16, have also 
been used by other researchers for image classification tasks. In [11], the OCTDL dataset was employed 
to train VGG16 and ResNet50 models. The Accuracy, F1 Score, and Recall values for the ResNet50 
architecture were lower than those obtained in the current study, by 0.8, 0.2, and 0.6, respectively [10]. 
In [13, 23], the high efficiency of ResNet and Inception models for medical image classification tasks 
was demonstrated. In [8], the ResNet model achieved an accuracy of 0.97 for OCT image classification, 
while in [5] an accuracy of 0.95 using an Inception-based model was achieved.
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Fig. 3. The results of evaluating the accuracy of machine learning models for each class

The developed model was integrated into a chatbot. The response time for producing results is less 
than 1 sec, ensuring prompt feedback and enabling rapid analysis even with a high data flow. An example  
of the response received by a user through the chatbot is shown in Fig. 5. This study did not compare 
these results with the speed of data assessment by clinicians. Nevertheless, according to the literature, 
an AI system for radiological image analysis reduced the interpretation time from 11.2 to 2.7 days, high-
lighting the efficiency of automated systems in optimizing healthcare workflows and improving patient 
care standards [24].
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Conclusion

In this study, we identified the model with the highest accuracy for evaluating seven classes of oph-
thalmological diseases. This model is integrated into the chatbot and provides the doctor with a prelim-
inary result of the presence of a pathology in less than 1 second. Thus, the results of this study signifi-
cantly simplify and accelerate the process of data analysis for ophthalmologists, as well as allow patients 
to receive an initial consultation anytime and anywhere.

Fig. 4. Confusion matrix for four neural network architectures

Fig. 5. An example of OCT data analysis results using a chatbot integrated with a model  
based on the ResNet50 architecture. The results for image 2. Classification results:  

1. Age-related macular degeneration – 98.13%; 2. Norm – 0.61%; 3. Vitreomacular traction – 0.39%
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