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Abstract. The analysis of a person's social media behavior with respect to privacy and human 
rights provides information about their personality traits and is seen as a topical task today. In 
areas such as marketing, training, education, human resource management and hiring policies in 
companies, knowledge about personality traits proves to be profitable and important in decision 
making and business orientation cases. The paper analyzes the performance of machine learning 
methods in a personality trait identification task based on the DISC psychological model and 
a small size dataset created from scratch. Although the dataset created was relatively small, the 
machine learning methods used showed encouraging and convincing results. Results for all 
personality trait classifiers were improved using hyperparameter optimization, increasing the 
performance of the XGBoost classifier to 70.45% on the accuracy metric in the test sets.
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Аннотация. Анализ поведения человека в социальных сетях с соблюдением конфиден-
циальности и прав человека позволяет получить информацию о его личностных чертах и 
рассматривается на сегодняшний день как актуальная задача. В таких сферах как марке-
тинг, профессиональная подготовка, образование, управление человеческими ресурсами 
и политика найма в компаниях, знание о личностных чертах оказывается прибыльным и 
важным в случаях принятия решений и ориентации на бизнес. Статья посвящена анализу 
производительности методов машинного обучения в задаче идентификации личностных 
черт на основе психологической модели DISC и созданного с нуля набора данных не-
большого размера. Хотя созданный набор данных был относительно небольшого размера, 
используемые методы машинного обучения показали обнадеживающие и убедительные 
результаты. Результаты, полученные всеми классификаторами по всем чертам личности, 
были улучшены с применением оптимизации гиперпараметров, что позволило увеличить 
производительность классификатора XGBoost до 70,45% по метрике accuracy в тестовых 
наборах.
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Introduction

The last two decades have witnessed massive use of digital platforms for sharing ideas, feelings, opinions 
and emotions, and X (former Twitter which is banned in Russia Federation) is one of the most widely used 
platforms in this context. Automatic identification of users' personality traits based on publicly available 
information from online social platforms is increasingly becoming a promising field these days and attracts 
widespread interest in various disciplines [1, 2]. As of today, automatic identification of personality traits 
is likely to become beneficial in many areas, such as recommendation systems, attribution of authorship, 
implementation of recruitment policies. Such applications are mainly built based on psychological models 
such as MBTI, Big Five, DISC and usually require large datasets, machine and deep learning algorithms. 
The size of a dataset is an important component in determining the performance of a machine-learning 
model. Large datasets generally lead to better performance on the classification problem. Nevertheless, it 
is stated that, large datasets in personality traits identification tasks are mostly created in English language 
and it is quite difficult to find a dataset for a specific language, which may lead to use of small dataset. 
In machine learning, a small dataset usually refers to a dataset containing less than 1000 instances while 
calculations and mathematical computations on it can be performed on a computer in a short time. Such 
a dataset is considered small because it may not be representative of the population. Some previous works 
have been devoted to the identification of personality traits based on the psychological models Big Five 
[3], DISC [4, 5] and MBTI [6]. However, the existing datasets used in these papers are mostly outdated, 
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in English and unbalanced, making it difficult to make assumptions about different languages. An unbal-
anced dataset is one in which samples and their corresponding labels are not evenly distributed over the 
data space [7]. The unbalanced data distribution problem occurs when majority classes have a larger pro-
portion of features than minority classes.

To address this problem, a balanced dataset of small size, in French, based on the DISC psychological 
model was created and the results and performance of machine learning algorithms on this dataset were 
analyzed.

In this paper, a dataset in French language was used, which is less difficult and different for instance 
from Russian language from a linguistic point of view (Cyrillic and Latin alphabet). Russian language, like 
other Slavic languages is a morphologically rich language with free order and inflection. These linguistic 
factors make it difficult to collect enough relevant features data to efficiently train machine-learning mod-
els, which could produce lower quality results compared to French ones.

The choice of the DISC model is explained by its ability to be a predictor of improved manageability 
in work teams (enterprises, organizations) [8]. Thus, the present paper aims to analyze machine-learning 
methods performance on a balanced small dataset in the task of personality traits identification based on 
the DISC psychological model.

Problem statement

To achieve our objective, this paper is organized as follows:
1. the dataset creation in French and data annotation; 
2. data pre-processing;
3. application of different machine learning algorithms and analysis of their performance.
The social network Twitter (Twitter API) [9] was used to collect user-related data in this work. The data 

(tweets) were collected from January to May 2022 in French.
The psychological model used within the work is DISC. Personality traits were divided into four classes: 

dominance, influence, steadiness, consciousness. 
As a result, data were collected on 660 users and more than 144,117 tweets. The corpus was divided into 

training and test samples in the 80/20 ratio. 
The next steps after data collection were cleaning the dataset, its preprocessing and annotation, which 

was made possible largely by contacting an online service specializing in data annotation.
The following technology stack was used to implement the algorithms: Python 3.9 programming lan-

guage; NumPy, Matplotlib, SciPy libraries; Google Colab development environment.

Stages of work

In this paper, our main concern was focused on user privacy in the process of collecting and analyzing 
data from Twitter accounts. The main challenge was to respect the boundary between public and private in-
formation. Anonymity of user data was protected by replacing usernames with some codes. Sensitive data, 
such as age, gender or civil identity of users were neither published nor used in the selection, classification, 
and other processes in this work.

a) Dataset creation
During the dataset creation process, the following were used: Twitter API, keywords. To obtain relevant 

data from users, keywords related to emotion, derived from Watson and Tellegen two-dimensional emotion 
map (1985) were selected. The Tellegen-Watson model (Fig. 1) is useful for linking spatial and discrete 
levels of emotions [10].

The dotted lines are the upper-level dimensions. The dimensions of positive effect and negative effect 
are shown as solid lines from the middle of the hierarchy and provide the heuristics needed to distinguish 
specific words with discrete emotions based on function. Discrete emotions near the axis correlate strongly 
with this dimension [10].
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To analyze the personality traits of individuals and build up a clean dataset consisting only of person-
al and real accounts, it was essential during the collection process for a better analysis to delete tweets 
containing languages other than French in their structure and to detect and remove bots and typical ac-
counts such as: fanatical (sport, music), poetry and thoughts ones. During the filtering process several 
numerical characteristics were considered, such as the number of followed people, the number of friends, 
the frequency of posted tweets, the frequency of retweets, the frequency of comments and replies, and 
the age of the account (when the account was created). These characteristics were used by the Support 
Vector Machine algorithm during the training phase to proceed a binary classification to distinguish real 
accounts from others. The Support Vector Machine algorithm fitted well for this task due to its ability to 
handle high-dimensional data. A high value for metrics such as the precision and accuracy of an account 
indicated a high probability of a non-personal or fake account. For example, sports-related accounts have 
the particularity of having most of the tweets containing images, videos (taken from other sports-related 
accounts) with high frequency of replies and retweeting all sporting events with high frequency. As a result, 
660 users and 144,117 tweets were obtained as material for work. To ensure work productivity, it was cru-
cial to call on experts in the psychological field to annotate the dataset. The personality traits of the users 
were assessed by a panel of psychology experts on Fiverr.com. The Fiverr choice as a freelance platform 
for searching psychological experts is explained by its wide range of services and opportunities for finding 
services easily. To annotate the dataset, we opted for the choice of several psychological experts to compare 
the different results and judge their similarity. Psychological experts were chosen based on several criteria 
such as: their grades, their levels (diplomas and certificates, as Fiverr has a verification process during 
which sellers provide information about their training and background), and comments from other buyers. 
To determine user personality traits, each user was labelled with their most frequently used choice of words 
that fit the model.

Fig. 2 identifies the proportions of personality types: I (influence), D (dominance), C (conscientious-
ness) and S (steadiness). It is observed that personality types I and D are possessed by most users, and type 
S by a minority. The annotation work resulted in the following dataset (Fig. 3).

b) Data pre-processing
The obtained data is unstructured (Fig. 4), that is, it contains text, special characters, images, and vid-

eos. Hence, some pre-processing steps are required for further processing (Fig. 5) such as: converting all 
tweets to lowercase to create consistent text; removing stop words such as le, un; removing URLs, emoti-
cons and special characters used in tweets; applying tokenization and lemmatization. Although users can 
use emoticons in a post to express their feelings and to provide relevant information, however in our case 
the analysis of users' posts in our dataset showed a low frequency of emoticon used per post, or even per 
user, consequently in our work we opted to remove them completely for consistency in our analysis.

Fig. 1. Two-dimensional map of emotion by Wilson and Tellegen
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Fig. 2. Percentage of users by traits

Fig. 3. Annotated dataset

c) Model training
Before starting the model training process, the key point is feature extraction [6], which is the vector 

representation of texts. In this work, the TF-IDF model [9] was chosen, TF-IDF score is useful to adjust 
the weight between common and less frequently used words. A data augmentation method by synthetic 
minority oversampling, SMOTE [2], was applied to balance the dataset. In our work we have trained our 
dataset with supervised machine learning algorithms corresponding to the classification problem. To have 
the best algorithm according to several metrics, we used a certain number of classes of algorithms such as 
logistic regression, decision trees and gradient boosting algorithms.

Research results and their discussion 

To evaluate the performance of the machine learning models, we used several machine learning metrics 
such as: accuracy, precision, completeness, error matrix, ROC curve, F1-score. Also, to obtain a model 
that correctly generalizes the results, we were keen to separate all the training and validation data sets dur-
ing a time interval T (using temporal separation method). To this end, during the training phase the vali-
dation set is unknown to the classifier so that the validation set cannot accidentally infiltrate the training 
set, and this creates independence between the two sets. To improve the performance of some algorithms, 
hyperparameter optimization (maximum tree depth, learning rate) was applied [14]. In this paper, the XG-
Boost algorithm performed the best (Table 1) compared to other machine-learning algorithms. The most 
important success factors of XGBoost are its scalability in all scenarios and the ability to solve a real-scale 
problem using a minimum number of resources [15].
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Fig. 4. Dataset part state before preprocessing

Fig. 5. Dataset part state after preprocessing

Table  1
Results of XGBoost application

Precision Recall f1-score Support

C 0.71 0.55 0.62 31

D 0.69 0.61 0.65 36

I 0.73 0.86 0.79 50

S 0.65 0.73 0.69 15

In Fig. 7, it is observed that each point on the ROC curve is obtained from the values in the error matrix 
(Fig. 6) associated with applying a certain constraint to the classifier predictions. The ROC curve represents 
sensitivity as a function of specificity for all possible threshold values of the classifier under study. Classifiers 
that give curves closer to the top-left corner indicate a better performance. As a baseline, a random classifier 
is expected to give points lying along the diagonal (FPR = TPR). The closer the curve comes to the 45-degree 
diagonal of the ROC space, the less accurate the test. An excellent model has AUC (Area under curve) near to 
the 1 which means it has a good measure of separability. A poor model has an AUC near 0 which means it has 
the worst measure of separability. The higher the area under the curve, the better the model can perform. For 
example, our Class C, which represents the lowest population in our dataset has a curve close to the top left 
and achieve a sensitivity of 80% only if the percentage of misclassified positive examples is about 40% (Fig. 
7), which is a good result for a classifier that should have practical applications.

Fig. 8 indicates that the accuracy and completeness curve of Class D shows an acceptable result. An 
accuracy of about 80% is required to achieve60% completeness. The accuracy and completeness score 
(otherwise F1-score) for Class I is 0.69. The Class S curve shows a sensitivity to predicted positives values 
of 50% with a true positive rate of about 60%, which is average. Class C for 50% of predicted positive values 
shows a rate of almost 70% true positive values. When considering all the results of models based on the 
accuracy metric (Fig. 9), it is stated that, the model based on naive Bayesian classifier showed the lowest 
accuracy (48.48%), and the model based on XGBoost algorithm showed the best result (70.45%).
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Fig. 6. XGBoost Error matrix

Fig. 7. XGBoost ROC curve

Fig. 8. XGBoost precision and completeness
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Conclusion

To sum it up, our work showed the feasibility of applying gradient boosting algorithms to the analyzing 
personality traits task using balanced small dataset. To improve the algorithms performance, hyperparam-
eter tuning was applied to each classifier. Although the accuracy metric is not the only metric for evaluating 
the performance of a model, the developed model based on the XGBoost algorithm showed the best result 
according to the accuracy metric (70.45%). There is no universal threshold that we use to determine if a 
model has good accuracy or not. The judgement of good or bad accuracy is subjective and depends on the 
task in which it is measured. In our case, we obtained a score of 70.45% for a small dataset, so we can con-
sider our model to be useful according to the accuracy metric. In addition, model accuracy between 70% 
and 90% is realistic and consistent with industry standards.

The following steps were taken to solve the problem:
• Dataset creation in French using the social network Twitter. The dataset was based on the DISC psy-

chological model, which classifies personality traits into 4 categories: dominance, influence, steadiness, 
conscientiousness. 

• Dataset annotation. The dataset was annotated by a team of psychologists on the Fiverr platform. As 
a result, 660 users and more than 144,000 tweets were selected. After annotating the dataset by a team of 
psychologists, the first resulting version of the dataset was unbalanced. Thus, the SMOTE data augmenta-
tion method was applied for the purpose of balancing the dataset. 

• Data preprocessing and model training with several machine learning algorithms. In our paper, 
some applied pre-processing (semantic, syntactic) and features extraction methods are universal despite 
the chosen language. Most of the used methods in our work are designed programmatically (based on pro-
gramming libraries) and support most of the spoken languages of the world.

For further research, there is a need to address the issue of using Russian language material despite the 
linguistic difficulties of collecting and processing. One of the possible solutions would be to add more data 
and use other features or extraction methods. The potential of analyzing personality traits using the XG-
Boost gradient boosting algorithm lies in the possibility of using it in the development of recommendation 
systems useful in companies, higher education institutions, for marketing, audience targeting, implemen-
tation of recruitment policies.

Fig. 9. Algorithms accuracy
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