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Annotanusa. CerogHs MaccoBO€ COTPYAHUYECTBO B chepe pa3pabOTKU MPOTpaMMHOTO 0b6e-
CTIEUEHUS U OTKPBITHIX aPXUTEKTYp MEHsIeT (DyHIaMEHTAJIbHYIO CTPYKTYpy OM3Heca 1 repecTpa-
WBAET METONBI PabOTHI OpraHU3aIMii B YCIOBUSIX XECTKOW KOHKypeHIMU. B craTtbe mokazaHa
aKTyaJbHOCTb MCITOJb30BaHUS O0JIAYHBIX TEXHOJIOTUI B chepe MPOMBIILIEHHON aBTOMAaTU3a-
LIMU TEXHOJOTMYECKUX TpolieccoB. Pa3oOpaHbl TUTIOBBIE apXUTEKTYyphbl coBpeMeHHbIX ACY TTI,
a TakXke paspabaTbiBacMble MEXIYHAPOAHBIMU COOOIIECTBAMU HOBBIE CTAHAAPTHI U MOAXOJIbI
K TMPOEKTUPOBAHUIO MPOMBINUIEHHBIX CUCTEM YIpaBieHUsd. [IpoaeMOHCTpUpPOBaAH MPOTOTUIT
OTKPBITOM 00JJAUHOM pacripeleIeHHON cucTeMbl yrpasieHus Ha 6aze MOK 61131. IMpusene-
Hbl 3aBUCUMOCTH BBIYMCIUTEIBHON MOIIHOCTU BUPTYalbHBIX KOHTPOJUIEPOB OT KOJIMYECTBO
obpabaTbeiBaeMbiX 00bekTOB. MHUIIMaTBa Open Process Automation HampaBlieHa Ha yJIydile-
HUE BCEX MPEUMYIIECTB KU3HEHHOTO LIMKJa MPOMBIIIJIEHHbIX CUCTEM yIpaBjieHUs Oyiaronapsi
HCITOJIb30BAHUIO OCHOBAaHHOW Ha CTaHAAapTaX, OTKPBITOW, 0e30IMacHOi, COBMECTUMON apXu-
TEKTYpPbl U OTKPBITOU 6usHec-moaenu. Ctanmapt OPAS Ha 6a3e 9Toil MHUIIMATUBBI UCTIOJIb3YET
TTOJIXOJT «CTAHAAPT CTAaHAAPTOB». B paMKax TecTUpOBaHUS apXUTEKTYPhl B COOTBETCTBUM ¢ OPAS
OBLI c/IesIaH Psill BBIBOAOB 00 MCITOTb30BAHUM TEXHOJIOTUN.

KmoueBsie ciaoBa: Munyctpus 4.0, OPAS, o6naunaa PCY, obnaunbslie BoiuucieHus, ACY TII,
WHTEPHET BeIlleil, apXUTEKTypa aBTOMaTU3aIUN

Jlnga marupoBanusa: Potekhin V.V., Alekseev A.P., Kuklin E.V., et al. Cloud distributed control
system based on open process automation platform // Computing, Telecommunications and Con}
trol. 2023. T. 16, Ne 2. C. 17-28. DOI: 10.18721/JCSTCS.16202

Introduction

Today, massive collaboration in software development and open architectures is changing the funda-
mental structure of business and reshaping the way organizations operate in a highly competitive environ-
ment. Collaboration fueled by open methodologies and peer-to-peer production, is forcing management
to rethink their strategies. Organizations that previously built proprietary systems are beginning to develop
open-source products and creating public foundations where everyone can develop and contribute to push
the boundaries of their business as well as the boundaries of the industries in which they operate.

It is important to note that at the moment, the development under the Open Source concept is far
advanced in the field of information technology (IT), but in the field of industrial automation is still domi-
nated by the proprietary segment. Companies are reluctant to disclose their code base, mainly the flagships
of programmable logic controllers (PLC, PLC) and SCADA have closed interfaces, which do not easily
create a synergy of equipment from different manufacturers, forcing companies to use the products of one
company [1].

The lag of operation technologies (OT) from IT is caused by the fact that the development of open
solutions is not fully supported by large companies and spheres. Open Source developers are not only small
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startups looking for new revolutionary solutions. These are companies with billions of dollars: Google,
Apple, Facebook, Amazon, releasing their products with open source code, available for modification to
each individual developer.

To develop OT at the same speed as IT, it is necessary to move to the concept of an open industrial
platform, where development is carried out jointly with developers interested in improving products, free
competition, and rapid implementation of new technologies in existing facilities. Previously, the I'T sphere
borrowed the concept of lean manufacturing and developed the DevOps methodology for continuous
product improvement. In the OT-sphere it is necessary to borrow the Open Source concept as one of the
options for the effective implementation of new tools and technologies in the field of industrial automa-
tion. The Open Process Automation Forum (OPAF) is addressing this challenge.

The article discusses new methods for solving process control problems, as well as the results of their
application on assembled laboratory benches.

Open industrial automation platform standards

Open Process Automation is an industry initiative aimed at improving the full lifecycle benefits of in-
dustrial control systems through the use of a standards-based, open, secure, interoperable architecture and
open business model. The Open Process Automation Forum of The Open Group is the primary benefi-
ciary. As of July 2022, OPAF consists of 800 member organizations, most major distributed control system
(DCS) vendors, many hardware and software vendors, and system integrators [2].

The OPAF standards and architecture implement the new Industry 4.0 concepts of Cloud, Edge, and
Field computing, while allowing legacy management systems to be connected. The standards are generic
guidelines for the design of process control systems in the new paradigm.

Quality attributes have been defined as goals for the Open Process Automation Standard (OPAS):

* Interoperability,

* Modularity,

+ Scalability,

* Securability,

» Reliability,

 Portability,

* Affordability,

* Availability,

+ Discoverability,

* Evolvability,

* Manageability,

» Compatibility,

» Configurability,

* Discoverability,

» Usability,

» Flexibility,

» Testability,

» Reusability,

* Traceability.

The attributes of interoperability and portability are basic compared to currently available commercial
RSCs and PLCs.

A “standard of standards” approach is used to define the standard. OPAF has interoperability agree-
ments that allow information to be exchanged before publication with many organizations, including NA-
MUR, ZVEI, and PL Copen.

1. Architecture
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Fig. 1. OPAS architecture

Figure 1 [10] shows the target system architecture according to OPAS requirements, consisting of:

— OT Data Center (on premise) combines DCNs directly involved in managing equipment through a
physical connection;

— OT Data Center (external) includes remote device management (DCNSs) components;

— Enterprise IT Data Center is responsible for organizing enterprise business logic and communicating
with enterprise-level objects;

— OPAS Connectivity Framework (shared data bus) and control structures, including the Global Dis-
covery Server, is a set of services enabling the interaction of network components in accordance with the
OCF standard,;

— DCN (Distributed Control Node) is a distributed control node, which is a service or physical device
capable of connecting to a shared OCF bus;

— ACP (Advanced Computing Platform) is a process control platform.

1.1 Distributed Control Node

The main task of the DCN executor is the direct control of the device involved in the production of the
"controlled device". The application that controls the device has a 4-level structure [3], shown in Figure 2
[11].

The DCN application uses the FILO format, a four-layer structure where:

— Layer F, the application configuration layer, is the program itself, written in the Java programming
language or IEC 61131/ IEC 61499;

— Layer I is the runtime layer which reproduces the configuration;

— Layer L is the layer of interaction with external systems, the interface;

— Layer O is the operating system layer.

1.2 Shared Data bus

OPAS Connectivity Framework is responsible for network integrity, reliable data transfer, authoriza-
tion, authentication, and monitoring of devices on the network. Includes Global Discovery Server [4]. It
uses a system to maintain service discovery, for example, Consul, a specification that is used to manage the
server hardware, RedFish.

1.3 Advanced computing platform

ACP is responsible for high-level process control related to coordination of different DCN performers.
It is also involved in short-term forecasting of the production process, for which it is equipped with a data-
base and additional computing power.

1.4 Enterprise IT Data Centers
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Fig. 2. Application structure of DCN

Enterprise IT Data Centers has the largest computing power and is responsible for the primary ac-
counting of equipment, collecting heterogeneous technological information, aggregation, forecasting and
reporting. [5] From this component, information about the composition of the installed equipment, the
assignment of IP-addresses to network devices, the locations of devices is taken. This is also where the log
collector is located.

2. Prototype of Cloud-based DCS

2.1 Prototype of ExxonMobil

ExxonMobil has developed a prototype that meets the quality attributes described earlier in this article.
The essence of the experiments they performed on the prototype are described in the figure below.

Interoperability is the ability of two or more systems/components to exchange and use information.
This was demonstrated by combining components from 10 different vendors into a single system. For
example, three components were used to perform a simple PID control cycle: one component provided
input, another component performed PID calculation, and the third component sent output to the field.

Interchangeability is the ability to replace one component with another while the system continues to
operate. Basic 1/0 and regulatory control were originally performed in an IEC 61499 environment on a
Raspberry Pi device. This device was replaced with a DCN provided by Intel.

Configuration portability is the ease with which configuration information can be exported from one
application, imported, and then deployed to another application. The control function was originally
run in an IEC 61499 runtime environment provided by 4DIAC, which is an open source implementa-
tion of the IEC 61499 standard. The configuration of this application was exported and imported into
another IEC 61499 environment. Finally, the information was deployed and successfully implemented
in another execution engine provided by NXTControl, which is a commercial implementation of IEC
61499.

Application portability is the ease with which an application running in one environment can be re-
assigned and deployed to another environment. A simple PID control algorithm was run on an edge in
a DCN provided by Intel. The controller was reassigned and deployed in an NXTControl environment
running in ACP.

2.2 Structured description of prototype

We managed not only to repeat the experiments described above, but also to carry out high-load tests of
a physical DCN and a virtual DCN.

A schematic of the prototype and scenarios are shown in Figure 4.
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Fig. 4. Architecture of platform prototype

The stand was based on an open laaS platform used as an ACP. Soft-PLC, virtual controllers running
on Linux OS, were used as DCN:s.

In our case the evaluation of quality attributes was as follows:

— Interoperability was demonstrated by combining components from several different vendors into
a single system. For example, a virtual DCN took over the function of PID control, while the other two
physical DCNs from different vendors were responsible for analog and discrete signals.

— Interchangeability: a physical DCN was replaced by a virtual DCN with the same program. It also
shows the attribute of application portability.

We were able to apply a gateway to connect non-OPAS devices to the shared bus. It was also possible to
test the possibility of virtual NDP-code debugging on the virtual controller and model with further loading
into the physical DCN.

2.3 Test results

The results of the prototype testing are presented in this paragraph. Testing involved determining and
comparing groups of characteristics by performing the checks listed below:

22



4 Intellectual Systems and Technologies >

maste  claws

OPC UA:

Fig. 5. Common diagram of test

— High-load testing.

— Testing of cloud NMC for signal throughput rate.

— Cloud NMC backup in the cloud.

Test 1 — High-load testing

This test verifies compliance with virtual DCN target function requirements by establishing and com-
paring functionality and characteristics.

The user sets setpoints/process variables (SV) of PID controllers from the web SCADA (web-SCADA).
The cloud distributed control system (CDCS) controller implements PID control loops, which supply
control actions — control of valve opening percentage. The calculated percentage of valve opening in the
controller is transmitted to the objects in the model via IloT-gateway over the OPC UA protocol. The
number of PID controllers is about 100. In addition, the current values of analog sensors and the forecast
value are displayed.

User can also change the mode of PID-controllers (AUT-MAN-CASCAD), set values to the valve
output in the manual PID-controller mode, and change PID-controller coefficients from web SCADA
(web-SCAD).

This test allows you to set the maximum loads on the cloud-based DCS.

Tests were conducted on a virtual machine with the following computing characteristics:

— CPU: Intel Xeon Processor (Cascadelake) 2.7 GHz 1 Core;

— RAM: 2 GB;

— ROM: 20 GB;

— Network adapter: 10GbE Intel C622, 1000 Mb/s.

Test Order:

1. The telemetry values are read without load.

2. Next, the projects were loaded into the cloud-based DCS controller for 50, 100, 150, and 200 sensors
in turn, and then telemetry readings were taken for each option.

3. We added node power to 2 CPUs and up to 4 GB of RAM, and then performed steps 1—2 again.

Examples of test results are shown in Figures 6—8.

CPU load was unloaded as a percentage.

RAM load was loaded in absolute ratio.

Average cycle time was calculated in absolute value:

Cycle time =K * x,

where K is adjustment factor, x is the number of sensors/objects
As a result of the test, the readings of telemetry without load, as well as with load at 50, 100, 150 and
200 sensors were measured. As the number of sensors increases, the telemetry readings increase linearly.
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When processing 200 sensors with predictive analytics, there is a 120 ms deviation in controller cycle time,
which is 120%. With this virtual machine configuration, no more than 150 sensors can be effectively con-
trolled. After increasing the computing power of the virtual machine on which the runtime environment is
deployed, the behavior of the node did not change: when the number of sensors is increased, the telemetry
readings grow linearly.

Test 2. OPC-testing for signal throughput rate

In this test we check the speed of signals passing through the full route (SCADA — DCN — IloT-gate-
way — Output Device — Input Device — IloT-gateway — DCN — SCADA).

This test verifies compliance with the virtual DCN's target function requirements by establishing and
comparing functionality and features: Signal Delay Times. Signal Delay Times are fixed as follows:

— During the test, the input and output signals are recorded in the database and plotted in Web-
SCADA.

— After the test passes, the csv file with the time stamps and the corresponding values on the input and
output signal plots should be uploaded.

— The signal delay is calculated by the difference of the input and output signal timestamps.
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Fig. 9. Common diagram of test 2

Testing of SCADA system for performance and quality of processing of input analog and discrete sig-
nals received via physical communication channels:

1. Open SCADA system in the browser, “Speed” tab.

2. Start generation of signals in the form of a sine wave with a period of 10, 60 and 100 seconds.

As a result of the test, the performance and processing quality of the input analog and discrete signals
received via physical communication channels were tested. The average delay for all signals was 108 ms.
Generation of signals from the signal setter is displayed in Web-SCADA without data loss. The delay was
calculated using the following formula:

Delay=T, — T

out’

where T is input signal time, 7 is output signal time.

Test 3. OPC redundancy in the cloud

Web-SCADA and soft-PLC were created in the MasterSCADA development environment. Master-
SCADA allows you to organize the redundancy of the runtime system. The program is loaded to the con-
troller copy, executed in parallel without I/0O access, while the main (master) controller is running. As
soon as the failure occurs in the main controller, the system switches to the second (standby) controller
without significant delays and suspension of the programs execution with duplication of the current states
in the previous controller. After control transition, the standby controller is not initialized with initial val-
ues; it contains the same values as the primary controller.

This test demonstrates the results of redundancy, both the hardware part (disconnecting the compute
node from power) and the software part (disconnecting the virtual machine). As the virtual machine is
deployed on one of the compute nodes, its shutdown will be the same as that of the compute node.

Testing of the system for redundancy is done as follows: on the redundancy tab, there is a counter,
which is incremented every half a second. After starting the counter you need to shut down virtual ma-
chine/computing node, where virtual controller is deployed.

When incrementing the counter, all values are written to the database on the local controller (each to
its own).

After the main controller shutdown, control went to the backup controller's virtual machine. The
standby controller started writing values from 66, which suggests that about 6 values were lost during the
switchover. This amounts to about 1.5 seconds (2 values once per second).

Results of the test:

— MasterSCADA allows implementing software redundancy. Computing nodes implement hardware
redundancy (redundant virtual machines are located on different computing nodes).

— Switching delay was about 1.5 seconds.

— MasterSCADA does not record the data in the backup archive, until the moment of switching con-
trollers.

Software, developed on the basis of the IEC 61131 standard [6], as MasterSCADA in the prototype of
OCSADA, in recent years is criticized because of non-compliance with modern methods of software de-
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velopment. Current IEC 61131-3 [7] compliant software architectures for industrial process measurement
and control systems do not conceptually support reconfiguration and distribution. On the other hand,
according to the articles “Design and Execution Issues in IEC 61499 Distributed Automation and Control
Systems” [8] and “Is IEC 61499 in Harmony with IEC 61131-3” [9] identified as requirements for future
automation systems:

Portability. Software tools can open and correctly interpret program components and system configu-
ration that were developed in other software tools.

Configurability. Any device and its software components can be configured by software tools from mul-
tiple vendors.

Interoperability. Distributed devices can communicate with each other to perform the functions of a
distributed control system.

Reconfigurability. Software tools can change software and hardware configuration while the device is
running.

Distributability. Software components can be distributed to different devices in the system.

To address the limitations as well as new challenges in the development of industrial automation sys-
tems, the technical committee of the International Electrotechnical Commission (IEC) was tasked with
developing a new standard. The standard was named IEC 61499.

Conclusion

The Open Process Automation initiative aims to improve the full lifecycle benefits of industrial control
systems through the use of a standards-based, open, secure, interoperable architecture and an open busi-
ness model. The OPAS standard, based on this initiative, takes a “standards standard” approach. As part
of the OPAS architecture testing, the following conclusions were drawn.

For test 1 on the high-load test, telemetry readings were measured without load as well as with load
when 25, 50, 75, and 100 PID controllers were operating. As the number of PIDs increases, the telemetry
readings increase linearly. At the same time, it was proven possible to dynamically change the maximum
computing power on the virtual machine, thereby allowing the virtual controller to load more objects.
The 25 controls increase the RAM fill by about 20 MB, the CPU load by 10%. CPU load increases quite
quickly when you increase the number of PID controllers, it may be worth increasing the number of cores
in the virtual machine with a multiple increase in objects. With this configuration the virtual controller will
run 200 PID controllers.

For test 2 on the speed of signals, we tested the performance and processing quality of the input
analog and discrete signals received through the physical communication channels. The average delay
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for all signals was 108 ms. Signal generation from the signal setter was displayed in Web-SCADA without
data loss.

For test 3 on redundancy of the OPC in the cloud, the processes occurring when one of the nodes is
powered down were investigated. The switching of the control servers occurs seamlessly for the system
components. When power fails on the control node, control shifts to the backup node; delays are ob-
served only in the operation of the web interface of the IaaS platform. If the control server is restarted,
the web-interface crashes with an error until the server reboots. MasterSCADA allows you to implement
software redundancy. Compute nodes implement hardware redundancy (redundant virtual machines are
on different compute nodes).

OPAS includes standards that result in portability and interoperability. One such standard is IEC 61499.
The 1EC 61499 standard is part of the OPAS architecture. The requirements of this standard for the con-
trol system are the same as those for OPAS. This standard mainly differs from the IEC 61131 standard in
the way functional blocks are processed. In IEC 61499 the processing of functional blocks is event-driven:
event inputs and outputs are added to the interface of the functional block.

As a result of the work, new methods and technologies for solving process control problems on the basis
of the assembled laboratory bench were considered. Tests were conducted to show how the process can
change with the application of new control approaches and what the benefits of their use are.
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