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Abstract. Data analysis using neural networks and deep machine learning is one of the current
trends in scientific research in various fields. One of the scientific tasks of this direction is the
study and prediction of time series using artificial intelligence. The article discusses the results
of experiments on adding one-dimensional convolutional layers to a neural network within the
framework of the task of classifying meteorological time series data — wind speed. The accuracy
of the forecast is shown to increase due to the inclusion of one-dimensional convolutional layers
in the model. The increase in accuracy on the test data set for the problem under consideration
is about 9.5 %. Several variants of architectures for building a model with one-dimensional
convolutional layers and evaluating the accuracy of their classification after machine learning are
given. The results obtained allow us to conclude that the use of one-dimensional convolutional
layers in the neural network architecture is effective for identifying and predicting a time series
of meteorological parameters.
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AHHOTAmMA. AHAJIN3 TaHHBIX C UCITOJh30BAHUEM HEUPOHHBIX CeTell 1 IIyOOKOI0 MaIlWH-
HOTO OOYUEHMUS SIBISICTCS OMHUM M3 COBPEMEHHBIX TPEHIOB B HAYYHBIX MCCIEIOBAHUSIX B pa3-
JIMYHBIX 00acTsax. OgHa U3 HayYHbBIX 3a[1a4 3TOr0 HallpaBJIeHUs] — UCCIeA0BaHUE U TTPOTHO3U -
poBaHUE BpEMEHHBIX PSIIOB C TTOMOIIbIO NCKYCCTBEHHOTO MHTeIeKTa. B cTaThe paccCMOTpeHbI
pe3yabTaThl 3KCIMEPUMEHTOB MO J00aBISHUIO OJTHOMEPHBIX CBEPTOUYHBIX CJIO€B B HEHPOHHYIO
CeTh B paMKax 3ajJauyu KjacCU(PUKAUMU JTaHHBIX METEOPOJOTMYECKUX BPEMEHHBIX PSIIOB —
cKopocTeli BeTpa. ITokazaHo MOBBIIICHE TOYHOCTH IIPOTHO3a 3a CUET BKIIOUCHMS B MOACTb
OTHOMEPHBIX CBEPTOUYHBIX clioeB. [1oBBIIIIECHME TOYHOCTU HAa HAOOpE TECTOBBIX JAHHBIX IS
paccMaTpuBaeMoOi 3ajauu cocTaBisieT 0kosio 9,5 %. [TpuBeaeHbl HECKOJIBKO BADUAHTOB apXu-
TEKTYp AJsI TOCTPOEHUST MOJIENAN C OAHOMEPHBIMU CBEPTOYHBIMU CJIOSIMU U OLIEHKA TOYHOCTHU
X KjaccudUKamy mocjae MalimHHOTo odyueHus . [TonydyeHHble pe3yabTaThl MTO3BOJISIIOT Clie-
JlaThb BbIBOA 00 (O (HEKTUBHOCTH NPUMEHEHUST OTHOMEPHBIX CBEPTOYHBIX CJI0EB B apXUTEKTYpe
HEHPOHHOU CeTH TSI NICHTU(PUKAIIUY U TIPOTHO3MPOBAHMS BPEMEHHOT'0 PsIIa METEOPOJIOTH -
YeCKHUX IapaMeTpoB.

KiioueBble cioBa: HelipoHHAas CeTh, INTyO0OKOoe MalllMHHOE o0ydyeHue, 1D cBepToUHBIit ciloit, CKO-
POCTb BETpa, BPEMEHHBIE PSIIbI

Jna murupoBanusa: Kobzarenko D.N., Mustafaev A.G., Gasanova Z.A., Magomedova D.S.
One-dimensional convolutional layers in a neural network for wind speed time series analysis //
Computing, Telecommunications and Control. 2022. T. 15, Ne 4. C. 98—107. DOI: 10.18721/
JCSTCS.15408

Introduction

In modern scientific researches and developments, artificial intelligence, mostly represented by neural
network models, occupies its niche as a tool for solving a group of tasks, including wind energy parameters
prediction [1—3]. As a rule, these tasks are regression, forecasting, classification, generating new data
based on templates, searching for outliers in data, etc. At the same time, neural network models can be
used not only to solve tasks with a classical formulation, where there are initial data and it is required to
obtain the final result with the required accuracy, but also to carry out scientific researches that provide
answers to questions about the properties of data arrays.

The relevance of research on wind monitoring data is determined by the high interest in the develop-
ment of renewable energy sources. The main wind power characteristic is the speed. But the wind direction
is also an important parameter, since it affects the orientation of the wind turbine and its efficiency during
rotation.

To implement the research, we prepared a database based on observations from four meteorological
stations located on the territory of the Republic Dagestan (Russian Federation) for the time period of
2011-2020. The names of the stations, "Akhty", "Derbent", "Kochubey", and "Makhachkala", coincide
with the names of the corresponding settlements in the region.

© Kob3apeHko [1.H., Myctadaes A.T., lacaHoBa 3.A., MaromepoBa [1.C., 2022. U3patenb: CaHKT-MeTepbyprckuii NOIMTEXHUYECKUIA YHUBEPCUTET
MNeTtpa Benukoro
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Analysis of wind speed and direction time series using neural network models is a continuation of work
[4]. The work showed seasonal changes in the frequency characteristics of the meteorological time series
in the Coastal Dagestan.

In paper [5], the analysis of meteorological time series (wind speed and direction) was performed using
neural network models for the classification task built on the basis of fully connected layers only. This re-
search showed that wind direction time series are classified with almost 100 % accuracy. However, for wind
speed time series, the situation is different: in this case, the overall classification accuracy does not reach
70 %. This suggests that the wind speed time series related to the territories of the region that are close in
distance contain much less obvious patterns that cannot be captured by a network built only based on fully
connected layers.

Use of one-dimensional convolutional layers [6] is a way to improve the performance of a neural net-
work model. One-dimensional convolutional layers are used in a wide variety of tasks from different sci-
ence areas and technologies [7—12]. Therefore, this paper discusses the results of experiments on use of
one-dimensional convolutional layers for the wind speed time series classifying task.

Why classification but not regression? We suppose that performing classification before regression al-
lows us to answer the following questions:

— How well does a neural network recognize a meteorological station by wind parameters?

— What recognition is better: by wind speed data or by wind direction data?

— What data time intervals are optimal for recognition?

— Which meteorological stations are recognized better or worse?

— How are recognition errors correlated with the geographical and relative location of a meteorolog-
ical station?

The information obtained as a result of the classification task is very important in performing time series
prediction based on the same neural network. It significantly expands knowledge about the object of survey
— wind speed and wind direction.

We found no publications considering the meteorological time series classifying task in the same way
and knew with certainty that such researches had not been performed for our region before. Therefore, we
started from our own results.

Toolkit and data preparation

The work used one of the most popular modern tools — the Keras library for the Python programming
language. Keras is a high-level add-on to the basic Tensorflow neural network library, which allows you to
create models on Python more quickly than for example Py Torch or Tensorflow (separately from Keras). As
a programming environment, the Google Colaboratory cloud resource was used: it provided the ability to
do all the work, display and save the results in an Internet browser.

The source data were a set of text files with structured meteorological data. Each text file contained data
observations for a month. The frequency of observations was eight times a day in uniform time intervals
(hours:minutes): 00:00, 03:00, 06:00, 09:00, 12:00, 15:00, 18:00, 21:00.

The data covered the time period of 2011—2020. Each meteorological station was represented by a set
of 120 files containing information for 10 years. The first engineering challenge was to combine all the
data into a single table. A Python script was written to solve it. As a result of the script, the source data were
converted into the tabular format of the Pandas library. For the convenience of extracting information from
the table, a temporary index was formed. After conversion, the result table was ready for further work. It
was saved into the open CSV file format.

The next step was to prepare a data sample for modeling. The total sample was n-dimensional arrays,
where the last dimension determined the number of data blocks. In neural network models, it is accepted
to divide the samples into training, verification, and test ones. Usually 80 % is allocated to the training
sample and 20 % to the rest. In this case, it was decided to form samples by time periods: the time period
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of 20112017 was taken for the training sample, 2018 — for the verification sample and 2019—2020 — for
the test sample. Such an approach to sampling excludes data mixing, which would inevitably lead to their
imbalance (for example, there may be more data for winter or spring in the training sample than for other
seasons), which is not acceptable for the considered task.

The next step was to determine the elements of the sample arrays. For this, the concept of the data
block size was introduced. Consider the data block size as a sequence of measurements that fits into a
time interval measured in days. For example, a data block size of 3 days means that it contains 3 * 8 =
= 24 measurements.

The input model data are X — wind speed, and output data are ¥ — meteorological station index. To
reach the best neural network training results, it is usually required to normalize a dataset or to convert it
into the one hot encoding (OHE) format. An analysis of the entire database showed that wind speed values
were in the range 0—19 m/s. Therefore, to represent wind speed in OHE, it is sufficient to use a vector of
20 elements. The meteorological station index is also converted into OHE of 4 elements (by number of
stations). For example, for a data block size of 2 days, the following vector sizes are obtained:

— for X: 20 * 2 * 8 = 320 elements;

— forY: 4 elements.

Modelling

The current work is based on the results from [5]. In [5], the optimal parameters of the neural network
model for meteorological time series were selected. The values were as follows:

— batch size = 40;

— value for dropout layers = 0.1;

— activate function = 'relu’;

— learning rate = 0.000005;

— epoch count = 50;

— optimizer = 'Adam’;

— loss = 'categorical crossentropy';

— metrics = 'accuracy’.

Since the main purpose of the work is to improve the forecast indicators by using one-dimensional con-
volutional layers, then all the given basic parameters of the neural network remain unchanged.

The optimal network model based on fully connected layers only, taken from [5], is shown in Fig. 1.

Next, we performed experiments with one-dimensional convolutional layers. To do this, the neural
network used not only the one-dimensional convolution function Conv 1D, but also the functions: Spatial-
Dropout 1D and MaxPoolingID. Keras also has the Avarage Pooling 1D function, but as experiments showed,
it is not suitable for the solving task.

Here you can also introduce the concept of a block for one-dimensional convolution, which con-
sists of a layers’ sequence: SpatialDropout1D, ConvID and MaxPoolinglD. Experiments with enu-
merating parameters in functions showed that the value of the pool size parameter in MaxPooling 1D
should be 2, the value of the filters parameter in ConvID should be 10, and the value of kernel size in
Conv 1D should be 5.

This model consists of a sequence of four fully connected blocks. The fully connected block refers to
Dense and Dropout layers’ sequence. Further increase in neurons and blocks count does not improve ac-
curacy rates. Note that in the learning process, using the callback, the best result of the arithmetic mean
of the accuracy on the verification and test samples is fixed. The best result of the model training is shown
in Fig. 2.

Figure 3 shows the neural network model consisting of one convolutional block and two fully con-
nected blocks. Since convolutional layers, unlike fully connected ones, work only with a two-dimensional
tensor, it is necessary to use a Reshape layer before, and a Flatten layer after it.
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input_1 input:

[(None, 1920)] | [(None, 1920)]

InputLayer | output:

h J

dense | input:

(None, 1920) | (None, 2000)
Dense | output:

Y

dropout | input:

(None, 2000) | (None, 2000)
Dropout | output:

A J

dense_1 | input:

(None, 2000) | (None, 1500)

Dense | output:

h J

dropout_1 | input:

(None, 1500) | (None, 1500)

Dropout | output:

Y

dense_2 | input:

(None, 1500) | (None, 1000)
Dense | output:

A J

dropout_2 | input:

(None, 1000) | (None, 1000)
Dropout | output:

h J

dense_3 | input:

(None, 1000) | (None, 500)

Dense | output:

Y

dropout_3 | input:

(None, 500) | (None, 500)

Dropout | output:

A J

dense_4 | input:

(None, 500) | (None, 4)
Dense | output:

Fig. 1. The model based on fully connected layers only

° The best accuracy on validation and test sets = 69.38 %

G Overall accuracy on the test set: 69.58 %
Station classification accuracy: Akhty 65.8 %
Errors on stations:

Derbent - 15

Kochubey - 1

Makhachkala - 5

Station classification accuracy: Derbent 68.33 %
Errors on stations:

Akhty - 13

Kochubey - @

Makhachkala - 6

Station classification accuracy: Kochubey 85.8 %
Errors on stations:

Akhty - 1

Derbent - 1

Makhachkala - 7

Station classification accuracy: Makhachkala €68.8 %
Errors on stations:

Akhty - 2

Derbent - 1@

Kochubey - 12

Fig. 2. The best result of the model based on fully connected blocks only training
(screenshot from Google Colaboratory notebook)
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input: | [(None, 1920)]

input_1 | InputLayer
Pt P Y output: | [(None, 1920)]

input: (None, 1920)
output: | (None, 1920, 1)

reshape | Reshape

input: | (None, 1920, 1)
output: | (None, 1920, 1)

spatial_dropoutld | SpatialDropoutlD

input: | (None, 1920, 1)
output: | (None, 1916, 10)

convld | ConvlD

input: | (None, 1916, 10)

max_poolingld | MaxPooling1D
P & & output: | (None, 958, 10)

input: | (None, 958, 10)
output: | (None, 9580)

flatten | Flatten

input: | (None, 9580)
output: | (None, 1000)

dense | Dense

input: | (None, 1000)
output: | (None, 1000)

dropout | Dropout

input: | (None, 1000)
output: | (None, 500)

dense_1 | Dense

input: | (None, 500)

dropout_1 | Dropout
output: | (None, 500)

input: | (None, 500)
output: | (None, 4)

dense_2 | Dense

Fig. 3. The model based on one convolutional block and two fully connected blocks

The best result of training the model based on one convolutional block and two fully connected blocks
is shown in Fig. 4. The figure shows that the training result only by adding one convolutional block was im-
proved by more than 3 %. Next, you can experiment with the number of fully connected and convolutional
blocks, and see what the accuracy limit of the forecast can be achieved.

Experiments with the number of fully connected and convolutional blocks led to the final version of
the neural network model, which had the best learning result. The model consists of a sequence of two
convolutional blocks and four fully connected ones, and allows you to get result that is another 2 % better
than the previous one (Fig. 5).

All the models discussed above have a sequential architecture. The idea arose to try to design and test
models with parallel branches and their subsequent merging through the concatenate layer. Obviously,
each branch must have a difference in data processing. In parallel model branches, it is logical to vary the
parameters of the ConvID (filters, kernel size) and MaxPolling 1D (pool_size) layers.
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° The best accuracy on validation and test sets = 75.21 %

=g Overall accuracy on the test set: 72.92 %
Station classification accuracy: Akhty 68.33 %
Errors on stations:
Derbent - 16
Kochubey - 2
Makhachkala - 1
Station classification accuracy: Derbent 81.67 %
Errors on stations:
Akhty - 7
Kochubey - @
Makhachkala - 4
Station classification accuracy: Kochubey 83.33 %
Errors on stations:
Akhty - 1
Derbent - 1
Makhachkala - 8
Station classification accuracy: Makhachkala 58.33 %
Errors on stations:
Akhty - 2
Derbent - 15
Kochubey - 8

Fig. 4. The best result of the model based on one convolutional block
and two fully connected blocks training (screenshot from Google Colaboratory notebook)

° The best accuracy on validation and test sets = 75.83 %

> overall accuracy on the test set: 75.8 %
Station classification accuracy: Akhty 73.33 %
Errors on stations:
Derbent - 14
Kochubey - @
Makhachkala - 2
Station classification accuracy: Derbent 83.33 %
Errors on stations:
Akhty - 6
Kochubey - @
Makhachkala - 4
Station classification accuracy: Kochubey 80.0 %
Errors on stations:
Akhty - 1
Derbent - 1
Makhachkala - 1@
Station classification accuracy: Makhachkala 63.33 %
Errors on stations:
Akhty - 4
Derbent - 12
Kochubey - 6

Fig. 5. The best result of the model based on two convolutional blocks
and four fully connected blocks training (screenshot from Google Colaboratory notebook)

As a result of many experiments, the optimal model of the following architecture was adopted. After
the initialization and reshaping layer, parallelization into three branches followed, where each branch was
a model from Fig. 3 — one convolutional and two fully connected blocks. The branches differed only in the
kernel_size parameter, which changed with values 3, 5 and 7. After merging the branches in the Concate-
nate layer, a sequence of four fully connected blocks was added to the model, completely in accordance
with the model in Fig. 1.

All the completed it is possible to improve the learning result by more than 3 % (Fig. 6).

In addition, the results of classification accuracy by objects turned out to be more balanced than in
previous models. This is especially noticeable if we summarize the learning results for the four considered
models in a single table (Table 1).

Table 1 shows the effectiveness of using one-dimensional convolutional layers in parallel branches and
varying the kernel size parameter in the Conv 1D layer.
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° The best accuracy on validation and test sets = 79.17 %

[+ oOverall accuracy on the test set: 78.33 %
Station classification accuracy: Akhty 76.67 %
Errors on stations:

Derbent - 9

Kochubey - ©

Makhachkala - 5

Station classification accuracy: Derbent 78.33 %
Errors on stations:

Akhty - 8

Kochubey - @

Makhachkala - 5

Station classification accuracy: Kochubey 85.@ %
Errors on stations:

Akhty - 1

Derbent - @

Makhachkala - 8

Station classification accuracy: Makhachkala 73.33 %
Errors on stations:

Akhty - @

Derbent - 1@

Kochubey - 6

Fig. 6. The best result of the model based on tree parallel brunches training
(screenshot from Google Colaboratory notebook)

Table 1
Comparison of the model accuracies, %

M1 M2 M3 M4
OVERALL 69.58 72.92 75.0 78.33
Akhty 65.0 68.33 73.33 76.67
Derbent 68.33 81.67 83.33 78.33
Kochubey 85.0 83.33 80.0 85.0
Makhachkala 60.0 58.33 63.33 77.33

Conclusion

As can be seen from the results of the presented work (Table 1), when processing the wind speed time
series, the use of one-dimensional convolutional networks significantly improves the accuracy of the fore-
cast on the test data set. In addition, a model architecture with parallel branches and variation of the
convolution kernel size can be effective and more beneficial in the classification task not only due to the
accuracy of the overall forecast, but also thanks to balancing the accuracy of the objects forecast.

As well known, neural network model architectures are directly dependent on the source datasets. It
would be incorrect to compare our results with the simulation results for other regions, since the climate is
different everywhere, while datasets may differ in data size and completeness.

In the paper, we do not offer a template for solving similar tasks, but a solution to improve the neural
network accuracy by adding 1D-convolutional blocks, while also providing some experiments with the
possible model architecture variants.
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