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Abstract. The expansion of Russian market of electric and autonomous vehicles leads to
an increase in demand for automation of contactless charging (without driver participation).
The article proposes a method of contactless charging of electric vehicles, which involves
automatically determining the type of car charging connector, selecting the appropriate charger
and connecting it to the charging connector of an electric vehicle through the use of a robot
manipulator. A feature of the technique is the determination of the type and coordinates of the
location of the charging connector of the car by reading images obtained from the camera of
a gas station in real time and processing them with a convolutional neural network model. A
study was conducted, and a function was selected that allows optimally solving the problems
of classification of charging connectors, which ensures maximum accuracy of the result. The
volume of the training sample for the neural network was used in the amount of 10,000 images
from a synthetic data set, which was created on the basis of three types of the most popular three-
dimensional models of charging connectors on various backgrounds. The proposed technique
is implemented in a prototype of a software and hardware control complex for a manipulative
robot based on a Raspberry Pi controller.
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AnHoTamus. PacimpeHune poccuiickoro pelHKa 3JIeKTPUUECKUX 1 aBBTOHOMHBIX TPaHCIIOPT-
HBIX CPEACTB BeJeT K YBEJIMUYCHUIO CITPOCAa Ha aBTOMATH3allMi0 0ECKOHTAKTHOM 3apsaku (6e3
ygacTus BomuTesist). B crarbe mpemoxkeHa MeTOIMKA OCCKOHTAKTHOM 3apsIIKM 3JICKTPOMO-
Ouseii, KoTopas MpearnojaraeT aBToOMaTUUYeCKoe OIpe/eeHue TUMa 3apsaHOro KOHHEKTopa
aBTOMOOWJISI, BBIOOP COOTBETCTBYIOILIETO 3aPsIIHOTO YCTPOIMCTBA U €ro MOAKIIOUEHUE B 3apsif-
HBIII KOHHEKTOP 3JIEKTPOMOOMJIsSI Ojlaromapsi UCIOJb30BaHUIO poboTa-MaHumysTopa. Oco-
OEHHOCTHIO METONUMKU SIBJISIETCST OTIpEJIeIeHUE TUITAa U KOOPAMHAT PACTIOJIOXEHUS 3apsITHOTO
KOHHEKTOpa aBTOMOOMJIS 3a CYET CUMTHIBAaHUS M300paKeHU, IMOIydIaeMbIX ¢ KaMephl aBTO3a-
IIPaBOYHOM CTAHIIMM B PEXMME PEATbHOTO BPEMEHHU U 00paOOTaHHBIX MPU MTOMOIIY MOICIU
CBEPTOYHOI HelipoHHOI ceTu. [IpoBeneHo uccienoBaHue U BbIOpaHa (PYHKIIMS, TTO3BOJISIO-
11ast ONTUMAaJIbHO pelaTh 3aayu KiaaccubuKaiuu 3apsiAHbIX KOHHEKTOPOB, obecIeyrBaolas
MaKCUMaJbHYIO TOUHOCTH pe3yiabTaTta. O0bEM oOyJaloliieil BBIOOPKU A1 HEMPOHHOM ceTu uc-
nojb3oBaH B pazMmepe 10 000 nzobpaxxeHut U3 CUHTETUUYECKOTOo Habopa JaHHBIX, CO3JaHHOTr0
Ha OCHOBE TPEX TUIOB HauboJiee IMOIYISIPHBIX TPEXMEPHBIX MOAeei 3apsIAHBIX KOHHEKTO-
POB Ha pa3IUYHBIX (PoHAX, MPUOIMKEHHBIX K PeaIbHBIM YCIOBUSIM MCITOJIB30BaHUS POOOTOB,
00CITyXMBAIOIINUX 3apsiaAHble CTaHIIUMK. [IpenmoxkeHHass MeTOAMKA pealn30BaHa B IMIPOTOTUIIE
MpOrpaMMHO-aNMnapaTHOro KOMILIeKca yrnpaBieHUsI MAaHUTYJISILIMOHHBIM pOOOTOM Ha OCHOBE
KoHTposiepa Raspberry Pi.

KimoueBsie clioBa: aBToMaTu3alnsi, KOMIBIOTEpHOE 3peHHUE, CBEPTOYHASI HEMPOHHAS CeTh, PO-
0OT-MaHUMYJSATOP, 3apsSIAHOE YCTPONCTBO

Jlna murupoanus: Vlasenko N.A., Dusaeva A.l., Nikiforov 1.V., Prelovskii D.S. Technique for
automating charging of an electric vehicle based on a Raspberry Pi controller using neural networks
// Computing, Telecommunications and Control. 2022. T. 15, Ne 4. C. 37-50. DOI: 10.18721/
JCSTCS.15403

Introduction

To date, one of the most acute environmental problems in developed countries is the pollution of the
atmosphere by exhaust gases from motor vehicles. The total level of environmental pollution by exhaust
gases from total emissions of harmful substances in Europe is 72.9 % [1]. One of the possible ways to
solve this problem is the widespread use of electric cars since they are more environmentally friendly
than cars with an internal combustion engine and contribute to reducing the consumption of fossil fuels.
This trend leads to the need to build a modern infrastructure for the vehicles maintenance [2].

Often, the construction of infrastructure for vehicles is carried out using robotic tools and systems,
which makes it possible to automate processes and minimize human involvement [3]. One of the parts of
such infrastructure is a contactless charging system with the use of robotic manipulators, which should
provide a high-quality, reliable, and fast connection of the charging station with the charging socket

© BnaceHko H.A., [lycaeBa A.W., Hukudopos W.B., Mpenosckuii A.C., 2022. U3patenb: CaHKT-MeTepbyprckuii NOAMTEXHUYECKUIA YHUBEPCUTET
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of the car. Accordingly, with the increase of electric vehicles in the Russian market [4, 5], the need
for automatic contactless charging systems using robotic manipulators also increases, which is why the
relevance of the chosen topic is determined.

In addition, the situation in Russia differs from other electric vehicle markets [4], since there are
cars in our country that meet both European and Japanese standards. Guided by these considerations,
the paper considers the most popular charging sockets of electric vehicles in the territory of the Russian
Federation [5].

Research

Since the issue of the introduction and creation of automatic charging stations is relevant almost for
the whole world, many research groups are developing automated charging systems for electric vehicles.

For example, M. Bell, J. Duro, T. Flynt et al. in their article [6] consider a robot manipulator for
refuelling electric cars. Their research is aimed at developing a navigation system for the robot using the
LiDar system, as well as a system of movement towards the charging connector option.

Researcher E.H.C Harik in the article [7] considers the possibility of introducing autonomous
electric tractors into agriculture and proposes an autonomous charging station system that uses visual
navigation and detection to connect a power cable to an outlet. In the article, E.H.C Harik uses only
one type of charging connectors, which is a generalized model and is not used in real conditions.

A group of authors, B. Walzel, C. Sturm, J. Fabian, and M. Hirz, in their work [8] give a brief overview
of both existing charging systems from large companies such as Tesla, Volkswagen, and various research
projects, for example, a charging system from the Technical University of Dortmund. In addition, the
article highlights the main problems associated with the development of such an automatic system:
the location of the car in the parking space at the time of connecting the charger, various types of
connectors. They also proposed the concept of an automated charging system.

The works considered in the study provide a solution to their task, but they also have several
disadvantages associated with a low degree of automation, low connection quality (below 70 %), which
leaves room for improvement of the car charging automation. Some solutions describe a generalized
model and are not applied in real conditions.

The article suggests a different approach for charging electric vehicles with a robot manipulator. Its
main task is to automatically determine the type of charging connector of the car and build the optimal
trajectory from the charging station to the socket of the car using a robot manipulator. Also, a distinctive
feature is the creation, training and testing of a neural network for classifying various charging sockets
on a physical model of an automated charging system with the function of visual navigation of a robot
manipulator.

The aim of the work is to develop a technique that provides contactless charging of electric vehicles
by means of implementing a software and hardware complex based on the use of neural networks and a
Raspberry Pi controller.

The methodology consists of three main steps presented below.

Step 1. Automatic detection of the type of car charging connector by reading the image from the
video camera and its recognition by means of a neural network.

Step 2. Determining the coordinates of the charging socket and calculating the optimal trajectory for
moving the selected charger to the socket of the electric vehicle.

Step 3. Connecting the charger to the charging connector of the electric vehicle by using a robot
manipulator.

A feature of the technique is the determination of the type and coordinates of the location of the
charging connector of the car by reading images obtained from the camera of a gas station in real time
and processing them using a convolutional neural network model. The technique proposed in the paper
is implemented in a software tool based on the Raspberry Pi 4 controller.
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Finite automaton behaviour of the robot manipulator

The technique proposed in the paper was brought to implementation in a hardware and software
complex, the basis of which is the behaviour described by a finite automaton. Fig. 1 shows a model of
its behaviour in the form of a Mile machine [9], consisting of a finite number of states. Based on certain
input data, there is a transition from one state to another and data transfer.

In a finite state machine, the following basic states can be distinguished:

— "take photo" — the state in which the camera located at the gas station takes a picture of the
charging socket of an electric vehicle;

— "recognize socket" — the state in which the type of car charger is recognized by the image created
by the camera;

— "change charger" — the state in which the robot manipulator changes the active charger to a
suitable one for the current car;

— "calculate coordinates" and "calculate angle" — states in which, based on photos of the charging
socket of an electric vehicle, the coordinates of its location and angle are calculated, respectively;

— "plug" — connection of the charger by the robot manipulator to the charging socket of the electric
vehicle;

— "charge" — a condition that characterizes the process of direct physical charging of an electric
vehicle;

— "idle" — the state of the end of the charging process of the electric vehicle.

The most interesting states that will be considered in the paper are: "recognize socket", "calculate
coordinates” and "calculate angle".

Automation of determining the type of car charging connector

In the "recognize socket" state, the type of car charging socket is determined based on image
recognition [10].

There are a large number of charging sockets for electric cars. They differ in charging speed. According
to statistics [4] the most popular cars for 2020—2021 are Nissan Leaf, Porsche Taycan, Audi e-tron, Tesla
Model 3, Mitsubishi i-MiEV and others. These models use the following types of charging connectors:

command=CHARGER
PHOTO

command=SOCKET
take PHOTO
photo

command=NO_SOCKET

command=CHARGER l

CHARGER_TYPE,

calculate
oordinateg

change
charger

command=FALSE

COORDINATES

command=NEXT_OFFSET
calculate \CALCULATED_ANGLE

command=UNFINISHED command=UNCENTERED
CURRENT_ANGLE
die command=FINISHED, command=PLUGGED m command=CENTERED

Fig. 1. Behavior model of robotic arm system
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a) b) 9

Fig. 2. Models of charging sockets in use

— standard connector of the first type (SAE J1772, J-PLUG, J-plug), shown in Fig. 2a is a North
American standard, common among American and Japanese vehicles. It is single-phase and includes 5
contacts;

— connector of the second type (Mennekes), shown in Fig. 25 is a European standard with 7 contacts,
at the moment it is the most common among electric vehicles in Europe and China, can be single-phase
or three-phase;

— combined type (CCS Combo 2), shown in Fig. 2¢ is an improved version of the second type with
9 contacts. The second type of the cable can also be used for this connector.

Thus, the work selected the above tips for recognition automation as the most common in Russia.
Their example shows the applicability and effectiveness of the methodology. At the same time, the
applicability of the technique is not limited to the considered types of electric vehicles and their charging
sockets. It is universal and can be used, among other things, for other electric vehicles. To do this, it will
be necessary to expand the data set for training the neural network with images with additional photos
of charging connectors and retrain the neural network.

Figure 3 shows the architecture of a neural network for determining the type of electric car charger,
which consists of four convolution layers [11] (Conv2D with the number of neurons 8, 12, 16 and 18,
respectively), performing the operation of multiplying the image matrix (28x28) by the convolution
core matrix (3x3). Convolution layers alternate with four layers of subdiscretization (MaxPooling2D),
which are necessary to compress the size of the extracted image feature map [12]. The work uses a
convolutional neural network, because this architecture has proven itself well in image recognition tasks,
and the number of layers is justified by the highest efficiency and quality of recognition in comparison
with other numbers of layers.

Consider the layers of a neural network. The thinning layer (Dropout) is used to solve the problem
of retraining the network, converting to a one-dimensional vector (Flatten). Next is a fully connected
layer with a linear activation function (Dense 128 + ReLU), a thinning layer (Dropout) and the last fully
connected layer with a sigmoid activation function (Dense 4 + sigmoid), which determines independent
probabilities for determining the coordinates of the object in the frame. At the output of the neural
network, we get a two-dimensional array array [samples] [4], where samples is the number of images
submitted to the input of the neural network, and 4 is the number of coordinates received.

To classify the connectors, the Softmax activation function was used, which determines the dependent
probabilities of distribution over three possible classes for classifying objects. At the output of the neural
network, we get a two-dimensional array array [samples] [3], where samples is the number of images
submitted to the input of the neural network, and 3 is the probability distribution by class.

To train a neural network that implements the recognition mechanism of the charging socket of an
electric vehicle, a data set [13] from CAD models (Computer-Aided Design) was prepared.
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Fig. 3. Architecture of classification charging sockets neural network

The approach used in the work makes it possible to obtain many images of the required objects in
various positions, lighting and environment, and automatically mark up the data.

10,000 images were obtained in the work. In the Blender program, a program was created using the
bpy library, where a random angle and position of the part on the scene are calculated within acceptable
limits, since it should be facing the camera and should not go beyond the stage. After that, the background
is applied, the image is saved with the settings set.

Choosing an optimizer for classification of charging connectors

The study and selection of the best optimizer for the task of classifying charging connectors was
carried out. These optimizers are used in most machine-learning tasks.

Stochastic gradient descent (SGD) [14] is one of the simplest methods of minimizing the loss
function, on the basis of which other optimizers are built:

0, <06, —nVeJ(GZ),

t+1
where 0 — network parameters (weights), 1| — learning rate, J (9,) — loss function.

In the connector classification problem, this optimizer is at 1 = 0.001 (this value is optimal, because
with an increase in this hyperparameter, the final classification accuracy will decrease due to a large
number of local minima omissions, convergence may not be achieved, with a decrease, the convergence
rate will decrease significantly, especially when entering the plateau zone), it has the lowest convergence,
the classification accuracy on the test set was 35.64 %. This problem arises due to the impossibility of
adaptive changes in the learning rate and, accordingly, the step length.

The Root Mean Square Propagation Algorithm (RMS Pro) is used for batch optimization, in which
data is processed in blocks. Its main idea is to preserve the moving average of the squares of the gradients
for each weight. The learning rate is adapted by dividing it by an exponentially decreasing average of the
squares of the gradients:

v, =Bv,_, +(1_B)(V9J(9,))2 ’

0,,, < 6, ————V,J(6,),

WV, T €

t+1
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where v, — moving average, B — accumulation coefficient, € — smoothing parameter.

In this case, the loss function for the validation set and the classification accuracy are unstable, the
accuracy on the test set was 81.54 %.

Adaptive Moment Estimation (Adam) is an advanced RMS Pro algorithm using momentum and
one of the most effective and most frequently used optimizers in machine learning [15]. It calculates
the adaptive learning rate for each parameter with a slight change in weights for characteristic features.
To ensure this, it is necessary to preserve the exponentially decreasing average of the squares of the
gradients in previous iterations and the exponentially decreasing average of the past gradients. Instead
of using the entire dataset to calculate the actual gradient, this optimization algorithm uses a randomly
selected subset of the data to create a stochastic approximation:

m, = Blmt—l +(1_BI)VGJ(et)

v =B +(1-B,) (Ve (6,))

1-B, Aloss
et+1 —r ) ’

T] - T] A
«—0,———m, =0, ——| Bm,_, +
D +e ! \/§+6[B1 L1-B) A,

where 1 = 0.001, B, = 0.9, B, = 0.999, € = 105 0 < B, < 1,0 < B, < 1 — accumulation coefficient;
v, — average non-centered variance; m, — exponential moving average.

At the end of the training, the classification accuracy, and the loss function for the training set and
for the validation set begin to diverge, which entails retraining, so the accuracy with this optimizer was
84.15 %.

The algorithm of adaptive estimation of moments with infinite norms (Adamex) uses the inertial
moment of gradient distribution:
|k

v, =By, +(1-B4)[VeJ (6,)

=4 = mas (B9, (0., B2V, (0. B 9,00, ) 9,7 (0)
et+1 <~ et _ﬂmt
u

t

n=0.002, B,=0.9, B, =0.999.

At the beginning of the training, there is a big difference and instability of the results of functions
on the test and validation datasets, however, by the hundredth epoch, the results gradually converge;
nevertheless, the recognition accuracy of the test set was 77.23 %.

Adaptive estimation of moments with Nesterov acceleration (NAdam) is an improved Adam
algorithm. In this optimizer the next position of the exponential running average (ﬁzt ) is not predicted
in advance, and the gradient update formula compared to the Adam algorithm changes accordingly as
follows:
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et+1

n . 1=
(_et_ An mzzet_ An Blmt+ B; foss >
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n=0.002, B, =09, B,=0.999, ¢=10".

Thanks to this algorithm, significant success was achieved: instability of functions was eliminated,
the results of their work converged, the recognition accuracy of the test set was 91.59 %.

Table 1 shows the final comparison of the accuracy of the classification of optimizers for each charging
connector. The rows of the table are the tests performed to determine accuracy by class (Type 1, Type 2,
Type 3), the total accuracy on training data (Train_accuracy) and on test data (Test_accuracy), and the
columns are the optimization functions under consideration. The cells show the results of calculating
the recognition accuracy on the test data set.

Table 1
The resulting classification accuracy for different optimizers

Adam NAdam RMS Pro Adamax SGD

Type 1 0.7554 0.8785 0.6677 0.7862 0.0615
Type 2 0.9031 0.8985 0.8062 0.8367 0.9978
Type 3 0.8661 0.9708 0.9723 0.7228 0.0077
Train_accuracy 0.8583 0.8938 0.8982 0.7632 0.5408
Test_accuracy 0.8415 0.9159 0.8154 0.7723 0.3564

Automation of determining the trajectory of the robot manipulator
from the charger to the charging connector of the car

In the “calculate coordinates” and “calculate angle” states (see Fig. 1), the trajectory of the robot
manipulator [16] with the selected active charger to the charging socket of the electric vehicle is
determined by using images from the camera.

One of the main physical characteristics of the camera, which takes pictures of the charging connector
of the car at the gas station, are its viewing angles, which are calculated by the formulas:

)

o =2arctan| — |,

2f

B =2arctan (Lj ,
2f

where o, B € (0;360), rad; i, v — sensor dimensions, mm; f — focal length, mm.

To create an algorithm for the movement of the robot manipulator from the charger to the charging
connector of the car, it is necessary to enter the definitions listed below.

Definition 1. F_, Fy € Q|0 <F <0.50A0< Fy < 0.5B we will call the final shifts, the relative values
by which the object in the image is shifted relative to the optical axis of the camera. Let x, y € (0;1),
then:
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k k
F;kﬂz(xéc_i_xl 2x0j*a’ Fk+1 (yl yl 2)’0} B)

where o, B — camera viewing angles; x,, X, — diagonal coordinates along the X-axis, the fraction relative
to the total width of the image; Yy» ¥, — diagonal coordinates along the Y-axis, the fraction relative to
the total height of the image.

Definition 2. yk“ R yl;ﬂ € O we will call the rotation angles (rad), the values by which the servomotor
will rotate at each new iteration, based on its current position and the coordinates of the object in the

resulting image:

v=(vieE), W =(vi£F)),

k_ Lk
yk+1 :[yk i(xé‘ +X1 ;Xo j*a}

The algorithm for calculating the trajectory of movement can be represented as a sequence of steps.
Step 1. Take the initial values /4, v — sensor dimensions, f — focal length, x — coordinate vector.

where Fy — final shifts.
Thus, we get:

Step 2. Accept o : = 2arctan i , B: =2arctan| — |, k = O n.
2f 2f

Kk
X —X,
Step 3. Accept F**: =[xg +%]*a.

Step4. If F/*' <0.5,accept y*™': = (y]; - ka), if "> 0.5, accept Y : = (yl; + F;k) otherwise
ve=(rn).
Step 5. Return y*™', accept k =k +1.

In this case, the local minimum of the function is achieved when the optical axis of the camera and
the calculated center of the recognized object coincide, since in the interval between iterations there is
a possibility of changing the position of the tracked object or changing the selection results in case the
object does not fully enter the frame during the first iteration. The algorithm is carried out before the
condition of changing axes.

Tools and technologies for implementing the methodology

The set of tools and technologies for the implementation of each individual module of the software
product includes:

— to write the motor control module for the Arduino Uno board, an ATmega328P-based
microcontroller, the Arduino IDE 1.8.19 development environment and the C++ programming
language with the Wiring framework and an extensive set of libraries were used;

— the motion vector calculation module for the Raspberry Pi 4 B board (Cortex-A72 [17]) was
developed using Python 3.6;

— training and testing of neural networks was conducted in the Jupiter Notebook 6.4.8 interactive
development environment using open libraries for Tensorflow 2.2.0 and Keras 2.2.1 machine learning
and Python 3.6 programming language;
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Fig. 4. Software module diagram that implements the proposed technique

— writing a program for rendering images and creating a data set for processing by neural networks
was carried out on the Ubuntu 21.04 operating system in open-source 3D modelling software Blender
3.0.1 in Python.

In accordance with the stages of the methodology proposed in the work, Fig. 4 shows a diagram of
the modules of the software tool. It consists of 5 main modules.

The “Rendering” module is necessary to compile a data set for training a neural network: the
components “Socket_Typel”, “Socket Type2”, “Socket Type3” start the process of creating images
with three types of charging connectors on different backgrounds.

The module “Jupyter Notebook” trains neural networks to determine the coordinates and type of the
charging connector of the car: the component “CNN_coordinates” implements the definition of the
coordinates of the required object in the frame; the component “CNN _class” implements the definition
of the connector class.

The Raspberry module is the main one, it starts the initialization of the camera and the process
of creating photos in real time loading neural network models from the Jupyter Notebook module,
basic calculations and data transfer to the Adruino module: the “Preparation” component prepares
directories, checks the existence of the necessary directories, creates them if necessary; the “Camera”
component starts the process of creating a photo; the “Model” component processes the received photo
using a neural network model; the “Calculate” component performs basic calculations with the received
data; the “Communication” component establishes a connection to the Arduino Uno board, sends a
command to the ttxAXMx port.

The “Arduino module” controls the motors, changing the position of the manipulator in space.

The “Dataset” module stores data sets for training, validation, and testing of neural networks.

Testing of software and hardware

The prototype of the gas station robot manipulator created in the work, shown in Fig. 5, meets the
following requirements:

— recognizes the type of charging socket of the vehicle with an accuracy of at least 80 % before
instructing the robot arm to grab the charger and start moving it to the charging socket of the vehicle
(average recognition accuracy of 91.59 %);

— determines the coordinates of the car’s charging socket and selects the optimal trajectory;

— starts moving when the coordinates of the object are received;
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Fig. 5. Prototype of robotic arm

— at each iteration, searches for the center of the selected object for subsequent calculations of the
rotation angles of the motors of which it consists.

With the number of images in the training dataset equal to 1500 images and an acceptable error of
p =0.01 and p = 0.05 45 % and 69 % of images are recognized correctly, respectively, while with an
error of p = 0.2 % — 96 %. When increasing the size of the input dataset to 10,000 images and with an
acceptable error of p = 0.01, 96.41 % of the images are recognized correctly.

Table 2 shows a comparison of the hardware boards that can be used in robotic arm for neural
networks processing. Raspberry Pi 4 B occupies a leading position in image processing for machine
learning [18] and image compression [19]. It provides fast enough speed of data processing and image
recognition in order to produce output in a reasonable amount of time. So Raspberry Pi 4 B was used to
build a robotic arm model.

At the same time, Arduino Uno controller was chosen for conversion of calculated coordinates into
rotational output (to servomotors), since it has good reputation in the similar tasks solutions [20].

Fig. 6 shows an example of recognition and allocation of charging connectors, as well as accuracy
for each type.

Conclusion

The paper proposes a method of contactless charging of electric vehicles, which involves automatically
determining the type of car charging connector, selecting the appropriate charger, and connecting it to
the charging connector of an electric vehicle using a robot manipulator.

A prototype robot manipulator was developed that implements the proposed technique and has the
following properties:

— determines the type of vehicle charging connector with an accuracy of 91.59 % due to the use of
a convolutional neural network. The data collection method used to train a neural network based on
3D models of charging sockets allows you to create data sets in different areas (at gas stations, in urban
areas, parking lots, on federal highways, etc.) with different natural and weather conditions that affect
lighting and visibility (rain, fog, blizzard, night time) at a lower cost;

— determines the coordinates for the movement of the robot manipulator with an accuracy of 96.41 %
due to the use of the optimal loss minimization function.

Based on wide and deep comprehensive analysis Raspberry Pi 4 B board was selected as the most
powerful and fast enough board to handle and process input data and provide relevant output in a
reasonable amount of time.
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Fig. 6. Demonstration of neural networks output

Table 2
Comparison of hardware boards for data processing in robotic arm
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Rockchip
RK3399(Cortex- .
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1.8 GHz
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Texas Instruments
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BeagleBone Al-64 | Jacinto TDA4VM 2x Rogue™ 8XE | 4 | 3679 | 3843 | 5.59 | 17.0
ARM Cortex-A72 S E8930 3D
2 GHz

The developed prototype of the software and hardware solution allows reducing human involvement
in the process of automating the charging of vehicles.
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