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Abstract. The global spread of the COVID-19 has increased the need for physicians and 
accurate and efficient diagnostic tools. The best way to control the spread of COVID-19 is 
through public vaccination as well as early intervention to prevent the spread of the disease. 
According to the World Health Organization, chest CT scans in the early stages of COVID-19 
disease have good accuracy, which leads to the widespread use of these images in the diagnostics 
and evaluation of COVID-19 disease. Lung CT scan segmentation is an essential first step for 
lung image analysis. The purpose of this article is to evaluate the existing computer systems and 
to present a more efficient computer system for CT scan image segmentation. For this propose, 
a novel artificial intelligence (AI)-based COVID-19 Lung Infection Segmentation (Inf-Seg) 
method is proposed to automatically identify infected regions from chest CT scan. In Inf-Seg, 
after pre-processing of medical image and improving the image quality, texture feature extraction 
methods are used to collect high-level features and generate a global map. In the next step, we 
used YOLACT, which consists of a backbone part of a network of feature pyramids for creating 
multi-scale feature maps and efficient classification and localization of objects of various sizes 
(with better information than a regular feature pyramid for object detection), a Protonet part 
and prediction.
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Аннотация. Глобальное распространение COVID-19 увеличило потребность во врачах и 
точных и эффективных диагностических инструментах. Лучший способ контролировать 
распространение COVID-19 — вакцинация населения, а также раннее вмешательство для 
предотвращения распространения болезни. По данным Всемирной организации здравоох-
ранения, КТ грудной клетки на ранних стадиях заболевания COVID-19 имеет хорошую точ-
ность, что приводит к широкому использованию этих изображений в диагностике и оценке 
заболевания COVID-19. Сегментация КТ легких является важным первым шагом для анализа 
изображений легких. В статье рассмотрены существующие компьютерные системы и пред-
ставлена эффективная компьютерная система для сегментации изображений КТ. Предложен 
новый метод сегментации легочной инфекции COVID-19 (Inf-Seg) на основе искусственного 
интеллекта (ИИ) для автоматического выявления инфицированных областей при компью-
терной томографии грудной клетки. В Inf-Seg после предварительной обработки медицин-
ского изображения и улучшения качества изображения используются методы извлечения 
признаков текстуры для сбора признаков высокого уровня и создания глобальной карты. На 
следующем этапе используется YOLACT, состоящий из базовой части сети пирамид функций 
для создания многомасштабных карт объектов и эффективной классификации и локализации 
объектов различных размеров (с лучшей информацией, чем обычная пирамида функций для 
обнаружения объектов), а также часть Protonet и предсказание.

Ключевые слова: автоматическая сегментация, COVID-19, искусственный интеллект, ком-
пьютерная томография, машинное обучение, глубокое обучение
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Introduction

Coronavirus, or COVID-19, is an epidemic disease caused by SARS-CoV2 that has spread worldwide 
in a short period, according to the global records from the Center for Systems Science and Engineering 
(CSSE) at Johns Hopkins University (JHU) [1] as of October 24, 2022, it has resulted in 627 million 
cases and 6 million confirmed deaths. As a result, the World Health Organization (WHO) declared a 
COVID-19 pandemic. To control the spread of the virus, the most important tool after general vacci-
nation (which is not currently available to most people) is the screening of a large number of suspected 
cases for quarantine and appropriate treatment. The main tool for the current diagnosis of COVID-19 is 
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RT-PCR, while, in addition to the time-consuming nature of this test, the lack of equipment, and strict 
conditions for testing environment, the sensitivity of this test is not high enough and cannot effectively 
prevent epidemics. Thus, false negatives of RT-PCR are a potential threat to the general health of the 
community, which not only causes other people to become infected with the virus, but the virus also 
progresses in the patient’s lungs and reduces the chances of survival.

Imaging equipment such as chest X-rays and chest CT scans are readily available and can help phy-
sicians for early detection of COVID-19 [2]. However, CT scan screening is preferred and more ac-
curate than X-ray imaging due to such merits as three-dimensional view and better contrast. Recent 
studies have reported [3, 4] symptoms of lung infection in CT scan images as ground-glass opacity 
(GGO). Qualitative evaluation of the infection and its volumetric changes in CT scan contain useful 
information, such as quantitative measurement of disease progression and evaluation of the effect of 
drugs used to treat a patient with COVID-19. However, manual isolation of these infections is a tedious 
and time-consuming task, while the annotation of the infection by the radiologist is also a mental task 
and can be affected by individual bias and clinical experiences.

Despite the importance of automatic segmentation of lesions and infections caused by COVID-19 
in lung CT scans, this is still a challenge. Lesions and infections caused by COVID-19 have a complex 
appearance (GGO) and on the other hand, the size and location of these lesions are very different in 
different stages of the disease and in different patients. In addition, these lesions have irregular shapes 
and blurred borders, and in some cases, no clear borders at all, and have a very similar contrast to the 
surrounding area of the lungs. Given these challenges, there is an urgent need for an automated com-
puter system of high accuracy and speed for the segmentation of lung CT scan.

Segmentation of CT scans allows to extract areas of interest, such as lung lobes, infected areas, or 
lesions, for further analysis and diagnosis [5]. Deep learning techniques are widely used to segment 
regions of interest in CT [6]. In terms of target ROIs in the segmentation approaches of COVID-19 ap-
plications can be divided into two categories: lung-region-oriented methods and lung-lesion-oriented 
methods [7]. The lung-region-oriented approaches attempt to differentiate lung regions, such as the 
total lung and lung lobes, from other (background) regions in CT or X-ray, which is a required step in 
COVID-19 applications [8-10]. For example, Jin et al. [11] suggest a two-stage pipeline for screening 
COVID-19 in CT images, in which an efficient segmentation network based on UNet++ detects the 
entire lung region first. The lung-lesion-oriented approaches [12, 13] strive to differentiate lesions (or 
metal and motion artifacts) in the lung regions. As lesions or nodules might be small and have a range 
of shapes and textures, detecting the regions of the lesions or nodules is necessary and has traditionally 
been seen as a difficult detection task. Apart from segmentation, the attention mechanism has been re-
ported as an effective localization strategy in screening, which can be used in COVID-19 applications.

In COVID-19 applications, the U-Net is a widely utilized technique for segmenting both lung re-
gions and lung lesions [9, 8, 14]. Ronneberger [15] developed a U-shape design with symmetric encod-
ing and decoding signal routes for the U-Net, a sort of a fully convolutional network. The layers of the 
coding network and the corresponding layers of the decoding network are connected directly to each 
other. As a result, the network can learn superior visual semantics and detailed context in this scenario, 
which is useful for medical image segmentation. In addition, many other U-Nets and their variants were 
developed, with reasonable segmentation results. Milletari et al. [16] propose the V-Net, which uses 
residual blocks as the basic convolutional block and a Dice loss to improve the network. Shan et al. [17] 
use a VB-Net for more effective segmentation by supplying the convolutional blocks with the so-called 
bottleneck blocks. The UNet++, proposed by Zhou et al. [18] is a significantly more complicated net-
work than U-Net, as it inserts a nested convolutional structure between the encodables.

This work presents an efficient computer system for CT scan image segmentation. For this propose, 
a novel artificial intelligence (AI) based COVID-19 Lung Infection Segmentation (Inf-Seg) method is 
proposed to automatically identify infected regions by means of chest CT scan. In our Inf-Seg, after 
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pre-processing medical image and improving the quality, texture feature extraction methods are used to 
collect high-level features and generate a global map [19]. In the next step, YOLACT (You Only Look At 
CoefficienTs) [20] structure was used which consists of a backbone part of a network of feature pyramids 
for creating multi-scale feature maps and efficient classification and localization of objects of various 
sizes (with better information than a regular feature pyramid for object detection), a Protonet part and 
prediction.

Patients and Methods

Patients
Patients with flu-like symptoms and an initial diagnosis of COVID-19 were chosen for the study, 

independent of their age or gender. High-resolution CT (HRCT) scans of the patients were taken. Inclu-
sion criteria for each patient included a confirmation of COVID-19 by RT-PCR test. From early 2020 
to April 2020, imaging was performed on COVID-19 patients between 3 and 6 days after the onset of the 
disease. Exclusion criteria for normal group (patients without COVID-19):

•  Negative RT-PCR test;
•  No fever;
•  Ground glass opacities;
•  Interlobular septal thickening;
•  Bilateral bronchovascular bundle thickening.
Database acquisition
254 cases were acquired from Shariati Hospital (associated with Tehran University of Medical 

Sciences) and Taleghani Hospital of Tehran(affiliated with the Shahid Beheshti University of the Medi-
cal Sciences) in order to reach a reliable and extensible result. Every case study that was considered had 
a histopathologic confirmation to ensure that the patient had COVID-19. The CT scans’ slice thickness 
ranged from 1 to 6 mm, and the number of slices per scan ranged from 226 to 389. The CT scan images 
were taken using a Siemens scanner with a kilovoltage peak distribution of 120–140 kVp and currents 
ranging from 25 to 40 mA, depending on the patient’s health. Each slice featured a 512 × 512 pixel XY 
planar resolution and a 16-bit grayscale resolution in Hounsfield Units (HU).

Pre-Processing
After creating gray-scale images, an experienced radiologist reviewed the CT scan images. Following 

that, slices from the CT scan image that showed illness symptoms were chosen (Fig. 1).
On lung CT scans, another pre-processing procedure was used to improve the quality of the images 

for better diagnostic outcomes [21]. This stage is critical because the lungs include various features that 
can make a precise diagnosis difficult. Linear interpolation [22], middle filter [23], morphological oper-
ation [24], Gaussian filter [25], and weight addition filter [26] are some of the pre-processing methods 
available. In this work, a Wiener filter was utilized to improve the quality of CT scan images. Filtering 
entails the creation of a neighborhood (typically a small rectangle) and the application of a predefined 
operation to the pixels of the image inside that neighborhood.

The filtering operation creates a new pixel with coordinates equal to the neighborhood center’s co-
ordinates and a value equal to the filtering operation’s result. As the center of the filter is positioned on 
each of the pixels of the input image, the processed (filtered) image is executed concurrently [27–29].

Wiener filtering is used to reduce the noise that has contaminated an image, resulting in an output 
that is identical to the first image. The goal is to have the smallest mean square blunder possible. Wiener 
filtering investigates prior noise information in an image. There is a compelling case for utilizing the 
Wiener filter for image improvement, and when compared to the median filter and adaptive min-max, 
the Wiener filter achieves a higher PSNR [30].

To reduce signal noise, a Wiener filter (a form of linear filter) is utilized to replace the FIR filter [31]. 
Inverse filtering can be used to recover an image that has been blurred by a known low pass filter. Inverse 
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Fig. 1. Slices showing disease symptoms selected by radiologist: 
a – acceptable slices; b – non-acceptable slices

		       а)						      b)

filtering, on the other hand, is extremely sensitive to additive noise. Wiener filtering achieves the best bal-
ance of inverse filtering and noise smoothing. It simultaneously removes additive noise and inverts blurring 
[32, 33]. In the inverse filtering and noise smoothing process, it reduces the overall mean square error. A 
linear estimation of the original image based on a stochastic framework is used in Wiener filtering. Because 
of the orthogonality principle, the Wiener filter in the Fourier domain can be written as follows:

where Sxx(f1
, f

2
) and Sηη(f1

, f
2
) are the original image’s and additive noise’s power spectra, respectively, 

and H(f
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, f

2
) is the blurring filter [31].

Study of Deep Learning
YOLACT (You Only Look At CoefficienTs) solves the problem of segmentation of instances by di-

viding the task into two smaller subtasks that are executed in parallel: prototype masks and mask co-
efficients for each individual instance in the image, thereby remaining a one-stage detector. Thus, the 
method implicitly learns to localize the instance masks and therefore can skip the localization step that 
is very common in instance segmentation methods. The network architecture is shown in Fig. 2.

The results of the work of parallel branches on the generation of prototype masks and mask co-
efficients are followed by an assembly step – a linear combination. Next, the operation of trimming 
according to the predicted coordinates of the bounding rectangles of the instances is carried out for the 
threshold truncation of detection with predicted probabilities below a given threshold.

YOLACT uses FPN (Feature Pyramid Networks), which consists of upstream (C1–C5) and down-
stream (P3–P7) paths (Fig. 2). The input of this FPN is a 3D tensor which consists of original image, 
Gray (entropy) texture feature and Absolute Gradient (Kurtosis) texture feature.

Haralik et al. [34] introduced the gray texture feature, which is a second-order structural feature 
based on Gray-Level Co-occurrence Matrices (GLCMs) according to the grayscale image’s target are-
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as. Contrast, correlation, inverse difference moment, angular second moment, and entropy are five gray 
texture features recovered in this study. The following mathematical formula is used to achieve entropy 
characteristic:

From each determined gradient matrix CT scan, a set of five texture features can be generated: Mean, 
Variance, Skewness, Kurtosis, and Moment. After generating the histogram (His) of a gradient matrix, 
gradient features are generated. This histogram is calculated for gradient values that fall within the range 
[-255, 255]. The following is the gradient (Kurtosis) feature determined [35, 36]:

The output values of the functions are represented by f and the indices of the GLCM retrieved from 
the image are represented by i and j in these equations. Furthermore, v is the gradient value that is ex-
tended between –255 and 255, P stands for probability, and μ for mean.

As stated, the used FPN consists of upstream (C1–C5) and downstream (P3–P7) paths (Fig. 3), in 
which upward path is a conventional ResNet-101 feature extraction convolutional network, where the 
spatial resolution decreases as one moves upward. The output from the last layer of each stage is used as 
a reference set of feature maps to enrich the downstream path through lateral join. Each side join com-
bines feature maps of the same spatial size with upward and downward paths. FPN provides a top-down 
path for building higher resolution layers from a semantically rich layer.

The Protonet block (Fig. 4) generates the final output feature map ”138 × 138 × k” by folding and 
deconvolution of the P3 feature map. The oversampling operation is performed once on the P3 layer. 
The size of the final output feature map is 1/4 of the original image. The number of output channels is 
k, where k is 32 by default. The value of k is very robust. Even choosing other values will not have much 
of an impact on the results.
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Fig. 2. YOLACT Architecture
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Fig. 3. Feature Pyramid Networks

This is where the main feature map can create a more robust mask. High-level feature maps can 
produce higher quality features, but are better suited for small targets. The final pin is processed using 
a rectified linear unit (ReLU) activation function to ensure that the final pin segmentation results are 
positive.

In the Prediction Head block (Fig. 5, where c is the number of classification categories, a is the num-
ber of anchors, and k is the number of divided output channels equal to the number of channels output 
by the Protonet block), the mask correlation coefficient branch is combined with the RetinaNet mul-
titasking branch. Finally, based on the two branches of traditional classification and regression, an ad-
ditional split branch is added. This is followed by a block of non-maximum suppression (NMS), which 
selects one of the many overlapping objects. Blocks with objects are sorted according to their confidence 
and all those with a lower degree of confidence that have an IoU overlap (Intersection over Union) ex-
ceeding a certain threshold are removed. The IoU is the ratio of the overlapping area of ground truth and 
predicted area to the total area:

A nonlinear combination, represented as a sigmoid, is needed to combine the Protonet and Predic-
tion Head branches.

where M is selected object; P is the h × w × k prototype mask matrix; C – coefficients of the mask n×k; 
n is the number of predicted objects after passing non-maximum suppression. This is followed by a trim 
operation with predicted bounding boxes for each instance. The clipping operation reduces the load on 
the network to suppress noise outside the bounding box. After all the steps described, the network out-
puts the final segmentation result.

Statistical analysis
The statistical values of the segmented COVID-19 lesion are compared with the results of other 

proposed methods to evaluate and determine the performance of the proposed segmentation approach. 
The probability of a lesion absence in the image might be given, resulting in patients being considered 
normal and healthy and so no segmentation is necessary. In addition, we used statistics to evaluate the 
suggested Inf-Seg quality by selecting: Accuracy [37], Sensitivity [38], F-Measure [38], Precision [39], 

.TPIoU
TP FP FN

=
+ +

(4)

( ) ,TM PC= σ (5)
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Fig. 4. Feature Pyramid Networks

Fig. 5. Prediction Head block

Dice [40], and Specificity [38]. Higher values on these indexes, by definition, indicate better segmen-
tation quality.

TP TNAccuracy
P N
+

=
+

(6)

TPSensitivity
P

= (7)

TNSpecificity
N

= (8)
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Experimental Results and Discussion

Demographic characteristics
A total of 254 COVID-19 patients were studied, with 113 women and 141 men ranging in age from 

50.22 ± 10.85 years (mean age ± standard deviation). In the COVID-19 patients, gender distribution 
did not differ significantly (P > 0.05).

Table  1
Demographic characteristics of data

Characteristics COVID-19 P-value*

Age (Mean ± SD) 50.22 ± 10.85 < 0.001

Number of Females 
(Percentage)

113 (44.44 %) 0.600

Number of Males (Percentage) 141 (55.56 %) 0.600

A professional radiologist used CT imaging to retrieve 5759 imaging patches including COVID-19. 
For training, testing, and validation, the COVID-19 dataset was separated randomly into three sections 
(without duplications): 3455 (training), 1152 (testing), and 1152 (validation).

The performance of the deep learning method
Fig. 6 shows the visual performance of the algorithm presented in the paper. In this figure, the grey-

er pixels, in the results of segmentation, represent the areas that are more possible to be infected with 
COVID-19, and the less-gray areas indicate the least likely to be infected. Patients with COVID-19 can 
be acute or non-acute, as shown in Fig. 6, where first row shows that the infection fills most of the lung 
volume and according to results, it can be said that the Inf-Seg algorithm works very well in both cases.

To verify the proposed algorithm, a radiologist segmented the areas infected with COVID-19 manu-
ally. Finally, the results of the lung and infection segmentation algorithm are compared with the results 
of manual segmentation by a physician. As can be seen in Table 2, Inf-Seg has high performance with 
Accuracy of 0.99.

In this work, the sensitivity and positive predictive value (PPV) criteria are determined in addition to 
the Accuracy. According to TP and FN, the suggested algorithm has a sensitivity of 0.96, indicating that 
it is a powerful tool for diagnosing unhealthy regions in COVID-19 patients.

Table  2
Results of the proposed Inf-Seg and lung segmentation methods

Accuracy Sensitivity F-measure Precision Dice Specificity

Inf-Seg 0.99 0.96 0.97 0.98 0.97 0.99

Lung-seg 0.99 0.97 0.98 0.99 0.98 0.99

TPPrecision
TP FP

=
+

(9)

2_ Precision RecallF score
Precision Recall
× ×

=
+

(10)
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Fig. 6. Visual segmentation results

Comparing the performance of deep methods
YOLACT is a more optimal model for segmentation, because it has a good reputation for trade-offs 

in speed and accuracy. It is capable of achieving Medium Accuracy much faster than other competing 
platforms. YOLACT has a number of advantages over existing architectures, one of the most significant 
being forecast speed. It is also the only architecture in existence that can provide inference in real time.

The results clearly show that the Better Instance Segmentation (YOLACT) and Better Semantic Seg-
mentation (U-Net) models provide very similar metrics in terms of average pixel precision and average 
frequency weighted IoU. The chosen architecture has many practical advantages:

1.  Ease of assembly due to parallel design.
2.  A negligible amount of computational cost for single-stage detectors such as ResNet101.
3.  The quality of the masks is high.
4.  The general concept of adding prototype generation and mask coefficients, which can be added to 

almost any modern object detector.
5.  Work in real time.
We compared our method to other current COVID-19 segmentation algorithms based on CT images 

for further assessment. Table 3 presents the overview of related work for COVID-19 segmentation and 
comparison of segmentation performance results. We implemented our Inf-Seg method without using 
pre-processing step to compare it with the Inf-Seg method. Considering the results presented in Table 
3, the performance of the algorithm decreases without the pre-processing step.

State of current limitation
However, it is vital to remember that the majority of current segmentation algorithms in research are 

not suitable for clinical use. The most of existing models are biased in that they are only trained using 
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COVID-19-related photos. As a result, it is unclear how well the models distinguish between COVID-19 
lesions and other pneumonias, let alone completely unrelated disease disorders like cancer.

Although neural networks can provide reliable decision assistance, their resilience is heavily depend-
ent on the amount of the training dataset. Various medical situations, such as uncommon or new dis-
eases, have insufficient data for model training, reducing generalizability and increasing the danger of 
overfitting.

Furthermore, the RT-PCR test used to distinguish COVID-19 in this study may be inaccurate. RT-
PCR testing, on the other hand, is a molecular test with a number of drawbacks, including the fact that it 
is time-consuming, expensive, and requires a specialized kit and well-equipped laboratories. For low-in-
come countries, these limitations are even more important, with dire and dangerous consequences.

Potential extensions for future research
As for the further research, we are planning to expand our dataset and evaluation by adding cases with 

non-COVID-19 conditions like pulmonary Edema or lung cancer. In this study, the ML model will de-
tect and segment the infected region or the nodule and determine the type of disease by three categories: 
Cancer, COVID-19, and Edema.

Conclusions

Because of the relatively high infection rate, the ongoing COVID-19 pandemic has been declared 
a global health emergency. As of today, no clinically approved therapeutic medicine for COVID-19 is 
available. COVID-19 must be diagnosed early since it can be lethal. An automatic approach for seg-
menting COVID-19 infected areas (Inf-Seg) in CT images is proposed in this research. After applying 
a Wiener filter to the CT images, Inf-Seg used the YOLACT DL network to segment the COVID-19 

Table  3
Overview of related work for COVID-19 infection segmentation  

and comparison of segmentation performance results using Dice criteria

Author Model Architecture Sample Size Dice of COVID-19

Vivek et al. [41] LungINFseg 1800 0.803

Saood et al. [42] SegNet 80 CT 0.749

Wang et al. [43] U-Net (Standard) 211 0.704

He et al. [44] M2UNet (Segmentation only) 666 0.759

Ma et al. [45] U-Net (Standard) 20 CT 0.608

Pei et al. [46] MPS-Net (Supervision U-Net) 300 0.833

Fan et al. [47] Inf-Net (Attention U-Net) 1650 0.764

Ma et al. [48] nnU-Net 20 CT 0.673

Wang et al. [49] Attention Mechanism 20 CT 0.847

Yan et al. [50] COVID-SegNet 731 0.726

Zheng et al. [51] MSD-Net 3824 0.785

Qiu et al. [52] MiniSeg (Attention U-Net) 3558 0.773

Saood et al. [42] U-Net (Standard) 80 CT 0.733

Müller et al. [53] 3D U-Net 20 CT 0.804

Implemented U-net U-net 254 CT 0.834

Inf-Seg without pre-processing YOLACT 254 CT 0.915

Proposed Inf-Seg YOLACT 254 CT 0.97
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infected area. We demonstrated that our medical image segmentation technique can successfully train 
accurate and robust models on minimal data without overfitting. Moreover, for COVID-19-infected 
areas, we were able to surpass existing state-of-the-art semantic segmentation techniques. According to 
the results, Inf-Seg performs well in segmenting infected areas, with an accuracy of 0.99. Our model has 
a high potential for use as a clinical decision support system for COVID-19 quantitative evaluation and 
disease tracking in a clinical setting.
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