Development of the industrial Internet concept dictates the need for identification and improvement of approaches, models, and methods for analyzing the state of the Internet of Things. Implementation of modern industrial, social, and household systems is impossible without the use of artificial intelligence methods in the machine-to-machine communication of individual elements, automatic data collection, analysis, and storage. The paper presents an approach to identifying the state of devices based on the application of classification technology, which implements compositions of independently trained algorithms processing time series, reflecting the functioning of elements during the implementation of processes. The application of the proposed solution allows parallel processing of information received from the device, which enables scaling. The developed approach was tested on time series sequences, obtained experimentally in different operating conditions, and processed by a sequence of classifiers. The paper presents the results of the probability estimate of erroneously classified states. The main advantages of the proposed solution are relatively small requirements to computational resources, simplicity of implementation, and the ability to scale by adding new classification algorithms.
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циальных и бытовых систем невозможна без применения методов искусственного интеллекта межмашинного обмена отдельных элементов, автоматического сбора, анализа, хранения данных. В статье представлен подход к идентификации состояния устройств, основанный на использовании технологии классификации, реализующей композиции независимо обученных алгоритмов, обрабатывающих временные ряды, отражающих функционирование элементов во время выполнения процессов. Применение предлагаемого решения позволяет осуществлять параллельную обработку поступающей от устройства информации, что дает возможность масштабирования. Разработанный подход протестирован на последовательностях временных рядов, полученных экспериментальным путем в различных условиях функционирования, обработанных последовательностью классификаторов. Приведены результаты оценки вероятности ошибочно классифицированных состояний. Основными достоинствами предложенного решения являются относительно небольшие требования к вычислительным ресурсам, простота реализации, возможности по масштабированию путем добавления новых классифицирующих алгоритмов.
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Introduction

Rapid development of the Internet of Things (IoT) concept based on wireless technologies, cloud computing, and distributed systems is a fundamental trend for information and cyber-physical systems. Implementation of modern industrial, social, and household systems is impossible without the use of artificial intelligence methods in the machine-to-machine communication of individual elements, automatic data collection, analysis, and storage. The common usage of various sensing elements and networks is focused on the solution of a large number of industrial and household tasks as well as social needs with minimum human participation. It brings undeniable advantages, on one hand, and determines the necessity to solve problems of state analysis and reveal functioning anomalies connected with failures, malfunctions, and incorrect process execution, on the other hand.

Interaction of IoT components with each other through the external environment predetermines the need to create various condition monitoring systems, which provide secure machine-to-machine communication, network access, data transfer, routing, intelligent data processing, etc. At the same time, it is necessary to take into account the dynamic development of information systems, assuming simultaneous use of both “old” and “new” devices of various developers, a large number of exchange protocols, and data processing in conditions of constant addition of new segments.

Production processes of typification and unification of separate computing elements, lack of proper physical security of the IoT elements that results from being outside the controlled zone of devices, the possibility of situations related to firmware upgrades, software updates, information collection, and access to standard devices allow the use of reverse engineering methods to improve condition monitoring in various operating modes.

Thus, the task of the condition monitoring system development for IoT devices appears where one of the directions presents the development of algorithms, models, methods of processing and analysis of the side channels data containing information about the ongoing process, as is proven in papers [5–8].
Execution of instructions and predefined sequences of actions is put in correspondence with the permissible values of functioning parameters that are registered through various channels. Detectable values form time series on the basis of which, with the use of methods of machine learning and statistical analysis, templates are determined, and normal and abnormal states are calculated.

**Available approaches**

During the operation of IoT devices, collisions may arise both at the level of the information system and a stand-alone device. For example, the introduction of software and hardware firmware upgrades, containing errors in the manufacture of household devices, such as routers, printers, and webcams, was associated with a number of situations that resulted in the loading of channels. Such loading limited the processes of receiving and transmitting information, as demonstrated in works [10–12].

To prevent such incidents, improvement and adaptation of models and methods of condition monitoring aimed at evaluating functionality and performance take place. These are based on the principles of statistical analysis, cause-effect analysis, transitions, and formation of precedent and event models, as described in papers [5–9].

Models based on statistics accumulate information about the functioning parameters in different modes and states, and later, with the purpose of the abnormal situation detection with the help of methods of neural networks, Markov models, machine learning, and others, tuples of features are processed, according to monograph [13] and paper [14].

For the detection of internal failures and malfunctions of functioning devices, monitoring programs are used that monitor execution of code segments and destabilizing situations such as buffer overflow, as demonstrated in works [8, 12–16].

Another direction is the processing of side channels, where the state is analyzed using time series of parameters reflecting changes in CPU utilization, internal memory usage, and intensity of message exchange, according to monograph [17] and papers [18–20].

The variety of IoT elements, a large number of objects, interaction protocols, data processing technologies, heterogeneity of formats, constantly changing architecture, and configuration changes may lead to various failures and malfunctions affecting the functioning parameters. Analysis of values of side channels (for example, electromagnetic and acoustic radiations, voltage, and power consumption) during the execution of various operations and instructions by the device makes it possible to implement external, relatively independent, not consuming computing resources of the IoT devices for the condition monitoring system [21–23].

**Research objective**

The development of IoT devices, software, and hardware is carried out using standard microchips and standard libraries of different manufacturers and developers. Methods of rapid development of software and hardware parts, which make it possible to use ready-made components of different manufacturers, lead to the devices starting to represent a “black box”.

IoT devices do not have vast computational resources and have a limited set of executable instructions, which permits consideration and identification of a relatively small number of states and their transitions.

During operation, the processes of IoT devices run in the dynamics, while many parameters are changed simultaneously.

The state of the external environment \( u(t) \), caused by the receipt of control instructions to the device, reception and transmission of messages, and the element functioning, determined by the internal situations of data processing and implementation of computational algorithms, characterized by the transient characteristics \( h(t) \), makes it possible to consider the device as a dynamic system. There are \( q \) inputs and \( d \) outputs, according to manual [11]; a control instruction and the values of the environment variables are supplied to the input. Then signals \( S(t) \) (for example, indicating the resource load) appear at the output.
These signals are recorded by different sensors. The values of signals received through external channels contain the values of the noise component $v(t)$, determined by the properties of the measuring device, characteristics of the received signal, etc.

The state model of the IoT device is determined by the ratio presented in paper [12]:

$$
\sum_{i=1}^{d} \sum_{j=1}^{d} \int_{0}^{\tau} u(t) h_j(t - \tau) d\tau = \sum_{j=1}^{d} \int_{0}^{\tau} f(s(t - \tau), v_j(t - \tau)) d\tau,
$$

where $q$ is the number of source channels; $h$ are transient responses of the $i$-th channel for the $j$-th channel, registering sensor values received through the channel; $f$ is the function of measured values.

At discrete instants of time of device operation $t_0, t_1, ..., t_n$, registration of vectors of numerical sequences takes place. Values $X(t)$ reflect data received from the sensors, containing a mixture of wanted signal $S(t)$ and the noise expressed by the parameter $v(t)$:

$$
X(t) = F[S(t), v(t)],
$$

where vector $X$ represents the result of mixed, mutually independent signals $S(t)$ with distortion of the noise component $v(t)$. Vector $X$ represents a time series of values received from recording devices.

Vectors $X_1, X_2, ..., X_n$ reflect the process behavior in multidimensional coordinate space and define a set of states $Z$. The states are separated by a set of classes $C$, where the subsets are divided into dangerous $C_i$ and safe $C_s$ states.

Thus, there is a labeled finite training set:

$$
X = \{(x_{i1}, ..., x_{in1}), (x_{i2}, ..., x_{in2}), ..., (x_{im}, ..., x_{num})\}.
$$

It is necessary to build a classification algorithm $a$ of an input vector $X_i$ for the representation $Z \rightarrow C$.

**Proposed approach**

The labeled training set contains values of time series from recording devices in predefined states and modes of operation. The known states $\{z_1, ..., z_n\} \in Z$ are defined only for the objects of the observed sequences $\{(x_{i1}, ..., x_{in1}), (x_{i2}, ..., x_{in2}), ..., (x_{im}, ..., x_{num})\}$.

From the investigated IoT device, a random vector function $X(t) = f(S(t), v(t))$ is observed in the interval $t_0 \leq t \leq T$, where time series $X_j(t)$ is registered at discrete instants of time $t_0, t_1, ..., t_k$.

A set of state classes $C = \{c_1, c_2, ..., c_n\}$ has been determined, in one of which at the discrete instant of time $t$ the system can be located.

There are $k$ classifiers $a_i$, $i = 1, ..., k$ trained independently of each other; $X$ — a variety of feature sets; $a_i(x) \rightarrow c_j \in C$ — response of the $i$-th classifier; $\{P_j(c_j | x_i)\}_{j=0}^{n}$ — a posteriori probability for the $i$-th classifier after training; $w_j = \frac{1}{k}$ — weighting factors; $a(x) = \arg\max_{j=0,...,n} \sum_{j=0}^{n} w_j P_j(c_j | x_i)$ — the general classifier.

Such models can be trained independently of each other, which makes it possible to parallelize processes. The proposed approach to state identification distinguishes itself by the use of the classification technology, which implements compositions of independently trained algorithms. These algorithms process time series and reflect the functioning of the device during the process execution. It makes it possible to determine the device state without increasing the volume of the stored information.

**Experiment**

The analysis of the above approach was carried out based on the experiment, during which the state determined by the data processing algorithm of the computational node was identified. Time series reflecting
computational resource load recorded by the monitoring program were used as input data. The schematic course of the experiment is presented in Fig. 1.

Various algorithms were run on the computing device. Only background processes were functioning in the state $Z_1$. In the second case, node $C$ acted as a transit node, transmitting the incoming information without processing (state $Z_2$). In the third situation (state $Z_3$), besides the processes of receiving and transmitting, processes of searching for predetermined information were additionally carried out (Fig. 2–5).

In the course of the experiment, the classification algorithms $a_j$ of the input vector $X_i$ for the representation $Z \rightarrow C$ were considered. Operating classifiers $\{a_1, a_2, ..., a_k\} \in k = 4$ (Naive Bayes classifier, decision trees, discriminant mining, and $k$-nearest neighbor algorithm), trained independently of each other, produced sequences of results $Z = \{(z_1^{x_1}, z_1^{x_2}, ..., z_1^{x_n}), (z_2^{x_1}, z_2^{x_2}, ..., z_2^{x_n}), ..., (z_k^{x_1}, z_k^{x_2}, ..., z_k^{x_n})\}$.

The resulting class $c_i$ of the state $z_i$ predicted by each model is determined by averaging the values of the calculated probabilities:

$$a_{c_i} = \frac{1}{K} \sum_{k=1}^{K} w_k a_k(x_i).$$
Fig. 3. Example of a sample of resource loading, expressed in percent (from top to bottom — network and processor, respectively), from time samples (time reports from 0 to 140) for the state $Z_2$.

Fig. 4. Example of a sample of resource loading, expressed in percent (from top to bottom — network and processor, respectively), from time samples (time reports from 0 to 140) for the state $Z_3$.

Table 1 presents the probabilities of erroneous classification obtained as the result of applying several “weak” classifiers trained in advance on the labeled sample of classifiers $a_i$: the Naive Bayes classifier, decision trees, discriminant mining, and $k$-nearest neighbor algorithm.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Total for sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes classifier</td>
<td>0.18</td>
<td>0.02</td>
<td>0.02</td>
<td>0.07</td>
</tr>
<tr>
<td>Discriminant mining</td>
<td>0.16</td>
<td>0.02</td>
<td>0.02</td>
<td>0.07</td>
</tr>
<tr>
<td>Decision tree</td>
<td>0.08</td>
<td>0.04</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>$k$-nearest neighbor algorithm</td>
<td>0.2</td>
<td>0.08</td>
<td>0.06</td>
<td>0.11</td>
</tr>
</tbody>
</table>
Fig. 5. Results of states on two-dimensional coordinate axes

Fig. 6. Probabilities of erroneous classification

Fig. 6 presents a visualization of the probability estimate of erroneous classification.

The overall accuracy of the approach on the obtained experimental data for the case of full classification amounted to 0.93. At the same time, it should be noted that the data were not pre-processed or cleaned from noise, and the sampling rate of the obtained values was relatively low.

Thus, the proposed approach allows us to determine the class of the current state. The presented solution can be used as a theoretical basis for the integration of machine learning methods in the state analysis of the information security of IoT devices.

Conclusions

Analysis of a large number of different dynamically changing indicators in order to determine the states of IoT devices represents a time-consuming process that requires automation.

The heterogeneous characteristics of sequences received from recording devices in different modes of operation are unbalanced, and they have “emissions” that cannot always be separately identified by
different classifiers in a correct manner. Application of a sequence of different classifiers has an impact on the results of the method and makes it possible to avoid detailed analysis of possible hidden patterns, deregulation, and correlation of sequences.

The proposed approach is focused on using several classifiers, which produce a response independently from each other and average the error by “collective voting”.

The use of classifiers in a parallel mode of processing of incoming sequences allows to reduce the processing time when determining the current state class.

The main limitation of the proposed approach is the necessity to select synchronized time series from recording devices, and in case of averaging — the lengths of the considered intervals.

The main advantages of the proposed approach are relatively small requirements to computational resources, simplicity of its implementation, and the possibility of scaling by adding new classifiers.
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