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An intelligent informational-measuring system for monitoring and optimization of power consumption
was developed for the use by housing and communal services.
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UHTENNEKTYAJIbHAA UHOOPMALIUOHHAA CUCTEMA MOHUTOPUHTA
U OoNTUMU3IALUUN NOTPEBJTIEHUA DSHEPTOPECYPCOB
ONA XUNULWHO-KOMMYHAJIbHOTO XO3AUCTBA

PaspaboraHa uHTe/LIEKTYaIbHASA MH(POPMALMOHHAS CUCTEMAa MOHUTOPUHIA U ONITUMU3ALIUY NOTPedIIe-
HUSL S3HEPropeCYPCOB I XKWIAIIHO-KOMMYHAJIBHOTO XO3S/CTBA.

ABTOMATU3NPOBAHHAA HWH®OPMALMOHHO-U3MEPUTEIIbBHAA CUCTEMA VYYETA
OHEPI'OIIOTPEBJIEHUA; ABTOMATU3NPOBAHHAA CUCTEMA KOHTPOJIA U YYETA SHEP-
I'OPECYPCOB; MHTEJUVIEKTYAJIbHBIE MHO®OPMALIMOHHO-U3MEPUTEJIbBHBIE CUCTEMBI;
UHTEJUIEKTYAJIbHBIE YCTPOUCTBA YUYETA BHEPTOPECYPCOB; AHAJIU3 U ONITUMMU3A-

oA SHEPTOITOTPEBJIIEHUA.

The project task was to develop an
informational-measuring system for monitoring
and accounting of power consumption and a
decision support system for power resource
optimization and increase of power efficiency
in economy of municipal formations and
communal services. The work was achieved
through an international cooperation with
a scientific research organization from the
Republic of South Africa (RSA). The final
product is an intelligent informational-
measuring system which is used to obtain
complete information about the parameters of
power consumption. After that the collected
information is analyzed for decision support of
power use optimization at the farm level (in
the RSA), on the one hand, and at the level
of small-scale enterprises and management
companies (in the Russian Federation), on the
other hand.

One of the priorities of the energy stra-

tegy is the social orientation in the fuel-power
complex development, or, in other words, the
increase in level of the population life. At the
same time, new market conditions do not em-
phasize large-scale raise of power source pro-
duction rate, but more efficient ways of power
utilization, which is saving. The support of
power infrastructure is carried out by the private
management company or the homeowner’s as-
sociation (the HOA). Private households, such
as country houses, cottages, town houses, flats,
as well as small and middle-size business enter-
prises, may act as individual consumers [1—3].

Thus, there are two levels of influence upon
infrastructure:

level of management company;

separate households owned by private in-
dividual.

Let us consider an organization as a system.
The system power consumption is formed of
the following major items: power consumption
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by the infrastructure of the system, power con-
sumption for public purposes, power utilization
by individual consumers and losses that appear
during transfer of electric power:

E_ =F _+ Epp +E +E,., (D)
where E

syst infr

W — total power consumption by the
system, kilowatt-hour (kwh); E,, — power
consumption for infrastructure support, kwh;
E,, — power consumption for public purposes,
kwh; E.. — power consumption by individual
consumers, kwh; E, — electric power losses,
kwh.

Optimization problem of power consump-
tion can be put in two ways: either minimiza-
tion of power consumption or cost of power
minimization.

All systems of parameter acquisition and
control are built according to the same prin-
ciples. First of all, it is the acquisition of equip-
ment parameters, which are usually presented
as electrical signals. After that data are record-
ed. Finally, the identification of inadmissible
parameters is performed followed by a corre-
sponding indication or elaboration of control
action. The acquisition system of flow data
consists of hardware connected to the techno-
logical setting and software, which realizes pro-
cedures for recording and storing the acquired
data, including error handling and control of
characteristics values. In case of multiple set-
tings hardware items may be duplicated, there-
fore every hardware item receives a unique
identification number or address [4—S8].

The multiagent approach was proposed as a
method of power distribution control.

Multiagent systems can be successfully ap-
plied to solving various control problems. These
systems can be viewed as a set of intelligent
agents that can interact with each another. The
effective work organization is gained by de-
velopment and implementation of algorithms,
which allows a group of agents to fulfill tasks,
which cannot be fulfilled by agents individu-
ally.

The situation at a point of time ¢, is formed
by states of all system variables which they have
at a point #, and which they had in the past (at
points of time ¢,/ €{0, ..., i —1}). The situa-
tion may also be defined as a logical term that
is made of a starting situation (usually defined
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as ;) and all situation, which result from the
starting situation through application of some
actions to it. The situation constitutes the fact
that a combination of events is true or false at
the same time in a certain place. For example,
the situation § can be defined as § =¢, ne;.
The situation instances group into the situation
classes, where S, ={S,,S,, ..., S} is a set of
situation classes. The situation class is a classi-
fication of situations into semantically equiva-
lent groups. For example, the situation class §
can be defined as § =¢, A(e; ve;), if e, does
not correspond to any of the actions that are
possible in this situation class.

A group of agents can «feel» similar events
by monitoring the state of the system and
forming probabilistic distributions of origins for
certain events and situations. An identical set
of plans P, containing a special plan P, for
every situation in the class S, is assigned to
each group member. The plan P, that corre-
sponds to the class S|, forms a situation, when
all agents in the group do not react to events.
Plans are organized into a hierarchy. At the top
level of the hierarchy are the most common
situations, whereas specific situations are at the
bottom levels of the tree structure.

Function U : Px S, — R defines useful-
ness of a plan execution command for a situa-
tion class. As a situation class is unique for all
system positions in the working environment
(WE) and does not depend on other locations,
we can consider only one position of the sys-
tem in the WE. Therefore, in order to sim-
plify mathematical notation, we delete, where
it is possible, the index, that is responsible for
the location of the system in the WE. Thus,
the function U must satisfy the following con-
straints:

s e S,ands € §;and 2
S[ QS/%U(RNS,)ZU(PJ:S,)) (

s ¢ §;ands € §;and
Si < Sj_) U(R,Sj) < U(PjaS/)a

UP,S,)=0. (4)

Let R denote a group of N autonomous
agents R, (j=1,N),, which cooperate in a
specified environment F. State of each agent
R(t) € R(j =1, N) at the time instant ¢ is de-
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fined by the following vector-function:

Rj(t) = [ri,j(t)v "2,_j(t)’ ) rhyj(t)]Ts ®))

where 1, ;(f) (i =1,h) are state variables of
agent J.

The state of an agent group is obtained by
the following vector-function:

R(t) = (R (1), Ry(1), .., Ry(1)). (6)

State of the WE around agent j at the time
instant ¢ is obtained by the following equation:

E\(1) =le (1), 0,,(1), .o e, ,(O]',  (7)

where e, ;(f) (i =1,w) are parameters of the
environment that surrounds agent j.

Hence, state of the WE, where intelligent
agent operate at the time instant ¢, provided
that the environment is stationary, is defined
by the following expression:

(1) = (E\(1), E5 (1), ..., Ey (). ®)

If agents are absent, then FE/(f)=EFE, =
= const.

The WE and agents, cooperating within
the WE, together comprise a system called
the «agents-environment group». State of the
«agents-environment group» system at a time
instant ¢ can be viewed as a system state, de-
fined by a couple S, = (R, E).

States of the «agents-environment group»
system can be described as points in a
(N(h+w)) — dimensional state space {S.}.
The initial system state can be considered as
the situation S = (R°, E°), that is defined by
the following vector-functions:

R" = R(t,),E" = E(1,), )

which corresponds to the time instant 7, of
the work start of the agent group. Thereaf-
ter the final state of the system is denoted as
S/ =(R’,E’) and is described by the follow-
ing expressions:

R = R(,),E = E(1,), (10)

which corresponds to the time instant 7, of the
end of work of the agent group.

The «agents-environment group» state at a
present instant ¢' is called the current system
state. This state S = (R, E") is defined by
the following equations:

R = R(t"),E" = E(t"), (11)
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which corresponds to the current time instant t'.

A group of agents R is acting somehow
translating the system from the initial state
into the ending state. It is assumed, that every
agent R, € R (j =1,N) is capable of perform-
ing some actions that can be described by the
following vector-functions:

Aj(t) = [al,j(t)salj(t)’ [RE) am,_/‘(t)]T' (12)

A set of actions that are available for the
agent R, € R can be described as points in a
m-dimensional action subspace {4,}.

A set of actions that can be executed by a
group of agents is the union of all actions that
can be executed by each agent individually

A} =4 A0 Ul4,) (13)

A set of actions A,(f) that is necessary to
achieve the common goal for a group of agents
is the control action of the agent group R. Ac-
tions that are executed by a group of agents at
the time instant 7 can be described by the fol-
lowing expression:

A1) = (A1), A1), ..., Ay(@).  (14)

Changes in the state of the system can be
described by a system of differential equations
of the following form:

S.(1) = £.(5.(0),A.(1), 8(t),1).  (15)

In this case, states and actions of the agent
group can be constrained as follows (in general
case):

S.(1) e {18/ (D} = 5.} (16)

where {S$”(f)} is a set of admissible states of
the system «agents-environment group» at the
time ¢, and

A (1) e (A7 (D)} < (A}, (17)

where {A”(¢)} is a set of admissible actions of
the system «agents-environment group» at the
time 7.

Taking into consideration the above defi-
nitions, the control task of the agents group
comes to finding in a time interval [7,,7,] such
actions A,(#) for every agent R, € R that sat-
isfies the system of relations (15), initial con-
ditions (9), final conditions (10), constraints
(16), (17) and an extreme is provided for the
functional:
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Y, =S/, 1))+ fF(Sc(t),AC(t),g(t),t)dt, (18)

c

Ty

Y, = (R, R/, ..., R}, E',g(t,),1,) + ¥, (19)

W = [FR (1), R(0), s Ry(0), B0, A (D),
g (0)
A (1), ..., Ay (1), g(2), )dt,

which defines the goal of agents group work
and quality of control process.

Actions  A;(#) (j =1, N) are optimal for
the group of agents R to achieve the common
goal.

It is obvious, that existence of the condition
for the control action, that translates the sys-
tem from one state to the other, is not enough
to execute a control problem of a group of
agents, which works in a dynamic nondeter-
ministic environment. It is also necessary for
the control action to be found within such a
short interval that guarantees the system state
S.(t) =(R(t), E(t)) does not considerably
change it. Therefore, in addition to the system
agents state and the action constraints there
must be specified time constraints, which de-
termine the amount of time available for the
search of action A4,(¢) (j =1, N). Put it anoth-
er way, a condition 7, <t, must be satisfied,

where ! is the necessary time for the search
of the control action, and t, is the maximum
time that is allotted for the search of the con-
trol action. Time t, depends on many factors.
Firstly, it depends on the speed of the processes
that take place in the environment. Secondly,
the maximum time rt,depends on the state
changes of the agents group. Finally, changes in
the environment influence the maximum pos-
sible time for searching for the control action.
An agent group is called controlled if there is
such a solution to the problem of a group con-
trol which described above. It can be found in
time 7, <1, [9]

The developed multiagent system for the
control of power consumption and distribution,
just as a physical system of the power distribu-
tion, holds a hierarchical structure. At the root
of the structure there is a management com-
pany, which performs monitoring of the whole
system and controls its work. Nodes of the next
levels of the structure are responsible for power
distribution from the management company
to the private consumers of the power. In the
following individual consumers of the electric
power are located from the root level of the hi-
erarchy. The alternative power can be supplied
at any level of the system structure, starting
from the power distributing management com-
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Fig. 1. Hierarchical structure of the system
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pany and finishing at the individual consumers
level. Trunk electricity is provided only through
the management company, which is distributed
between all other system members (Fig. 1).

The hierarchy of the multiagent system is
almost tree-like with the only difference of
additional channels of power transfer between
direct descendants of one agent. The extra
channels are used either to balance the volume
of the power or as reserved transfer channels in
case of failure of the main power channels.

The WE of the system is deterministic. The
actions of the agents in the environment have
a fixed effect and there is no need for an agent
to check the steps of its action or to check
the fullness of the action every time, when a
certain action has been performed.

Moreover, the WE of the system is dynamic,
so it can be changed not only by actions of the
agents, but also by external forces. Dynamism
of the system is shown through appearance of
random disturbances in the work of the system,
such as the outage of power channels and
agents.

Furthermore, the WE of the system is
continuous. Thus, the system has an infinite
number of states, and it complicates the
functioning of the agents. This problem is
solved by the approximation of an infinite
number of states into a finite set of states that
can be perceived by agents in the system.

Finally, the WE is a real-time environment,
therefore time characteristics of the system
are the key features that are considered while
estimating both agents and the whole systems

efficiency. During the work of the system time
constrains are imposed on the agents response
time and on the query time [10].

In the given multiagent system the following
agent roles can be singled out:

power manufacturer;

access point to the electricity trunk;

alternative nonrenewable power manufac-
turer;

alternative renewable power manufacturer;

power distributor;

local area network (LAN) switch;

metropolitan area network (MAN) switch;

power consumer.

The structure of the intelligent agent depends
a lot on the roles that are assigned to it during
the system development. Every intelligent
agent possesses only hardware for the control.
In this project control hardware is based on
the industrial programmable logical controllers
(PLC), manufactured by Siemens. The PLC
models in use are Simatic S7-200/300/400.

All agents have the identical basic structure
and functionality (Fig. 2). On the one hand,
every agent is capable of decision making
and can forecast its future volumes of power
consumption. On the other hand, the agents
can execute different actions depending on
their place in the system hierarchy.

System can be divided into two main parts:
central control body (CCB) and agents. Every
agent cooperated with the local PLC and with
the CCB. Agents basically read data from PLC
and send it to the main system. Moreover, they
have a local database for data storage. The

Environment +*

Agent

Data analysis

Actions

Communications

Fig. 2. Basic agent structure
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Fig. 3. General structure of an agent

general structure of the agent is depicted in
Fig. 3.

The central control body receives data from
the agents and stores them in a global database.
In addition to this, CCB can check for the link
to the agents and can produce reports about
possible errors.

The agents as well as the central control
body were developed in C# programming
language, hence the target platform is the
Windows operating system (OS). Nevertheless,
it is also possible to use a Linux system provided
the specific software called Mono is installed.

It allows to run extern C# programs under
Linux OS. Communication programming was
achieved through Zero Message Queue (0MQ)
platform for TCP utilization and with the use
of LIBNODAVE library for communication
with PLC. The user interface was developed in
CSS-framework TwitterBootstrap.

The decision support system structure is
presented in Fig. 4. The user of the electric
power (operator) interacts with the system via a
mobile application or a web-interface and, after
the operator the information has been processed
by the analyst, he or she receives feedback with

Decision support system
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P Data

source

—tPp| Subsystern for
Input (OLTP)

Operator

.___’ Subsystem for

—
Input (OLTP) —- —
Data
source
Operator

:

Subsystem for Data
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————

Data storage subsystem
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Analytic
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Analysis
subsystem
{OLAP, Data
mining)

Fig. 4. Decision support system
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possible solutions that are directed to minimize
the overall payment for electricity.

There are a few interfaces available in the
system for the end user:

add/edit device record;

add power consumption data;

report settings (visualization settings);

power consumption reports;

forecast of power consumption/saving.

Development and introduction of the
intelligent informational-measuring system
for monitoring and optimization of power
consumption, which can control distribution,
consumption and accounting of electric power,
is a promising task.

Within the project we conducted
experiments, completed the test bed and
patented it as a know-how.
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